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Abstract

Foundation models require fine-tuning to ensure their gen-
erative outputs align with intended results for specific tasks.
Automating this fine-tuning process is challenging, as it typi-
cally needs human feedback that can be expensive to acquire.
We present AutoRefine, a method that leverages reinforce-
ment learning for targeted fine-tuning, utilizing direct feed-
back from measurable performance improvements in specific
downstream tasks. We demonstrate the method for a prob-
lem arising in algorithmic hiring platforms where linguistic
biases influence a recommendation system. In this setting, a
generative model seeks to rewrite given job specifications to
receive more diverse candidate matches from a recommen-
dation engine which matches jobs to candidates. Our model
detects and regulates biases in job descriptions to meet diver-
sity and fairness criteria. The experiments on a public hiring
dataset and a real-world hiring platform showcase how large
language models can assist in identifying and mitigation bi-
ases in the real world. We open-source our proposed method
and related resources '.

Introduction

Foundation models have demonstrated exceptional capabil-
ities in generating coherent and contextually relevant text
(Radford et al. 2019; Brown et al. 2020; Taylor et al. 2022;
Thoppilan et al. 2022; Touvron et al. 2023; Team 2023; Jiang
et al. 2024). Large language models (LLMs) have acceler-
ated progress in several natural language processing tasks,
including text generation, translation, and sentiment analy-
sis, among others (Liu, Shin, and Burns 2021; Sallam 2023;
Lyu, Xu, and Wang 2023).

In practice, LLMs need to be adapted to specific tasks
typically using a fine-tuning step. Fine-tuning aims to bet-
ter align generative outputs on a specific task with desired
outcomes. As a result, alignment research has emerged as
a strategy that ensures the development of advanced Al
systems resonates with intended goals and human values
(Christiano et al. 2017; Yuan et al. 2023).

One prominent approach here is Reinforcement Learn-
ing from Human Feedback (RLHF). By leveraging human
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demonstrations, preferences, or feedback, RLHF guides the
fine-tuning process, allowing them to learn and approximate
human values (Stiennon et al. 2020). This method bridges
the gap between human values and Al system behaviour,
fostering a more robust and aligned decision-making process
(Korbak et al. 2023). However, RLHF is resource-intensive,
requiring extensive human annotations.

In this paper, we present a strategy where fine-tuning
(alignment) is driven by the downstream task directly, i.e.
without human feedback. We study this in the context of job
description generation in hiring platforms where open jobs
are matched to candidates using a recommendation system.
We are interested in descriptions that appeal to a broad pool
of candidates and do not marginalize specific groups.

Studies have shown that job postings using gender-neutral
language have attracted a wider range of applicants than
those with gender-biased terms (Woods, Tharakan, and
Brown 2021). Moreover, seemingly innocuous phrases in
job descriptions can deter potential candidates, especially
those from underrepresented groups (Woods, Tharakan, and
Brown 2021). For example, descriptions seeking “young
and energetic” candidates can dissuade older individuals and
suggest a lack of flexibility for those with other commit-
ments.

In our setting, the risk of LLMs reinforcing societal
stereotypes and prejudices is pronounced. LLMs can in-
advertently inherit biases present in the underlying corpus
(Bender et al. 2021). These biases can perpetuate unfairness,
reinforce stereotypes, and marginalize certain social groups.
For instance, language models trained on internet text data
tend to exhibit gender and racial biases, leading to biased
outputs when generating text or making predictions (Boluk-
basi et al. 2016; Barikeri et al. 2021). Recognizing and tack-
ling these biases is essential to ensure fairness in various
downstream tasks.

Human preferences in this setting can be challenging to
obtain from annotators for several reasons. Linguistic pref-
erences are shaped by lived experiences that are varied (Da-
vani et al. 2024). There is an absence of normative descrip-
tions that can be objectively judged. A job description that
appeals to Alice may not appeal to Bob. Crucially, it is dif-
ficult for humans to reason about the likely impacts of their
preferences when generative outputs are used in broader al-
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Figure 1: Our methodology AutoRefine works by building a
perturbation model that assesses the alignment of the gen-
erated content with task-specific goals. Evaluations serve as
computational feedback that iteratively updates the pertur-
bation model. During generation, both the original and per-
turbation models are used to generate tokens.

gorithmic settings.

The objective of this work is to propose a framework for
fine-tuning foundation models without human feedback, by
quantifying their impact on downstream tasks. In our study,
we examine the influence of linguistic biases on a recom-
mendation system, taking job description generation as a
concrete example. The diversity of candidates matched to
these generated descriptions is a primary concern, empha-
sizing the need for fairness and bias mitigation.

Our primary contributions are on: (a) task-responsive fine-
tuning: We propose a novel approach for fine-tuning foun-
dation models using reward signals derived from measur-
able outcomes in downstream tasks. This method facilitates
precise model adjustments based on actual task impacts, by-
passing traditional reliance on human feedback collection
or preference modelling, (b) bias mitigation for foundation
models: We demonstrate our method for bias mitigation and
fairness when downstream tasks need to satisfy established
equity criteria. As biases are quantified and mitigated dur-
ing fine-tuning, our method ensures that generated content is
purpose-aligned and inclusive, and (¢) application to job de-
scription generation: We present a real-world use case in job
description generation, showcasing the practical challenges
and our solutions to ensure that attract a diverse and fair can-
didate pool.

Related work is relegated to Appendix. We describe our
method next.

Method

We propose AutoRefine, a method for fine-tuning founda-
tion models without requiring human feedback. The process
works in three stages: first aligning the model to a specific
downstream task, then introducing a perturbation mecha-

nism to optimize outputs based on performance metrics, and
finally deploying the combined system. Below, we present
our problem formulation and explain in detail how AutoRe-
fine reduces bias in job descriptions using feedback from a
recommender system.

Problem formulation

Our framework consists of three core components: a pre-
trained foundation model M, a specific downstream task 7,
and a performance evaluator £ that measures how well M’s
outputs perform. Our goal is to fine-tune M so its outputs for
task 7" improve based on feedback from E. We now describe
each component and our training process in detail.

Downstream task environment. The downstream task
environment represents the specific task 7 for which the
foundation model M is being fine-tuned and optimized on.
It takes the generated fine-tuned outputs y* from the fine-
tuned model M* as input and interacts with the evaluator £
to assess the performance of the generated outputs.

The downstream task environment can vary depending on
the specific application. For example, in our context of job
description generation, the downstream task environment in-
volves matching job descriptions with candidates. The task
environment provides the necessary context and data for
evaluating the generated outputs against the desired task-
specific goals.

Fine-tuned model. The first step in our training process
is to fine-tune the foundation model M using a supervised
dataset D consisting of prompts = and their corresponding
expected responses y. This step is not fairness-aware and
aims to fine-tune the model M to produce similar responses
to y for a given prompt z. The objective is to minimize:

LIM) = —Euypllog PGIM(@)). ()

Here, P(y|M(x)) is the likelihood of M producing y for
prompt x. We minimize £, ensuring the model’s output
aligns with the dataset. The fine-tuned model is defined as:

M* = arg H/{Ln L(M) (2)

where M* produces y* for x.

Evaluator. The evaluator E serves as a computational
feedback mechanism that assesses the performance of the
generated outputs from the perturbation model M* in the
context of the downstream task environment. It takes the
generated outputs y* from the downstream task environment
T and evaluates them based on predefined metrics. The eval-
uator provides a quantitative measure of how well the gen-
erated outputs align with the desired task-specific goals by
assigning rewards or scores to the generated outputs, which
serve as feedback signals to guide the training of the pertur-
bation model.

In the context of fairness of job descriptions, the evalua-
tor assesses the difference between the targeted and realized
diversity metrics. The evaluator assigns higher rewards to
job descriptions that meet the desired fairness criteria and



lower rewards to those that lack diversity. The specific im-
plementation of the evaluator may vary depending on the
downstream task and the desired optimization objectives.
The rewards or scores generated by the evaluator are then
used to update the perturbation model M, through a rein-
forcement learning approach. The perturbation model learns
to adjust the output probabilities of the fine-tuned model
based on the feedback received from the evaluator. This it-
erative process allows the methodology to optimize the gen-
erated outputs towards the desired task-specific goals.

Perturbation model. To train M,, we employ a rein-
forcement learning (RL) approach. The perturbation model
learns a value function V' (y*) that estimates the expected fu-
ture reward for generating output y*. The value function is
learned through interactions with the fine-tuned model M*
and the downstream task evaluator 7.

The perturbation model M, is defined as a function that
modifies the output probabilities of M* based on the learned
value function:

My (Y™ |2) o M (y™|2) £ (B, V (y7)) ©)

where f(5,V (y*)) is a function that takes the temperature
parameter 3 and the value function V' (y*) as inputs and re-
turns a non-negative value that scales the probabilities of the
fine-tuned model M*. In our implementation, we choose the
exponential function f(8,V (y*)) = V") for its desir-
able properties and simplicity.

The training objective for M, is to maximize the ex-
pected reward while maintaining proximity to the fine-tuned
model’s output distribution:

LMp) = Eyr e (@) [E(T (My(y7)))]- )

The training process involves iteratively generating out-
puts from the fine-tuned model M*, applying the perturba-
tion model M, to obtain perturbed outputs, evaluating the
perturbed outputs using F, and updating the value function
and perturbation model based on the received rewards. Dur-
ing inference, the optimized perturbation model M, regu-
lates the outputs of the fine-tuned model M* to generate

better-aligned outputs with the downstream task goals.

Reinforcement learning for fine-tuning

In AutoRefine, we employ RL to align the fine-tuned foun-
dation model for a downstream task, similar to previous ap-
proaches (Bai et al. 2022; Ouyang et al. 2022; Askell et al.
2021). Our choice is motivated by RL’s inherent capability
to handle dynamic feedback and optimize non-differentiable
objectives, aligning well with the performance evaluator
E in our problem formulation. RL’s strength in managing
the exploration-exploitation trade-off ensures that our model
generates diverse yet contextually relevant outputs. Given
the sequential nature of text generation, we can model the
prompt as a state and each generated token as an action and
quantify the reward as feedback from the evaluator E for
choosing a particular token given the state, without the need
for explicit human annotations. This feedback shapes the re-
ward function within the RL step of AutoRefine, and any RL

algorithm adept at managing such non-differentiable feed-
back can be employed in this stage.

We use the Implicit-Language Q-Learning (ILQL) algo-
rithm (Snell et al. 2023) to train the perturbation model.
ILQL is an offline reinforcement learning algorithm tailored
specifically for language models. The primary advantages of
ILQL in our context are twofold. Firstly, ILQL learns from
a token-level Q-function which allows us to identify bias at
the token level. This representation offers a tangible met-
ric that can be strategically optimized to manage and mit-
igate bias. Secondly, as being based on offline learning, it
leverages samples from an existing dataset and reduces the
queries to a recommendation engine during training. Quan-
tifying the reward for the generated text through the recom-
mendation engine is a bottleneck in our setting due to the
large size of the candidate pool such as a million candidates
in the real-hiring platform data.

In this step of AutoRefine, the agent, which in our context
is the language model, interacts with an environment to pro-
duce sequences, such as job descriptions. Feedback, in the
form of rewards, is provided based on the inherent bias of the
sequences produced. Q-value formulates the anticipated cu-
mulative reward for a specific sequence. By leveraging this
Q-value, the agent is trained to produce sequences that strike
a balance between high quality and minimal bias, similar
to loss function-based debiasing techniques (Barikeri et al.
2021).

Debiasing Job Descriptions

Our goal is to create job descriptions that attract a broader
pool of qualified applicants. In practice, algorithmic hiring
tools recommend candidates for job openings through rec-
ommendation engines. For our research, we develop a proxy
recommendation engine to serve as our evaluator F, simu-
lating how such systems would operate in real-world recruit-
ment platforms. We use AutoRefine to generate job descrip-
tions that achieve both effectiveness and inclusivity, refining
the foundation model M based on feedback from this per-
formance evaluator E.

The process begins with supervised fine-tuning (Equation
1), which teaches the foundation model to generate appropri-
ate job descriptions while maintaining its ability to produce
coherent, relevant content. We then enhance these outputs by
introducing carefully calibrated perturbations through M?*,
with the specific aim of improving diversity outcomes. The
objective function for M,,, detailed in Equation 3, guides the
model to make adjustments that better align the generated
content with our diversity criteria. When deployed, this in-
tegrated system produces job descriptions that are both rele-
vant to the position and meet established diversity standards.

For implementation, we selected GPT-2 as our base model
and fine-tuned it on job description data, enabling it to gener-
ate appropriate descriptions from detailed job specifications.
To address potential bias in the generated content, we then
apply the second phase of AutoRefine: training a perturba-
tion model that incorporates feedback from the downstream
task using ILQL (Snell et al. 2023). During actual use, the
system takes an original job description as an input. The
perturbation model then generates an improved, less biased



version by re-ranking the fine-tuned model’s token outputs
based on maximum potential reward. The following sections
detail our reward function and explain how we optimize the
learning process to effectively regulate application bias.

Downstream task environment: Job-candidate
matching engine

To evaluate our approach, we develop a proxy recommen-
dation system that simulates how algorithmic hiring tools
match candidates to job openings. While bias in algorith-
mic hiring can originate from multiple sources, we specif-
ically focus on bias stemming from job posting language
rather than potential biases within recommendation systems
themselves. This focus is important because job posting lan-
guage has broader implications beyond algorithmic systems
- it shapes how candidates perceive both the role and the
company (Woods, Tharakan, and Brown 2021). Our proxy
system simulates both human application decisions and al-
gorithmic hiring recommendations.

Our evaluation process has two main phases. First, the
perturbation model modifies the fine-tuned LLM’s token
logits to reduce bias in the job posting. Then, we evaluate
the rewritten description using our recommendation engine.
This evaluation begins by filtering candidates based on the
position’s hard requirements. We then use BERT (Devlin
et al. 2019) to generate embeddings for both the job descrip-
tions and candidate profiles. By computing cosine similar-
ity between these embeddings, we identify the top k& candi-
dates most similar to the job description. These candidates
are then analyzed by our fairness evaluator to compute a di-
versity score.

Fairness evaluator: Reward function driven by
diversity

Our approach evaluates fairness by comparing candidate dis-
tributions across two dimensions: gender and geolocation.
We analyze these by measuring the difference between two
probability distributions - the realized distribution Dieqjized
from our selected candidates and a target distribution Diage;.
To quantify this difference, we employ the 1-Wasserstein
distance, which provides values between 0 and 1. Here, 0 in-
dicates perfectly matching distributions, while 1 represents
complete divergence (where one distribution is concentrated
at 0 and the other at 1).

For gender analysis, we compute the 1-Wasserstein dis-
tance between the actual gender distribution of candidates
matched to a rewritten job description y;, denoted as
Direalized. gender (Y}, ), and our target distribution Dyarget, gender:

Agender (y; ) = Wl (Drealized, gender (y; ) ) Dtarget, gender) . (5)

The geolocation attribute Ageolocation(¥;,) can be computed
similarly to the 1-Wasserstein distance between the realized
and the target distributions.

These measurements combine to create our diversity
score, which serves as the reward in our reinforcement learn-
ing environment. The score captures the total distribution
mismatch across both attributes:

R(y;) = Agender(y;) + Ageolocalion(y;)~ (6)

A smaller Wasserstein distance between the achieved and
target distributions indicates a higher diversity score, imply-
ing that the job description is more aligned with our diversity
goals.

Metrics

Diversity score. To evaluate our model’s effectiveness, we
apply AutoRefine to rewrite job descriptions, focusing on the
roles shown in Figure 2. We compare diversity scores be-
tween original and rewritten descriptions. The effectiveness
of our bias regulation is demonstrated when rewritten de-
scriptions show smaller gaps between observed and target
distributions compared to the original descriptions.

Impact ratio. We evaluate fairness using metrics estab-
lished by New York Local Law 144 (New York City Depart-
ment of Consumer and Worker Protection 2023), which pro-
vides a framework for auditing bias in algorithmic recruit-
ment systems. The law introduces two key metrics to en-
sure transparency and equity: the selection rate (measuring
a cohort’s historical success in being selected) and the im-
pact ratio (comparing a group’s selection rate to that of the
best-performing group). While the law covers multiple de-
mographic categories including gender, race, ethnicity, and
their intersections, our analysis focuses specifically on gen-
der and location bias. We implement these metrics in our
setting as follows: For each group g within a category G and
for each job opening, we calculate selection rate using: (i)
Selected candidates: The number of candidates from group
g appearing in the top-10 recommendations, (ii) Candidate
pool: All relevant candidates from group g, where relevance
is determined by cosine similarity (taking the top 50 candi-
dates).
The selection rate for each group is calculated as:
top-10 candidates from g

SR, = Vgeg. (7
9 # of relevant candidates from g 9€G. M

The impact ratio (IR) is measured as the impact ratio relative
to the best-performing group.
SR
IRj=—-2 Vg € G. 8
g maXgy cg SRg/ 4 g ( )
The best-performing group has IR, = 1. Values close to 1
indicate equity across groups for that categorization. Values
further away from 1 indicate potential bias.

TPR-GAP (True Positive Rate GAP). We adopt the fair-
ness metric of TPR-GAP introduced by De-Arteaga et al.
(2019) to our context. TPR represents the fraction of rel-
evant candidates from a specific group g that are included
in the top-k recommendations. The relevancy of a recom-
mended candidate is decided by whether the profession of
the matched candidate is the same position in the job adver-
tisements.

For each group g in a category G, we define the True Pre-
cision Rate (TPR) as:

relevant candidates from g in top-k
total relevant candidates from g

Vg eg.
9

TPR, =



The TPR-GAP measures the difference in TPR between
the best-performing group and the worst-performing group
within a category G:

TPR-GAP = max TPR, — min TPR,. (10)
geg g9eg

A smaller TPR-GAP indicates higher fairness across
groups, as it suggests that the top-k recommendations in-
clude a similar proportion of relevant candidates from each
group. Conversely, a larger TPR-GAP indicates potential
bias, as it implies that the job-candidate matching system
favors certain groups over others in terms of including rele-
vant candidates in the top-k recommendations.

Experiments

We conduct experiments on three datasets: the open-source
dataset of Hackernews hiring posts and candidate profiles?,
Bias in Bios candidate profiles®, and a large dataset of job
specifications and candidates from a real-world hiring plat-
form*. The datasets are described in Appendix.

Baselines

We compare the performance of our proposed approach,
AutoRefine, with several debiasing algorithms. These algo-
rithms represent different approaches to debiasing, ranging
from embedding-level modifications to prompt-based tech-
niques that we briefly introduce next. Ravfogel et al. (2020)
proposed Iterative Null-space Projection (INLP), a method
for debiasing embeddings by iteratively projecting them
onto the null-space of protected attributes. This approach
aims to remove information related to sensitive attributes
from the embeddings while preserving their utility for down-
stream tasks. Liang et al. (2020) introduced Sentence-Level
Debiasing (SentD in Table 1), an algorithm designed to de-
bias pre-trained contextual embeddings at the sentence level,
focusing on removing biases present in the representations
of sentences and enabling more equitable downstream appli-
cations. Schick, Udupa, and Schiitze (2021) developed Self-
Debiasing (SD), a debiasing technique for GPT-2 models
where the fine-tuned model self-diagnoses the bias present
in the generated text and removes it, resulting in more neu-
tral and unbiased outputs. Finally, Morabito, Kabbara, and
Emami (2023) proposed Instructive-Debiasing (ID), an al-
gorithm that utilizes debiasing prompts containing specific
information about the category of bias present in a given
text. By providing explicit instructions, the model learns to
generate text that is less biased with respect to the specified
categories.

Results

Fairness (Hacker News). To assess fairness, we compare
the diversity scores and impact ratios between the original
and rewritten job descriptions for all tested methods. Table

2https://huggingface.co/datasets/dansbecker/hackernews_hirin
g_posts

3https://huggingface.co/datasets/LabHC/bias_in_bios

*https://www.workable.com/

1 shows a 14% improvement in the AutoRefine rewritten de-
scriptions compared to the original Hacker News posts. The
reduced magnitude of the diversity score indicates a closer
alignment with the desired diversity targets. Furthermore,
the gender-specific impact ratios provide a more granular
view of the alignment. For instance, the IR values for both
male and female demographics remain consistent between
the original and rewritten descriptions with a slight increase
in IRyae. While our method is superior to other debiasing
algorithms in terms of diversity score, the IR values of all
methods are significantly close to each other. We also assess
the IR focusing on geolocation, and the results do not exhibit
significant differences among the methods. Nonetheless, we
report these scores in the appendix for completeness.

Table 13 showcases specific examples from the evaluation
set, highlighting the modifications made by the RL agent.
The edits, though seemingly minor, have substantive impli-
cations for gender inclusivity and overall alignment with di-
versity goals. For instance, phrases that might be perceived
as gender-biased or non-inclusive are either replaced or re-
fined to ensure neutrality and inclusivity. Terms like “mani-
acally focused on” are changed to “dedicated to”, and spe-
cific gendered or potentially exclusionary terms are redacted
or replaced, ensuring the descriptions are more universally
appealing. More examples are given in Table 14. A key
observation from the modifications made by the RL agent
and their subsequent influence on the impact ratio is the
profound effect of subtle changes on the downstream task.
These nuanced alterations, despite their seemingly minor na-
ture, can have significant effects. This phenomenon further
underscores the challenges faced by human evaluators dur-
ing feedback collection. Such subtle changes are often not
easy to catch by human evaluators, emphasizing the intrica-
cies of the task at hand and the need to develop alternatives
to human feedback for fine-tuning foundation models.

Fairness (Bias in Bios). As seen in Table 2, the rewritten
ads with fairness considerations reduce the TPR-GAP for 4
out of 5 occupations (except for the accountant role), which
shows an improvement over the original job descriptions.
We calculated the GAP as TPRemale,y - TPRmate,, Where y
is all considered occupations.

Fairness (Hiring Platform Data). We fine-tune GPT-2
using our proposed algorithm using both location and gender
as diversity measures to optimize. In evaluation, we consider
the impact ratio statistic for various groups of interest. We
omit intersectional analysis for brevity. Table 3 shows the
impact ratio improving for female candidates. Job specifi-
cation changes, however, had no impact on location-specific
diversity in this instance.

In Table 1, we present the significant advantage of our al-
gorithm. Since our training includes supervised fine-tuning
specific to the domain and then cleansing generated text
with more application-oriented bias, AutoRefine produces
much less non-sensible response as a rewritten job descrip-
tion. To demonstrate that, we benefit UniEval (Zhong et al.
2022) language quality platform and evaluate language qual-
ity metrics in the aspects of naturalness, coherence, ground-
edness, and understandability for rewritten job descriptions



Fairness Text Quality
Model Diversity Score IR female IRmae  Naturalness  Coherence  Groundedness  Understand.
Original -23.48 0.84 0.76 0.57 1.0 1.0 0.64
GPT-2-large 174% -21.75 12.4% 0.86 11.3% 0.77  [18% 0.47 13% 0.97 3% 097  [17% 0.53
+INLP-race 17.0% -21.83 084 11.3% 0.77 170% 0.17  |26% 0.74 170% 030  [70% 0.19
+INLP-gender 17.0% -21.83 084 113% 0.77 170% 0.17  |26% 0.74 169% 0.31 170% 0.19
+SentD-race 17.0% -21.83 0.84 113% 0.77 170% 0.17  |26% 0.74 170% 0.30  170% 0.19
+SentD-gender 17.2% -21.78 084 12.6% 0.78  163% 0.21  |78% 0.22 184% 0.16  [64% 0.23
+SD 16.6% -21.92 0.84 12.6% 0.78  |18% 0.47 13% 0.97 3% 097  [17% 0.53
+ID 16.2% -22.02  12.4% 0.86 ]2.6% 0.74  |37% 0.36  |13% 0.87 116% 0.84  [39% 0.39
+AutoRefine 114.1% -20.17 0.84 12.6% 0.78 0.57 1.0 1.0 0.64

Table 1: Benchmarking of debiasing approaches comparing fairness and text quality metrics. Changes shown as percentages
relative to original baseline. The highlighted (bold) scores show our method maintains original text quality while achieving the

best improvement in diversity metrics.

Original ~ AutoRefine
IRimale 0.89£0.20 0.97+0.10
IRfemale 0.70 £0.26 0.55+0.24
TPR-GAP;osware-eng 0.024 0.005
TPR-GAPattorney 0.009 -0.007
TPR-GAPaccountant -0.006 0.023
TPR-GAPy, ofessor 0.042 0.035
TPR-GAPjournalist -0.038 -0.012
Diversity Sc. -6.135 -5.93

Table 2: Key fairness measures on job rewriting experiments
with Bias in Bios candidates dataset.

Original AutoRefine p-value
IR female 0.618+0.37  0.668+0.38 0.069*
IR mate 0.634+0.38  0.587+0.38 0.936
TR unknown 0.621+£0.35  0.607+0.35 0.750
IRutrica 0.2504+0.40  0.181+0.36 0.995
IRasia 0.4384+0.40  0.462+0.39 0.212
IRy 0.364+0.39  0.322+0.39 0.995
IR 0.563+0.31  0.586+0.32 0.522
IRoceania 02524042  0.2651+0.43 0.334
IR, 0.063+0.24  0.030+0.16 0.990
Diversity Sc.  -20.96+9.83  -22.67£9.51 0.961

Table 3: Key fairness measures (mean =+ standard deviation)
on job rewriting experiments on Hiring Platform data before
and after re-writes. Higher values are better. p-values from
a binomial test showing the impact of rewrites (* implies
significance at 10%).

of each algorithm in our benchmarking suite. Where it is re-
quired, we include the original job ad as a reference text in
the language quality evaluation.

Our benchmarking results show that the proposed ap-
proach of implementing minimal token-based changes does
not hurt the language quality while fairness metrics in Ta-
ble 1 demonstrate our algorithm is competitive from the de-
biasing perspective. Moreover, the substantially worse lan-
guage quality of the existing debiasing algorithms on text
quality evaluation suggests the importance of reporting text
quality-based scores for debiasing methods which alter lan-
guage generation mechanics of underlying pre-trained meth-

ods and may degrade the quality of outputs.

Impact of fairness on recommendation quality

We investigate the potential impact of rewritten job adver-
tisements on the utility of matching with the best and most
qualified candidates. We evaluate the quality of the rec-
ommendations using metrics commonly employed in the
recommender systems literature. Specifically, we consider
Mean Reciprocal Rank (MRR) and Normalized Discounted
Cumulative Gain (NDCG) to assess the effectiveness of
matching job descriptions with candidate profiles.

Table 4 presents the comparison of these metrics for the
original job descriptions and our generated job descriptions
across different professions at various top-k values (10, 25,
and 50). The top-k values represent the number of top-
ranked candidates considered for each job description. The
results indicate that there is no substantial impact on the util-
ity of the job descriptions after the rewriting process. In most
cases, our generated job descriptions exhibit slightly higher
match qualities compared to the original descriptions, as ev-
ident from the marginally higher values of MRR and NDCG
across different top-k values.

For instance, considering the profession of accountant at
top-10, the MRR@10 values for the original and gener-
ated descriptions are 0.614 and 0.614, respectively, and the
NDCG@10 values are 0.907 and 0.848. These results sug-
gest that the rewritten job descriptions maintain, and in some
cases slightly improve, the quality of the recommendations.

However, it is worth noting that for the profession of soft-
ware engineer, there is a slight decrease in the match quali-
ties for the generated descriptions compared to the original
ones. This can be attributed to the highly skewed distribu-
tion of the dataset for this profession, with an 84:16 ratio
favoring males. Despite this, the overall impact on the rec-
ommendation quality remains minimal.

These findings demonstrate that our approach to promot-
ing fairness in job advertisements does not compromise the
utility of matching with the best and most qualified candi-
dates. The rewritten job descriptions maintain comparable
recommendation quality while addressing potential biases
and promoting diversity in the candidate pool.



Profession Type MRR@10 NDCG@10 MRR@25 NDCG@25 MRR@50 NDCG@50
Accountant Original 0.614 0.848 0.614 1.466 0.620 2.265
Generated 0.614  1.059 0.907 1.007 0.621  1.052 1.518  1.001 0.621  ].020 2.245

Attorney Original 0.709 1.212 0.709 2.148 0.709 3.334
Generated  1.028 0.737 1.057 1.269  1.028 0.737  1.037 2.185  1.028 0.737  |.154 3.180

Journalist Original 0.920 1.314 0.920 2222 0.920 3.369
Generated  |.153 0.767  |.034 1.280 [.153 0.767  |.097 2.125  |.153 0.767  |.252 3.117

Professor Original 0.673 0.975 0.673 1.999 0.673 3.362
Generated  1.030 0.703  |.054 0.921 1.030 0.703  |.134 1.865 1.030 0.703  |.135 3.227

Software Eng Original 0.086 0.140 0.092 0.275 0.097 0.472
" Generated ].020 0.066  |.039 0.101  |.017 0.075 {.070 0.205 |.018 0.079  |.112 0.360

Table 4: Impact of fairness on recommendation quality across different professions and top-k values. Changes shown as absolute

differences between original and generated versions.

Discussion

Our work demonstrates a practical approach to implement-
ing Al governance principles in the context of automated
hiring systems, showcasing how technical solutions can sup-
port fairness and inclusivity while maintaining system effec-
tiveness. This research bridges a critical gap between Al pol-
icy goals and technical implementation, particularly in the
domain of algorithmic hiring where fairness considerations
are of greatest importance.

The implications of our work extend in several important
directions. First, it provides a concrete example of how large
language models can be governed and aligned with societal
values through automated feedback mechanisms, reducing
reliance on human oversight while still maintaining account-
ability. Second, it demonstrates how technical solutions can
help enforce policy objectives - in this case, fair hiring prac-
tices as outlined in regulations like New York Local Law
144. This alignment between technical implementation and
policy requirements is crucial for effective Al governance.

Several limitations and considerations are important to
note. While our methodology reduces the need for human in-
tervention, it remains computationally expensive, highlight-
ing the need to balance governance objectives with practi-
cal constraints. The choice of pre-trained model can signifi-
cantly impact results, emphasizing the importance of model
selection in governance frameworks. Additionally, our re-
liance on surrogate metrics rather than real-world outcomes
points to the broader challenge of establishing appropriate
evaluation criteria for Al governance mechanisms. The po-
tential for factual errors in the generated descriptions also
underscores the ongoing need for human oversight in Al sys-
tems.
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Related Work

Our work relates to several lines of previous research.

Fair representations. Early efforts in bias mitigation tar-
geted removing gender biases in static embeddings where
the semantic representation of a word is confined to just
one vector like GloVe (Pennington, Socher, and Manning
2014) and Word2Vec (Mikolov et al. 2013) to achieve unbi-
ased representations and word associations. Bolukbasi et al.
(2016) studied how gender identity words are associated
with specific occupations and subtracted the gender di-
rection from word embeddings to neutralize the language
while sustaining the equal distance between gender-neutral
words and gendered pairs of words. Ravfogel et al. (2020)
proposed INLP for debiasing embeddings through iterative
null-space projections for guarding protected attributes. As
the field evolved, the focus shifted towards debiasing contex-
tual embeddings, such as ELMo (Peters et al. 2018). Kaneko
and Bollegala (2021); Liang et al. (2020) highlighted the
relative complexity of contextual embeddings compared to
their static counterparts and the challenge of identifying
which parameters contribute to the bias. Liang et al. (2020)
proposed SENT-DEBIAS applicable at sentence levels to
debias pre-trained contextual embeddings, where Kaneko
and Bollegala (2021) developed both token and sentence
level approach and emphasized the trade-off between accu-
racy and unbiasedness in such models.

Several methods, such as adversarial learning (Elazar and
Goldberg 2018; Sakaguchi et al. 2021) and counterfactual
data augmentation (Zmigrod et al. 2019; Islam et al. 2021),
have been proposed to mitigate language models propagat-
ing biases present in a training corpus. Elazar and Gold-
berg (2018) investigated the encoding of demographic infor-
mation in the intermediate representations learned by text-
based neural classifiers. Zmigrod et al. (2019) aim to re-
duce bias by data augmentation through counterfactual state-
ments. However, using augmented datasets is expensive and
is prone to introduce noise and unrealistic scenarios that can
negatively impact performance.

Debiasing LLLMs. Gira, Zhang, and Lee (2022) proposed
an LLM fine-tuning method by leveraging GPT-2 as an ex-
ample, and showed their approach reduced the gender bias
in GPT-2 on the StereoSet benchmark. While their method
is relatively cost-effective compared to pre-training with an
augmented dataset, the side effect of the fine-tuning for bias
on downstream applications of language models has not
been studied for their approach. Schick, Udupa, and Schiitze
(2021) developed a self-debiasing (SD) approach where a
fine-tuned GPT-2 model self-diagnoses the bias and remove
from the generated text. Garimella et al. (2021) suggested a
combined method of further pre-training with fairness-aware
datasets and then fine-tuning based on a loss function in-
cluding regularizers for bias for BERT (Devlin et al. 2019).
Mao et al. (2023) noted the gap in existing works which
separates the fine-tuning for debiasing then fine-tuning for
downstream applications. Authors named the former bias as
intrinsic bias whereas the latter has been called as applica-
tion bias which our work targets to solve.



Measuring bias in LLMs. A variety of benchmarks have
been published to fairly evaluate and compare developed de-
biasing techniques aiming to address biases related to stereo-
types or gendered word associations (Nadeem, Bethke, and
Reddy 2021; Nangia et al. 2020). Barikeri et al. (2021) tar-
geted the bias in LLMs fine-tuned to conversational dialogue
and have introduced RedditBias, a dataset rooted in actual
Reddit conversations, designed to measure and mitigate bi-
ases in conversational models across gender, race, religion,
and queerness. The study benchmarks the DialoGPT (Zhang
et al. 2020) model with this dataset, revealing biases, partic-
ularly towards religious groups, and demonstrates that cer-
tain debiasing techniques can address these biases without
sacrificing model performance.

Prompt-based mitigation. Recent studies investigated
prompt-based fine-tuning strategies. Guo, Yang, and Abbasi
(2022) proposed extracting prompts from the pre-trained
LLM (Devlin et al. 2019; Liu et al. 2019), through a beam-
search style algorithm and then applying an equalizing loss
over predicted token distributions. Their work demonstrated
that the proposed bias mitigation strategy does not ad-
versely impact the performance of LLM on downstream
applications. Morabito, Kabbara, and Emami (2023) pro-
posed an instructive-debiasing (ID) algorithm where debi-
asing prompts include specific information on the category
of bias represented in the given text. Si et al. (2023) studied
the effect of inductive biases through demonstrations with-
out the model update in LLMs to overcome prior biases in an
LLM. They conclude that intervention via inductive biases
could be a helpful strategy to reduce the influence of feature
biases, however, overcoming strong prior biases remains a
challenging question on the topic of in-context learning.

Fine-tuning. Extensive research exists on the topic of
model fine-tuning (Askell et al. 2021; Yuan et al. 2023).
Ouyang et al. (2022) and Liu et al. (2023) underscore the
importance of RLHF in the fine-tuning process. While the
models fine-tuned with RLHF have shown promise in gener-
ating more truthful and less toxic outputs, challenges persist.
Ouyang et al. (2022) emphasizes the balance between model
alignment with human intent and maintaining high perfor-
mance, highlighting the complexities and nuances of lever-
aging RLHF in the fine-tuning process. Yuan et al. (2023)
offers a critique on the RLHF approach, particularly high-
lighting the complexities associated with the PPO method
(Schulman et al. 2017). Casper et al. (2023) survey the chal-
lenges and limitations of RLHF, specifically noting the dif-
ficulties attached to human evaluators, data quality and lim-
itations of feedback types. Our approach addresses the con-
cerns related to human evaluators as such eliminating the
need for human feedback in fine-tuning. In some cases, (Bai
et al. 2022; Rafailov et al. 2023) LLMs are themselves used
to produce alignment data used in fine-tuning. However, this
can inadvertently reintroduce fairness and bias issues into
the aligned LLMs sourcing from Al feedback.

From the hiring domain perspective, there is a large liter-
ature on fairness challenges in algorithmic hiring. We point
to a recent survey (Fabris et al. 2023).

Experiment Details

Datasets
Source No. Jobs | No. profiles
Hacker News 76,000 20,300
Bias in Bios 76,000 50,000
Hiring Platform 5,745 1,000,000

Table 5: Summary of datasets used in experiments

Hacker News This dataset encapsulates a diverse collec-
tion of hiring posts from the tech news platform, Hacker
News, with various splits, including “hiring” (76K posts)
and “wants_to_be_hired” (20.3K profiles). Each entry in the
dataset contains a “text” field, representing the content of the
post, which corresponds to the job post in the “hiring” split
and candidate profiles in the “wants_to_be_hired” split. We
curated a final version of the dataset for training, extracting
specific useful features from the original job descriptions.
The details of data processing and the implementation of
ILQL, including hyperparameters, are detailed below. We
also conducted an analysis of the differential impact of gen-
der identification on our embedding-based recommendation
engine with Hacker News data. The results demonstrated
that some roles are more susceptible to gender biases, de-
tails can be seen in Figure 2.

Bias in Bios (Candidates) We created a new dataset us-
ing a subset of the online biographies dataset introduced by
De-Arteaga et al. (2019). This dataset consists of over 400K
biographies collected from the Common Crawl corpus, la-
belled with 28 different occupations. For our experiments,
we focused on a subset of the test split, selecting biographies
corresponding to occupations commonly found in job adver-
tisements on Hacker News. This resulted in a candidate pool
of 50K profiles. We then matched this candidate pool with
both original and generated job descriptions from Hacker
News and computed various diversity metrics, including the
True Positive Rate Gender Gap (TPR-GAP). In this context,
we consider true positive predictions as correct occupation
matches between the labelled occupation of candidates and
the occupations mentioned in the job advertisements, com-
puted separately for each gender.

Hiring Platform Data. The third dataset is from a live
hiring platform. This dataset consists of 5745 job openings
from around the world, with a very large pool of candidate
profiles, obtained from publicly available data sources. Each
job advertisement contains the job title, the description, and
the requirements of the job. The jobs are distributed across
different functions (e.g. engineering, accounting) and indus-
tries (e.g. software companies, food service). Each job is ac-
companied by a pool of 3K candidate profiles, both relevant
and irrelevant to the job. The similarity of a candidate pro-
file to the job is a float in [0, 1] (higher values correspond to
better matching candidates). For our experiments, we sam-
ple one million candidate profiles from this dataset randomly
and use this subset as our common recommendation pool.



Processing Details

Hacker News Dataset We processed the original Hacker
News dataset® to make it more informative, structured and
compatible with our environment. The details of process-
ing for both job descriptions and candidate profiles are given
next.

Job descriptions: The ‘text’ column of the original ‘hir-
ing’ split includes job descriptions in an unstructured text
format. We extract several features from this text to generate
prompts to guide our approach to rewriting job descriptions
while keeping the important job specifications in the rewrit-
ten text. We consider the job title, location of the opening, re-
quired technologies, the company offering the position, and
if the remote working option is available as important fea-
tures to use in the prompt. The template of ‘prompt’ is as
follows:

Original job description for reference: <text>.
Based on this, the job is in <location>, at
<company> for the <job title> position. The
ideal candidate is skilled in <technologies>.
<Remote statement> Write a new job descrip-
tion using only the original information.

Then, we calculated the diversity score of each job de-
scription using the recommender system, illustrated in Fig-
ure 2.

Candidate profiles: The ‘text’ column of the original
‘wants_to_be_hired’ split includes candidate profiles in a rel-
atively better-structured text format compared to job post-
ings. While the dataset includes the location information of
candidates, it doesn’t contain any information related to gen-
der which is an important feature to analyze the bias. Hence,
we randomly assigned a gender for each candidate profile.
The distribution of candidates based on geolocation and as-
signed genders is given in Table 6.

The embeddings of the both job descriptions and candi-
date profiles have been extracted from BERT (Devlin et al.
2019) to use in recommendation engine. The splits with their
engineered features are given in Table 7.

Hiring Platform dataset Data from the hiring platform
consists of job profiles (Table 8) and candidate profiles (Ta-
ble 9). The dataset consists of 5,745 job descriptions and
several million candidate profiles from which we sample one
million profiles for our experiments. The dataset is fully an-
noymised including the masking of institution names for ex-
perience and education history.

The gender of candidates is reported as male (43.6%), fe-
male (34.2%), or unknown (22.2%). This forms the target
gender distribution as this is considered to be the applicant
pool. Similarly, the location of candidates is available at the
country level. This is aggregated by continent. The observed
frequencies of candidates in this dataset serve as target loca-
tion distribution. The reward model is additive in the Wasser-
stein distances for gender and location.

Shttps://huggingface.co/datasets/dansbecker/hackernews_hirin
g_posts
Shttps://huggingface.co/deepset/roberta-base-squad2

The downstream task is one of matching candidates to job
openings. For this we order candidates based on cosine sim-
ilarity between the embedding of job description and can-
didate description. The candidate description is generated
based on education and experience data on the candidate us-
ing templates. Both job and candidate embeddings are gen-
erated using a pre-trained model BERT.

The job descriptions are partitioned into train and 10%
reserved for testing. The train data is further partitioned with
10% kept for validation. For our experiments, all one million
candidates are considered to be viable for all job postings. In
practice, this is not the case, as there may be filtering rules
in place that limit the scope of the targeted audience. These
constraints were not imposed.

For evaluation, we use the measures described in the main
paper. Impact ratios, as codified in New York local laws, are
retrospective, i.e. aim to audit hiring practices by examining
hiring of candidates for each cohort. In our example, the hir-
ing decision has not yet taken place. We consider a “success”
if a candidate is ranked in the top ten for each job position.
The denominator of the impact ratio, i.e. the applicant pool,
is considered to be the top-50 applicants.

Impact Ratios for Geolocation
Implementation

We implemented the ILQL approach as detailed in (Snell
et al. 2023), using GPT-2 as our pre-trained LLM. Initially,
GPT-2 was fine-tuned with original job descriptions to emu-
late the relationship between the provided prompt and gen-
erate detailed job descriptions. Subsequently, an RL agent
was trained to determine the Q-value of the generated text
and adjust subsequent token probabilities to meet diversity
objectives. The ‘hiring dataset’ was split into training, test,
and evaluation subsets, while the ‘wants_to_be_hired’ dataset
was used to compute diversity scores during both training
and evaluation. To reduce the training time, 10% of the hir-
ing dataset has been used in experiments instead of entire
dataset.

For training, job descriptions were limited to 256 tokens,
and the generated text was similarly restricted to 256 tokens.
Within the recommender system, we set & to 50. During in-
ference, we selected 8 = 64, and results for varying /3 values
can be found in the next section. Our fine-tuned model was
trained for 7 epochs with a learning rate of 1e-3, and the per-
turbation model was trained for an additional 7 epochs with
the same learning rate. Altogether, the process took 10 hours
using 8 V100 GPUs.

Hyperparameter search

We have reported the results and examples for 5 = 8 in Re-
sults section. This value has been chosen intuitively with few
trials in experiments. Here, we share the results for varying
[ values in Table 11. The results in Table 11 demonstrates
that changes in 8 do not cause significant deviations in the
evaluations and our approach consistently outperforms the
original dataset in terms of diversity score in all evaluated
values of 5 hyperparameter.



Gender Geolocation
Female | Male | NA | Europe | SA | Asia | Africa | Remote | Australia | Unknown
Original 0.5 0.5 | 0.55 0.21 | 0.03 0.1 0.01 0.01 0.01 0.06

Table 6: Distribution of candidate profiles over genders and geolocations. NA and SA represents north and south America,
respectively.

Dataset | Feature | Extraction Method

hiring Job title QA: What is the job title in the text?

hiring Location QA: What are the locations in the text?

hiring Technologies | QA: What are the technologies in the text?

hiring Company QA: What is the company name in the text?

hiring Remote Text processing

hiring Embedding Extracted from BERT with given candidate profile
hiring Prompt Template: Job details (see caption)

hiring Q-value Diversity score obtained through recommendation engine
wants_to_be_hired | Gender Randomly assigned

wants_to_be_hired | Location Text processing

wants_to_be_hired | Embedding Extracted from BERT with given candidate profile
wants_to_be_hired | Remote Text processing

Table 7: Extracted features to obtain the final version of the dataset. QA represents the feature extraction methods using
question-answering with Roberta®, where the context is always the original job description.

Variable Name Description Data Type Example Values
id Unique identifier for the job | Integer 0
account_id Unique identifier of the ac- | Integer 23
count (company) that posted
the job ad
title The title of the job str Front-end Developer
required_experience The level of experience re- | str Mid-Senior level
quired for the particular job
required_education The education level required | str Bachelor’s Degree
for the particular job
remote Whether the job is remote or | bool FALSE
not
employment_type The employment type str Full-time
industry The industry of the company | str Staffing and Recruiting
that published the job ad
function The function of the particu- | str Engineering
lar job
detailed_location The location of the company | JSON {”country_code”: [str] "IT”,
“state_code”: [str] “MI”,
“city”: [str] "Milan”, “’sub-
region”: [str] “Metropolitan
City of Milan”, “zip_code’:
[str] “111117}
description The description of the job, | str ”We are looking fora ...”
containing details about the
role
requirement_summary The requirements of the job | str “Proven experience as ...”
benefit_summary The benefits that the com- | str - Health Care Plan ...”

pany will provide to the
hired candidate(s)

Table 8: Hiring Platform Dataset - Job Advertisement.



Variable Name Description Data Type Example Values
id Unique identifier for the pro- | Integer 0
file
job_id The ID of the job that the | Integer 0
candidate corresponds to in
the dataset
country_code The country code of the res- | str UK
idence of the candidate
gender The predicted gender of the | str Male, Female, Unknown
candidate
experiences The work experiences of the | JSON {"company”:  [int] 99,
candidate “start_date”: [str] 20207,
“end_date”: [str] ‘20227,
“title”: [str] ”Graphic
Designer”}
educations The educations of the candi- | JSON {”’school”: [int] 10,
date “start_date”: [str] ‘20167,
“end_date”: [str] 720207,
“field_of _study™: [str]
“Design”, “degree”: [str]
“Bsc”},
industry The industry where the can- | str Computer Software
didate has worked at
function The function of the latest | str Engineering
work experiences of the can-
didate
Table 9: Hiring Platform Dataset - Profiles.
Geolocation
IRNA IREu IRAfrica IRAsia IRSA IRRemote
Original 0.844+0.32 0.16+£0.33  0.040.0 0.11£0.30 0.054+0.21 0.01%0.11
GPT-2-large 0.844+0.31 0.15£0.33  0.0+£0.0  0.1+0.3 0.07+0.24 0.02+0.11
+INLP-race 0.874+0.29 0.17£0.35 0.01£0.08 0.08+0.26 0.064+0.24 0.0110.07

+INLP-gender
+SentD-race
+SentD-gender

0.87£0.29 0.17£0.35
0.87£0.29 0.1740.35
0.86+0.3 0.17+0.35

0.01£0.08 0.08+0.26 0.06+0.24 0.0140.07
0.01£0.08 0.08+0.26 0.0640.24 0.0140.07
0.01£0.08 0.08+0.26 0.06+0.24 0.01+0.1

+SD 0.83£0.32 0.18+0.36 0.0£0.05 0.11+0.3 0.05+0.22 0.01+0.11
+ID 0.84£0.32 0.14£0.33  0.0£0.02 0.134+0.32 0.054+0.21 0.0140.11
+AutoRefine 0.83£0.31 0.17£0.34 0.14+0.08 0.124+0.32 0.02+0.12 0.03+0.16

Table 10: Geolocation-specific comparison of generated job description results. The reported score is the mean and standard
deviation of the metrics over the evaluation dataset.



Diversity Gender

score IRfemale IRmale

Original -23.48+16.31 | 0.84+0.27 | 0.76+0.34

Rewrite (8 = 2) -22.254+16.95 | 0.83£0.28 | 0.78+0.32

Rewrite (3 = 4) -22.174£17.00 | 0.83£0.23 | 0.784+0.32

Rewrite (8 = 8) -20.17£14.49 | 0.8440.25 | 0.7840.30

Rewrite (8 = 16) -22.05£17.02 | 0.84£0.26 | 0.78+0.32

Rewrite (8 = 32) -22.024+17.02 | 0.84+0.27 | 0.784+0.32

Rewrite (8 = 64) -21.104+17.20 | 0.85+0.25 | 0.76+0.33

Rewrite (8 = 128) | -22.194+16.99 | 0.83+0.27 | 0.78£0.32

Geolocation

IRNA IREu IRAfrica IRAsia IRSA IRRemole
Original 0.84+0.32 | 0.16+0.33 | 0.0£0.0 | 0.11£0.30 | 0.05£0.21 | 0.010.11
Rewrite (8 = 2) 0.824+0.33 | 0.17+0.35 | 0.0£0.0 | 0.10£0.30 | 0.034+0.17 | 0.04+0.20
Rewrite (5 = 4) 0.79+0.35 | 0.17+0.36 | 0.0£0.0 | 0.124+0.32 | 0.04+0.18 | 0.04+0.19
Rewrite (3 = 8) 0.834+0.31 | 0.17+0.34 | 0.1+0.08 | 0.12£0.32 | 0.024+0.12 | 0.03£0.16
Rewrite (8 = 16) 0.814+0.34 | 0.16+0.34 | 0.0£0.0 | 0.11£0.31 | 0.0340.18 | 0.04+0.19
Rewrite (8 = 32) 0.80+0.35 | 0.1840.36 | 0.0+£0.0 | 0.11£0.31 | 0.034+0.15 | 0.04+0.19
Rewrite (8 = 64) 0.81£0.33 | 0.19+0.37 | 0.0£0.0 | 0.12£0.31 | 0.03£0.16 | 0.03+0.15
Rewrite (8 = 128) | 0.814+0.34 | 0.164+0.35 | 0.04+0.0 | 0.104+0.29 | 0.0440.18 | 0.0440.20

Table 11: Comparison of generated job description results with scores of original job descriptions for varying values of (.

Differential Impact of Gender Identification
on Recommendation Engine

To ensure that our model successfully generates unbiased
job descriptions, we have devised a systematic evaluation
approach focused on quantitatively measuring how well the
descriptions align with diversity goals. For the evaluation,
we first examined original job descriptions to discern which
roles were most susceptible to biases. For the candidate rec-
ommendation phase, two distinct profiles were constructed
for every candidate:

1. The gendered profile: This contains a clear statement of
gender, articulated as “I identify as {gender}.”

2. The gender-neutral profile: This profile is taken from the
original dataset without any explicit gender markers.

Both of these profiles were utilized in the candidate-
matching phase with original job descriptions. This ap-
proach enabled us to ascertain how gendered or gender-
neutral embeddings influenced the recommendation system.
We proceeded to determine the disparity in gender distribu-
tion (between female and male candidates) matched to each
job title utilizing both candidate profile sets of embeddings.
The job roles most impacted by gendered embeddings are
shared in Figure 2.

Introducing Language Quality into Reward
Function

In addition to the reward function presented in Equation 8,
we investigated the efficacy of incorporating language qual-
ity into the reward function. We adopted the metrics sug-
gested by (Zhong et al. 2022) to assess the coherence, flu-
ency, and relevance of the generated text. Consequently, we

define the reward function R for each generated job descrip-
tion z as:

R(y;) = LQS(y;) —A (Agender (y;) B Ageolocation (y;))
(1)
Here, LQS denotes the language quality metrics, while

A and A . represent the elements of the diver-
gender geolocation

sity score. The parameter A balances language quality with
inclusivity considerations. Initially, we fine-tuned the pre-
trained GPT-2 for 7 epochs and subsequently trained the
perturbation model (RL agent) for 70 epochs. The entire
training process spanned 3 days on 8§ V100 GPUs. Achiev-
ing model convergence with the language score was notably
slower than with our primary experimental setup. This delay
was attributed to the computational demands of integrating
language quality evaluations into the reward function. We
showcase the diversity score and impact ratio outcomes for
8 = 64 and A = 1 in Table 12. Our findings indicate that,
given the computational costs associated with the two re-
ward functions and the lack of significant improvements in
the impact ratio and diversity score, it is more advantageous
to solely use the diversity score as a reward function.

Examples

We show some example rewrites along with associated met-
rics in Tables 13 and 14. In these cases, the rewritten text
changes key attributes of the description of the opening
(e.g. “cells and molecules” to “databases and documents”,
“Field” to “System”), company (e.g. “NVIDIA” to “MIT”)
or stakeholder names (“donor” to “investor’), or locations
(e.g. “Princeton” to “Paris”) and negations (e.g. “wont” to
“would”). This introduces factual errors in the text. For our
test sample of 400 job descriptions, these were relatively
infrequent. However, we have not systematically measured



senior javascript developer software developers

web applications engineer front-end developer

full time .net and javascript engineers javascript developer

senior frontend/backend or

javascript-developer devops engineer

web developers ruby/javascript/erlang engineers

fulltime web developer acculynx fulltime or intern

Job Titles

director of ux director of software engineering

data engineer product manager

designers and engineers bioinformatics -api engineer

machine learning engineer frontend/full-stack developer
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Change in Selection Probability of Female Candidates Change in Selection Probability of Male Candidates

Figure 2: Differential impact on selection probabilities across job titles by gender. This figure visualizes the changes in selection
probabilities for various job titles when gender identification is incorporated into candidate profiles. The depicted titles are those
experiencing the most pronounced shifts in probabilities. Negative values indicate a reduction in selection probability.

Diversity Gender

score IRfemale IRmale

Original | -23.48+£16.31 | 0.84+0.27 | 0.76+0.34

Rewrite | -21.97£16.92 | 0.83+£0.27 | 0.814+0.31

Geolocation

IRNA IREu IRAfrica IRAsia IRSA IRRemote
Original | 0.844+0.32 | 0.16£0.33 0.0+£0.0 | 0.11£0.30 | 0.05£0.21 | 0.01%0.11
Rewrite | 0.10£0.29 | 0.074£0.25 | 0.02+0.12 | 0.10£0.29 | 0.0740.25 | 0.02+0.12

Table 12: The results of training with reward function in Equation 1.



Description Before After

DS IR,, IR, DS IR,, IRy
It’d be a blg plus if you have experlence developmg games full health -25.35 0.44 1.00 | -11.35 0.25 1.00
dental, vision coverage; -s
catered breakfast, lunch, and dinner; - convenient locatlon downtown
Toronto

XXX, located ... As compensation, we’re offering a competitive salary, ..., | -19.35 0.59 1.00 | -13.35 0.72 1.00
snacks on snacks -en-snaeks, daily catered lunch, ...
We are hiring exceptional engineers ... are funded by the CEO executives | -19.35 0.48 1.00 | -13.35 1.00 0.40
of Yelp, Dropbox, Yammer, Box, Parse, and others, as well as Google Ven-
tures, Salesforce and Y-Combinator. Full list at www.[REDACTED URL].
Payroll is complex and there are tough engineering challenges to be tack
handled... We strive for 100% test coverage, and every commit is code re-
viewed by-another developer on-the tecam...

XXX\ef - Palo Alto, CA - Full Time ... - HIB OK (visa sorted) XXX | -23.35 1.00 0.61 | -17.35 0.85 1.00
captures and indexes every word spoken on TV... and are continuing our
mareh ove onto GoogleTV and connected devices

.. we're a technology company mantacallyfoeused-on dedicated to a great | -21.35 0.16 1.00 | -15.35 0.78 1.00
product. Companies (that you’ve definitely heard of) use Stre ongak ev-
eryday to make their teams more effective. Future founders, this is a great
way to get real experience on what its like starting a company - on our dim
note...Obvieus Unfortunately:... Our benefits package is amazing We-are

Table 13: Examples of rewrites from the test set showing modifications made by the RL agent along with associated diversity
score and impact ratio before and after edits. Relatively minor edits lead to gender inclusivity.

hallucinations.

The risk of hallucinations can be mitigated to a large ex-
tent as in our intended use case, the rewrite is presented to a
recruiter and benefits from human oversight.



Description Before After
DS IR, IRy DS IR, IRy
Envision a massive, fully-automated research facility that moves around, | -14.85 1.00 0.37 -9.85 1.00 0.62

mixes, and analyzes eeHs-and-melecule and databases and documents and
papers and things on a scale equivalent to millions of technicians doing
the work by hand. We’ll call it the world’s first “biological server farm”—
biology will become a programming discipline, and biologists won’t need

their own labs anymore. Wantte-help-as-build-it2 e’re looking for extremely
talented software engineers from a variety of backgrounds. We re. a-wel-

weﬂemgm&m ing mostly W1th C++ and Python ina L1nux env1r0nment

Santa Clara, CA, Full-time, Linux kernel - Virtualization engineer at NV
MIBIA T. We are looking for talented embedded system software engi-
neers with a focus on virtualization to help us architect next generation
hypervisor software for NVIDIA-platferms the Linux kernel. This is a po-
sition in Santa Clara, CA. Some of the skills we look for: Technical ex-
pertise on the ARM architecture, embedded virtualization, multicore di-
visionot designs, Linux kernel, device drivers and embedded software in

general. Practical understanding-and-implementation-of-microkernel prac-

tical understanding and implementation of microkots, hypervisor design,

sor-destgn-microkernels, ARM A archltecture L1nux kernel, V1rtua1 mem-
ory management, Multicore...

-25.35 1.00 0.76

-13.35 0.62 1.00

GiveNext - Cleveland ity, OH or REMOTE. GiveNext is the easiest way
for den investors to give to the causes they care about. We support giving to
1.4 million nonprofits. Looking for a full-time technical cofounder / CTO.
You’ll be paid a salary plus have stock options.

-16.35 0.92 1.00

-4.85 1.00 1.00

Daily Harvest - jobs: Software Engineer + more - New York City, NY or
Prineeton aris, NJ — Full-time Onsite — Everyone around you — especially
the non-techies in your life — will at least try, if not consistently enjoy the
frozen-superfood-eats rocket superfood that your work at Daily Harvest will
deliver! Our 50+ flavor combinations-ef-smeethies;-e of smoothies, instant
oops, chia Parfaits, and Harvernight-eats;-ehia-parfaits;and-har stbowl are
co- created by our team of chefs and nutritionists and come packed with
organic products and no added added sweet or presews...

-20.35 1.00 0.70

-9.85 1.00 0.72

We intend plan to popularize the production of custom gadgets all over the
world. This summer internship is more like an apprenticeship where you
learn the repe ways while following an experienced engineer. ... Monthly
stipend (Rs.29167. If you applying from outside India, keep in mind that
the total stipend wontuld cover your traveling costs.

-21.35 0.37 1.00

-11.35 0.43 1.00

*Consulting Engineer (Eield System/implementation/post-sale Engineers)
Location: New York, NY / Washington D.C. (Clearance is required) As a

techmcal consultant you 1l beMeﬂgeDB%ﬁ&mbassad%e&el%ehemﬂﬂd

-18.85 1.00 0.29

-9.85 1.00 0.62

Table 14: Additional examples with associated metrics.



