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Abstract

User modeling, which aims to capture users’ characteristics or interests, heavily
relies on task-specific labeled data and suffers from the data sparsity issue. Several
recent studies tackled this problem by pre-training the user model on massive
user behavior sequences with a contrastive learning task. Generally, these methods
assume different views of the same behavior sequence constructed via data augmen-
tation are semantically consistent, i.e., reflecting similar characteristics or interests
of the user, and thus maximizing their agreement in the feature space. However, due
to the diverse interests and heavy noise in user behaviors, existing augmentation
methods tend to lose certain characteristics of the user or introduce noisy behaviors.
Thus, forcing the user model to directly maximize the similarity between the aug-
mented views may result in a negative transfer. To this end, we propose to replace
the contrastive learning task with a new pretext task: Augmentation-Adaptive Self-
Supervised Ranking (AdaptSSR), which alleviates the requirement of semantic
consistency between the augmented views while pre-training a discriminative user
model. Specifically, we adopt a multiple pairwise ranking loss which trains the
user model to capture the similarity orders between the implicitly augmented view,
the explicitly augmented view, and views from other users. We further employ an
in-batch hard negative sampling strategy to facilitate model training. Moreover,
considering the distinct impacts of data augmentation on different behavior se-
quences, we design an augmentation-adaptive fusion mechanism to automatically
adjust the similarity order constraint applied to each sample based on the estimated
similarity between the augmented views. Extensive experiments on both public and
industrial datasets with six downstream tasks verify the effectiveness of AdaptSSR.

1 Introduction

User modeling aims to capture the user’s characteristics or interests and encode them into a dense user
representation for a specific user-oriented task, such as user profiling, personalized recommendation,
and click-through rate prediction [24, 39, 50, 59]. In the past decade, extensive methods [5, 9, 12,
22, 53] have been proposed to model users based on their historical behaviors. Despite their great
success in various tasks, these methods usually rely on a large amount of task-specific labeled data to
train accurate user models, which makes them suffer from the data sparsity problem [17, 36, 57].
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Figure 1: An illustration of the impact of different data augmentation methods on the user behavior
sequence. For a more intuitive demonstration, we use a picture to represent the main topic of each
news article clicked by the user. Pictures with the same color border reflect similar interests of the
user. Dash borders are used to indicate behaviors replaced by the data augmentation method.

A mainstream technique to tackle this challenge is the pre-training paradigm [33, 46, 54, 56]. The
user model is first pre-trained on a mass of unlabeled user behavior data, which enables it to extract
users’ general characteristics from their historical behaviors. Then the model is transferred to benefit
various downstream tasks via fine-tuning. Motivated by the recent development in CV [3, 7, 14]
and NLP [13, 23], several works [2, 8, 38] explore pre-training the user model with a contrastive
learning task. They construct different views of the same behavior sequence via data augmentation
and assume them to be semantically consistent, i.e., reflecting similar characteristics or interests of
the user [27, 47]. Thus, these views are regarded as positive samples and a contrastive loss (e.g.,
InfoNCE [30]) is further applied to maximize their similarity in the feature space.

Although such pre-trained user models have proven to benefit various downstream tasks, we find that
their assumption about semantic consistency between the augmented views does not necessarily hold.
Unlike texts and images, user behaviors usually contain not only diverse interests but heavy noise as
well [4, 26, 43]. Hence, existing data augmentation methods tend to result in augmented sequences
that lose certain characteristics of the user or introduce noisy interests that the user does not have.
To illustrate the impact of different augmentation methods on the behavior sequence, we randomly
sample a user from the MSN online news platform2. His recent eight behaviors and the results of
several data augmentation methods are shown in Fig. 1. From the original behavior sequence, we
may infer the user’s interests in space technology, politics, and basketball. Meanwhile, we find that
various augmentation methods have distinct impacts on different behavior sequences. For example,
the masked behavior sequence [47] loses the user’s interest in politics due to randomness, and the two
sequences augmented by cropping [38] reflect the user’s different interests over time. Other methods
such as mask-and-fill [2] and substitute [27] bring in behaviors related to football and tennis which
the user may not be actually interested in. However, existing contrastive learning-based methods
force the user model to maximize the agreement between such augmented views no matter whether
they are similar or not, which may lead to a negative transfer for the downstream task.

To address this problem, in this paper, instead of trying to design a new data augmentation method
that guarantees to generate consistent augmented behavior sequences, we escape the existing con-
trastive learning framework and propose a new pretext task: Augmentation-Adaptive Self-Supervised
Ranking (AdaptSSR), which alleviates the requirement of semantic consistency between the aug-
mented views while pre-training a discriminative user model. Since the augmented views may reflect
distinct characteristics or interests of the user, instead of directly maximizing their agreement, we
adopt a multiple pairwise ranking loss which trains the user model to capture the similarity orders
between the implicitly augmented view, the explicitly augmented view, and views from other users.

2More examples are provided in Appendix A.
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