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Abstract

Recently, Large Language Models (LLMs) pos-
sess broad world knowledge and show potential
in diversifying recommendations. They face
two key challenges: a domain gap in capturing
user behavior patterns and a scarcity of human-
labeled data for serendipitous recommenda-
tions. In this paper, we propose SOLAR, a
serendipity-optimized language model aligned
for recommendation, which bridges these gaps
through a three-step process. First, we train
a ID-based model that balances accuracy and
serendipity via human-centric labels. We then
generate large-scale, high-quality fine-tuning
data via a two-step prompting strategy using an
LLM-based reranker. Finally, we construct a
recommendation-specialized unified tuning net-
work (SUN) to align the LLM with recommen-
dation tasks using domain-adaptive instructions.
Experiments across multiple datasets demon-
strate that SOLAR consistently outperforms
baseline models in both accuracy and serendip-
ity, offering a promising solution to break free
from filter bubbles and promote more diverse,
user-centric recommendations.

1 Introduction

Recommender systems mainly rely on user historical
behavior data to learn user interest patterns. Most rec-
ommendation algorithms are accuracy-driven, tending
to recommend similar items to users in order to improve
performance on accuracy metrics. However, these rec-
ommendation algorithms can lead to the creation of a
filter bubble (Pariser, 2011). In other words, the system
keeps recommending content similar to what users have
already shown interest in, and users subsequently pro-
vide feedback on this limited set of items. This feedback
loop reinforces the existing learning strategy and further
narrows users’ exposure to diverse content. As a result,
the recommended items become more homogeneous,
making it harder for users to discover new interests.
Content fatigue eventually reduces their interest and
engagement with the platform.

To address the filter bubble and enhance serendip-
ity, researchers have explored various strategies. Pre-

vious studies (Pandey et al., 2018a; Chen et al.,
2021; Ekstrand and Willemsen, 2016) have applied
multi-objective optimization to balance accuracy with
serendipity, aiming to improve overall recommendation
quality. More recently, the emergence of large language
models (LLMs) has opened new pathways to address
these challenges. With their broad world knowledge,
LLMs can overcome the limitations of traditional rec-
ommender systems that rely solely on domain-specific
information. By directly exploring the recommendation
space through the language space (Wang et al., 2024b;
Sheng et al., 2024), LLMs can identify richer user inter-
est patterns and inspire more diverse recommendations.

Despite these advantages, LLMs face two key chal-
lenges in practical applications. (I) Domain gap: Al-
though LLMs excel in knowledge-based and reason-
ing tasks, they lack collaborative filtering capabilities,
making it difficult to capture personalized user prefer-
ences from interaction data (Zhao et al., 2024; Ning
et al., 2024; Lin et al., 2023). (II) Label scarcity:
Serendipity-oriented recommendations are inherently
subjective and require human ratings, which are typi-
cally scarce (Kotkov et al., 2018; Fu et al., 2023). Cur-
rent evaluation methods often rely on assumptions rather
than direct user feedback, defining serendipity through
the latent distance between recommended items and
user profiles (Li and Tuzhilin, 2020; Ge et al., 2010;
Kotkov et al., 2016). These methods fail to incorporate
real user feedback and thus do not accurately reflect
human preferences.

To overcome the above challenges, we propose SO-
LAR, a serendipity-optimized language model aligned
for recommendation. SOLAR involves three steps from
a small set of available labels: First, we train a ID-based
model that balances accuracy and serendipity; Second,
we leverage LLM-based reranking to generate high-
quality fine-tuning data at a large scale; Finally, we con-
struct recommendation-oriented instruction sets to fine-
tune the LLM for aligning with real human preferences.
We adopted two metrics that take human annotations as
the ground truth to validate the effectiveness of SOLAR
in serendipity recommendation. Experiments show that
our proposed LLM-based approach significantly outper-
forms baselines in both accuracy and serendipity.

The contributions of our work are summarized as
follows:



1. We propose SOLAR, a serendipity-oriented LLM
for recommender systems, which aligns with hu-
man preference to provide both accurate and novel
recommendations.

2. Serendipity-labeled data generation. To mitigate
the problem of label scarcity for serendipity data,
we design a two-stage approach that combines the
advantages of both serendipity-fine-tuned ID-based
recommender models and LLM-based reranker for
serendipity-labeled data generation.

3. Domain-adaptive instruction paradigm. We in-
troduce a recommendation-specialized unified tun-
ing network (SUN), representing a novel paradigm
for domain adaptation. By encoding user history,
engagement profiles, and interaction patterns into
text-based instructions, we provide a flexible, scal-
able, and reusable framework that goes beyond con-
ventional fine-tuning methods, effectively bridging
the gap between general-purpose LLMs and rec-
ommendation tasks.

4. Robust empirical validation. @ We conduct
comprehensive evaluations on multiple datasets,
demonstrating that SOLAR outperforms existing
state-of-the-art baselines in both accuracy and
serendipity.

2 Related Works
2.1 LLMs for Recommender Systems

Recent advances in large language models (LLMs)
have introduced new opportunities for enhancing rec-
ommender systems, extending their capabilities and ap-
plication scenarios (Wang et al., 2023a; Zhao et al.,
2023). Some works focus on generative recommenda-
tion methods (Geng et al., 2022; Li et al., 2023b; Wang
et al., 2024b; Geng et al., 2023; Liu et al., 2023), while
others use LLMs for feature engineering (Hou et al.,
2023; Li et al., 2024) or for improving representation
learning, thereby enriching both user and item embed-
dings (Ning et al., 2024; Xi et al., 2023; Li et al., 2023a;
Zhang et al., 2023). To better align with real-world user
habits, researchers have integrated LLMs into conver-
sational recommendation scenarios (Yang et al., 2024;
Gao et al., 2023; Feng et al., 2023) and LLM-powered
agents (Zhang et al., 2024a,b; Xie et al., 2024) to simu-
late authentic user interactions.

Furthermore, incorporating complex and often noisy
user interaction data remains a challenge in aligning
LLM outputs with human preferences (Wang et al.,
2024a; Ren et al., 2024). One approach to address-
ing this challenge involves combining LLMs with con-
ventional recommendation models or fine-tuning them
using domain-specific instructions, thereby ensuring
more consistent responses (Li et al., 2023c; Wang et al.,
2023b, 2024c). Initial explorations have examined us-
ing LLMs as rerankers, integrating them efficiently with
existing recommendation pipelines (Hou et al., 2024;

Pradeep et al., 2023; Ma et al., 2023; Yue et al., 2023a).
These methods have shown that LLMSs can deliver effec-
tive reranking performance without requiring extensive
task-specific training data.

2.2 Serendipity Recommender Systems

In real-world recommender systems, it’s crucial to bal-
ance accuracy with beyond-accuracy objectives, such
as diversity (Diez et al., 2019; Rodriguez et al., 2012)
and serendipity (Ge et al., 2010; Pardos and Jiang, 2020;
Wang et al., 2024b) through multi-objective optimiza-
tion. Learning from multiple metrics helps the system
provide relevant recommendations while catering to
user satisfaction, thus enhancing user engagement.

A key challenge lies in the closed-loop nature of tra-
ditional ID-based systems, as models learn from histori-
cal user-item interactions and struggle to uncover new
user novel interests (Sepliarskaia et al., 2018; Rokach
and Kisilevich, 2012). To overcome this limitation,
LLMs, with their powerful semantic capabilities and
world knowledge, offer a promising approach to break-
ing this feedback loop. They enable the modeling of
more general and comprehensive user preference repre-
sentations for recommendation (Gao et al., 2023; Luo
etal., 2023; Zhao et al., 2024; Wang et al., 2023c) and fa-
cilitate the exploration of user interests (Li et al., 2023b).
Building on this potential, our work introduces a novel
approach that integrates world knowledge from LLMs
and its ability to capture human subjective preferences,
aiming to produce more diverse, serendipitous, and user-
aligned recommendations.

3 Methodology

We propose a novel framework that combines ID-
based sequential recommendation with LLMs to en-
hance recommendation quality by introducing serendip-
ity. The framework consists of three steps: (1) De-
velop a hybrid recommendation model that integrates
an ID-based sequential recommendation model with an
LLM-based reranker. Fine-tune this model using lim-
ited, high-quality human-labeled data combined with
LLM reranker to capture nuanced user interactions and
better align recommendations with human preferences
for serendipity. (2) Use the hybrid recommendation
model to generate candidate lists. For each user, provide
their history and the list to a powerful LLM. Prompt it to
assess the serendipity of each recommendation from the
user’s perspective, generating explanations that will be
used to construct an instruction for fine-tuning the LLM
in the next step. (3) Create a comprehensive instruction
set for fine-tuning the LLM on the task of generative
recommendation based on the collected instruction data.

To begin, we formulate the sequential recommen-
dation task. For each user u, we observe a historical
interaction sequence H = {h{, hY,..., h¥}, represent-
ing the items a user has interacted with up to time step
n. The objective is to predict the next item h;; , ; that
the user is likely to interact with. Specifically, given
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Figure 1: Framework of SOLAR: The framework consists of three key components: (1) a hybrid recommendation
model by integrating an ID-based sequential recommendation model with an LLM-based reranker, and fine-tuning
this model with serendipity loss (left and middle); (2) Generating instruction data by employing the hybrid model
to produce candidate lists and prompting the LLM to assess the serendipity of each recommendation, providing
explanations for its instructions (upper right); and (3) Constructing the Recommendation Specialized Unified
Tuning Network (SUN) framework and fine-tuning the LLM using the generated instruction dataset to enhance

serendipity-oriented recommendations (low right).

a user set U = {ui,ug,...,uy|} and an item set
I = {iy,42,...,4|7}, our model estimates the condi-
tional probability P(i | H, @) for each candidate item
1 € I. The item predicted for the next interaction is then
selected as:

Iy = argma}(P(i | H,0),
1€

where 0 denotes the parameters of the model.

The following subsections elaborate on each step
of the framework, including the fine-tuning of the ID-
based model, the LLM-based reranking approach, and
the construction strategy of instruction dataset.

3.1 ID-based Model Training

Consider a set of users U of size N and a set of items [
of size M. Each user u is represented by its historical
interaction sequence H,, = {ix,,k,,. .., . Let @
denote the model parameters. The model produces a
prediction p; (@) indicating the probability that the user
u; considers item i, both relevant and serendipitous:

pik(0) = p(ix | u;, 0).

We define two types of ground-truth label matrices:
a relevance matrix R = {r;;} and a serendipity matrix
S = {s,}. For a user u; and an item iy:

1 if u; considers iy, relevant
Tjk = .
! 0 otherwise

1 if u; considers i) serendipitous
Sip =
g .
0 otherwise

To jointly model relevance and serendipity, we mini-
mize a combined loss function. Let P(0) = [p,;(0)] be
the predicted probability matrix. Then the loss function
is defined as:

L(0) = (1= NL(P"(0)) + A L(P*(0)),

where L(P"(0)) and L(P*(0)) are the loss functions
associated with relevance and serendipity, respectively,
and ) is a weighting factor that balances the two objec-
tives.

However, training the model directly on both rel-
evance and serendipity data is often challenging, as
serendipity labels are typically scarce and incomplete.
To address this issue, we adopt a transfer learning strat-
egy inspired by (Pandey et al., 2018b). The two-stages
ID-based model training process is illustrated in Figure
2. We begin by training the ID-based sequence model
using a large-scale dataset with only relevance labels.
During this stage, we optimize the relevance loss:

(P (8)) == > (71 log v}, (6)

7.k
+ (1= r0) log(1 = pj(9)) )

where p’; () here is the predicted relevance proba-
bility for the user—item pair (u;, ix).

Once the model is well-trained on the relevance
task. We perform fine-tuning on a smaller dataset that
includes serendipity annotations'. During this phase,
all parameters except the last dense layer are frozen to
avoid overfitting on the scarce serendipity labeled data,
and we minimize the serendipity loss function:

L(P5(0)) = — Z (Sjk log pj.(60)
gk
+ (1= sjx) log(l *pik(e)))’

where p,; (6) here is the predicted serendipity prob-
ability for the user—item pair (u;, ix).

"Human annotation data on serendipity is scarce within the
community. We have collected all publicly available labels to date.
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Figure 2: ID-based Model Training: Our training pro-
cess consists of two stages: initial training on a large-
scale relevance-labeled dataset, and subsequent fine-
tuning on a smaller, serendipity-labeled dataset.

3.2 Fine-tuning Data Generation

A key innovation in our approach is the generation
of fine-tuning data specifically designed for instruct-
tuning the LLM. In our reranking approach, we utilize
an instruction-following paradigm. The users’ historical
interaction data H is formatted into natural language pat-
terns embedded with template 7". This template serves
as a natural language instruction for the LLMs, guiding
them to understand the context and produce the desired
reranking results. The following sections detail this pro-
cess, including Serendipity Prompting and Refinement,
and Listwise Ranking, all of which contribute to refining
the output.

3.2.1 Serendipity Prompting and Refinement

To enable the LLM to understand and evaluate serendip-
ity in recommendations, we employ a two-step prompt-
ing approach. First, we introduce a set of specially
designed prompts to build an initial understanding of
serendipity, guiding the model to identify recommenda-
tions that are both aligned with user interests and unex-
pectedly pleasant. Second, we refine this understanding
through in-context learning with a quantitative scoring
system (ranging from 1 to 5). We provide the LLM with
examples of user interactions, including both positive
(high scores) and negative (low scores) examples, to
represent user preferences and evaluate serendipity.

Now, we aim to select an item ¢ € [ that balances
between relevance P(i | H) and serendipity. Let S()
represent the serendipity score of item 7. Although we
do not introduce an explicit parameter to control the
trade-off, the prompt design guides the LLM to consider
both factors simultaneously. Thus, the chosen item is
given by:

, = argmax (P(i | H) - S(i)).

i€l

The scoring system further enhances this balance by
providing concrete metrics that help the LLM identify
items that are both relevant and serendipitous.

3.2.2 Listwise Ranking: Parsing the Output of
LLMs

After establishing the serendipity-aware prompting
scheme, we extend the concept to listwise ranking.
Our approach begins by retrieving a set of candidates
C = {c1,ca,...,cn} through a candidate generation
model. Here m represents the number of candidate
items (e.g., m = 20).

Unlike traditional methods with a predefined can-
didate order, our approach generates multiple ranking
orders to balance serendipity and accuracy by guiding
the LLM to explore diverse possibilities. We aim to
reorder C as C' = {C},,Cy,,...,Cy }, where k < m,
to maximize both user relevance and serendipity:

L =arg max E[U(C" | H)],

where U(C’" | H) represents the utility function
implicitly learned by the LLM from the user’s historical
interactions H and serendipity-oriented prompts.

To ensure consistency and reliability, the LLM also
summarizes user preferences and provides brief expla-
nations during the ranking process.

Through this process, each step—reformatting user
histories, introducing serendipity prompts, applying
scoring systems, and exploring multiple ranking arrange-
ments—yields concrete examples that feed back into
the training of the LLM. In this way, the data we gener-
ate from these interactions is not merely demonstration
data, but a carefully crafted resource for instruct-tuning
the LLM, ensuring that it learns to naturally and consis-
tently incorporate serendipity into its recommendations.

3.3 Instruction Dataset Construction and LLM
Fine-tuning

To enable large language models (LLMs) to suggest
serendipitous recommendations with human perception
alignment, we need to translate these tasks into text-
based instructions.

3.3.1 Explainable Generative Recommendation
and the SUN Framework

In our task, we focus on a core objective: Explainable
Generative Recommendation. To achieve this, we pro-
pose a new fine-tuning framework called SUN (Recom-
mendation Specialized Unified Tuning Network). The
SUN framework is designed to enable LLMs to under-
stand users’ diverse needs and generate corresponding
recommendations with text-based instructions. In this
process, we introduce a triplet (H, E; T) to define the
key components of the recommendation task, includ-
ing User History H, Engagement Profile E, and Task
Format T

SUN = (H,E, T)

The definition of each component is defined as follows:
History (H) represents users’ historical information,



such as browsed items, or viewed content. This data
reveal patterns of interest and long-term preferences.

Engagement Profile (E) is a key element used for
modeling and interpreting user behavior. It is derived by
first inferring user preferences and intentions using the
fine-tuned ID-based sequential recommendation model
with LLM reranker. Then, a powerful LLM is employed
to interpret these inferences, generating nuanced ex-
planations that capture the user’s engagement with the
recommended items. This process ensures it to capture
both preferences (P) (e.g., product categories, brands,
styles) and intentions (I) (e.g., purchase intent behind a
search), helping the model provide more accurate and
personalized recommendations. The engagement profile
(E) can be further subdivided based on preference infor-
mation (e.g., no preference, general preference, novelty
preference) and the clarity and specificity of user inten-
tions. Detailed definitions of the engagement profile and
the prompts used to drive the LLM for profile generation
are provided in Appendix C and Tables 21, 22 and 23.

Task (T) denotes the specific tasks to be performed
by LLM. We define four task types:

Generative Recommendation: The model directly
generates recommendations, rather than selecting from
existing candidates. This allows the model to create
novel recommendations based on the user’s history and
engagement profile.

Direct Recommendation: The model selects the
most suitable item from a predefined set of candidates.
This approach quickly chooses the best match without
generating new candidates.

Reranking: Given a set of candidate items, the
model reorders them according to a specific objective,
such as optimizing for accuracy or serendipity.

Matching: The model evaluates whether a given can-
didate item matches the user’s preferences or intentions,
producing a binary answer "Yes" or "No".

To further enhance the explainability and generaliza-
tion of the recommendations, we introduce SUNfl, a
reverse task mechanism represented by a similar triplet:

SUN!=(H,E, T

where H and E are the same as above, while T~ de-
notes the reverse task. While SUN utilizes the history
(H) and engagement profile (E) to perform the four
recommendation tasks (Generative Recommendation,
Direct Recommendation, Reranking, and Matching),
SUN ! operates in reverse. It takes the history (H)
and the results of the four recommendation tasks as in-
put and infers the user’s engagement profile (E). This
reverse process helps to refine the understanding of user
needs, purpose and preference by analyzing how the
model’s recommendations align with the user’s engage-
ment.

3.3.2 Template-Based Construction and Unified
Refinement of Engagement Profile

Within the SUN framework, we need to define a set of
general templates for common recommendation scenar-

ios, such as item selection, suggestion generation, and
candidate reranking. These templates are then populated
with previously generated user engagement data.

By contrast, the SUN ! framework focuses on ex-
plaining user preferences and behaviors. To achieve this,
we develop specialized templates that guide the model
in finding the reason behind the recommendations and
identifying patterns in user engagement.

Leveraging these two types of templates, the model
integrates stable preferences and dynamic intentions
into a unified profile, capturing both the user’s consis-
tent behaviors and evolving goals. As new data becomes
available, this engagement profile is continuously re-
fined. The refinement incorporates explicit feedback
(e.g., ratings, reviews) and recent activities, allowing
the model to adapt and ensure that personalized rec-
ommendations remain both accurate and contextually
relevant over time.

3.4 Similarity-based Mapping

To map LLM’s generated items to our actual item set,
we use Levenshtein distance as a simple text similarity
metric for computational efficiency. When the LLM
produces a candidate i, we compute the Levenshtein
distance between it and all items in I.

4 Experiments

In this section, we conduct experiments to answer the
following research questions:

* RQ1: How does SOLAR perform compared with
current LLLM-based recommendation models?

* RQ2: How effective is our hybrid fine-tune and
rerank strategy compared with traditional ID-
based recommendation models?

* RQ3: How do the different components in SO-
LAR affect its effectiveness?

Due to space constraints, complete experimental
results are provided in Appendix.

4.1 Experimental Setup
4.1.1 Datasets

We conduct experiments on three real-world datasets
from different domains: MovieLens, Amazon Books,
and Amazon Movies&TV. These datasets provide dis-
tinct item titles and text-based reviews, enabling LLMs
to leverage both. Note that after an extensive search
for large-scale relevance-labeled datasets with real user-
labeled serendipity data, we found that these datasets
are currently the only publicly available ones with
user-labeled serendipity data. The detailed stats of
whole instruction set structured by these datasets using
our method are presented in Table 1.

1. MovieLens: A classic movie recommendation
dataset (Harper and Konstan, 2015) with user rat-
ings, movie descriptions, and serendipity labels



Instruct type ‘ Movielens ‘ Books ‘ Movies & TV
User History (H) 19040 16185 16824
Engagement Profile (E) 114240 97110 100944

Rec Task (T) 57120 48555 50472
ReverseRec Task (T~1) 76160 64740 67296

ALL Tasks (T + T1) | 133280 | 113295 | 117768

Table 1: Detailed Stats Of Datasets

for a subset of reviews from the Serendipity 2018
dataset (Kotkov et al., 2018).

2. Books: A large-scale dataset from Amazon Re-
view (Ni et al., 2019) containing book metadata,
user reviews, ratings, and serendipity labels from
the Serenlens dataset (Fu et al., 2023).

3. Movies&TV: A dataset from Amazon Review with
movie/TV metadata, user reviews, ratings, and
serendipity labels from the SerenLens dataset.

4.1.2 Evaluation Metrics

To evaluate generative recommendation, we adopt a
leave-one-out evaluation strategy, following previous
work on sequential recommendation. We adopt the
widely used metric HR and NDCG for accuracy mea-
surement and HR ;;.c,, and NDCGy.-¢,, for serendipity
measurement.

1. HR@K: Measures the fraction of cases that the
ground-truth next item appears among the top K
recommendations, over the given m candidates,
where K < m.

2. NDCG@K: Evaluates ranking quality by assign-
ing higher importance to correct items that appear
among the top K recommendations.

3. HR;¢rer, @K A serendipity-based version of HR.
It checks whether an item is relevant and whether
it provides a surprising or novel experience to the
user among top K recommendations.

4. NDCGygeren, @K: A serendipity-based version of
NDCG.

The formulation of HR,.,..,, and NDCGy,,..,, are
defined as:

k
H Ryeren @k = ﬁ M <Z S; > o)

uelU i=1

where |U| represents the total number of users. S; is the
serendipity score of the item at position i, typically O or
1, indicating whether the item provides serendipity. I is
an indicator function that returns 1 if Zle S; >0 (e,
there is at least one serendipitous item in the top k), and
0 otherwise.

k
S
NDCGseren@k = TN
; log, (i + 1)
where S; represents the serendipity score of the item at
position ¢, typically valued as O or 1.

4.1.3 Baselines

We compare SOLAR against state-of-the-art ID and
LLM-based recommendation baselines:

1. SASRec: (Kang and McAuley, 2018) A causal se-
quential model using a unidirectional transformer
to predict the next item in a sequence of IDs.

2. BERT4Rec: (Sun et al, 2019) A sequential
method using a bidirectional transformer to learn
user behavior sequences for recommendations.

3. TALLRec: (Bao et al., 2023) A framework that
fine-tunes LLMs for recommendation tasks, align-
ing pre-trained models with recommendation.

4. P5: (Geng et al., 2022) A training framework
for T5, extended to LLMs. It uses personalized
prompting and template-based training to unify
multiple recommendation tasks.

5. LLMRank: (Hou et al., 2024) An LLM-based
recommendation system that pairs with sequential
models with careful prompting.

6. RecLM: (Lu et al., 2024) A framework combining
supervised and reinforcement learning to improve
LLMSs’ instruction-following abilities and general-
ize across various recommendation tasks.

7. LlamaRec: (Yue et al., 2023b) A two-stage rec-
ommendation framework based on LLMs. It first
retrieves candidate items using an efficient sequen-
tial recommender and then ranks them using an
LLM.

8. GPT-40: (Achiam et al., 2023) A state-of-the-art
general purpose large language model from Ope-
nAl

4.2 Performance Comparison: SOLAR vs.
Baselines (RQ1)

Performance comparison of SOLAR against both tra-
ditional ID-based and LLM-based baselines is summa-
rized in Table 2.



Traditional ID-based models (e.g., SASRec,
BERT4Rec) effectively capture collaborative signals,
leading to strong accuracy. However, they struggle
with serendipitous recommendations due to the inherent
scarcity of serendipitous interactions and the complexity
of modeling unexpected yet relevant recommendations.

LLM-based methods (e.g., PS5, TALLRec, LLM-
Rank, RecLM, GPT-40) leverage language understand-
ing but lack domain-specific adaptation, limiting their
ability to model serendipity effectively. For instance,
TALLRec’s binary classification approach focuses only
on relevance, preventing it from capturing nuanced user
preferences for surprising recommendations. PS5, re-
lying on simple multi-task learning, fails to account
for complex serendipitous interactions. LLMRank and
GPT-40, using a general-purpose LLM without fine-
tuning, lacks personalization due to its limited domain
knowledge, while RecLM, despite achieving reasonable
accuracy, struggles with serendipity due to the scarcity
of labeled data in this aspect.

In contrast, SOLAR directly addresses these limita-
tions through its design. By integrating a serendipity-
finetuned ID model with an LLM reranker for
serendipity-labeled data augmentation, SOLAR miti-
gates the data imbalance issue that constrains models
like RecLM. Additionally, its SUN framework intro-
duces a diverse and complex set of recommendation
tasks, enabling a deeper understanding of user prefer-
ences compared to the simpler multi-task approaches of
P5. Furthermore, SOLAR’s domain-adaptive instruction
tuning refines the LLM for recommendation-specific
tasks, overcoming the lack of domain alignment in LLM-
Rank and GPT-40. As a result, SOLAR achieves strong
accuracy while significantly improving serendipity per-
formance.

Model | Movielens | Movies&TV | Books

| Acc  Seren | Acc  Seren | Acc  Seren
SASRec 0.1936  0.0568 | 0.1478 0.0181 | 0.1383 0.0194
BERT4Rec 0.1616 0.0341 | 0.1369 0.0084 | 0.1304 0.0146
P5 0.0234 0.0138 | 0.0398 0.0118 | 0.0323 0.0089
TALLRec 0.0310 0.0141 | 0.0341 0.0103 | 0.0385 0.0149
LLMRank 0.0603 0.0219 | 0.0584 0.1207 | 0.0537 0.0187
RecLM 0.1353  0.0894 | 0.1591 0.1131 | 0.1012  0.0719
Llamarec 0.1712 0.0483 | 0.1127 0.0492 | 0.0995 0.0333
GPT-4o 0.1853  0.0395 | 0.1256  0.0443 | 0.1097 0.0496
SOLAR [ 0.2160 0.1284 | 0.1451 | 0.1314 | 0.1203 | 0.0902

Table 2: Comparison of SOLAR against baselines on
the MovieLens, Movies & TV, and Books datasets

4.3 Analysis of Sequential Model Reranking
Effectiveness (RQ2)

We evaluate our hybrid approach (serendipity-tuned
SASRec with LLM reranking, serving as the intermedi-
ate model in the construction of SOLAR) against four
baselines: SASRec, BERT4Rec, and their serendipity-
tuned variants. Evaluations use standard metrics
(HR@K, NDCG@K) and their serendipity counter-
parts, with K =1, 5, 10. As shown in Table 3, our

method achieves superior performance in both accuracy
and serendipity metrics on MovieLens and Movies&TV
datasets, while obtaining the best serendipity scores
on Books. Figure 3 illustrates that unlike baselines
which trade accuracy for serendipity, our method main-
tains competitive accuracy while improving serendipity
across all datasets. Detailed results are presented in
Tables 7 and 8.

Model |  Movielens | Movies&TV | Books

‘ Acc Seren ‘ Acc Seren ‘ Acc Seren
SASRec 0.0298  0.0000 | 0.0494 0.0081 | 0.0518 0.0000
SASRec-seren 0.0259 0.0114 | 0.0371 0.0068 | 0.0293 0.0049
BERT4Rec 0.0281  0.0000 | 0.0190 0.0000 | 0.0348 0.0000
BERT4Rec-seren | 0.0273 0.0114 | 0.0086 0.0000 | 0.0106 0.0049
Our reranker ‘ 0.0303 0.0114 | 0.0455  0.0098 ‘ 0.0298  0.0049

Table 3: Comparative of our hybrid reranker approach
against baseline models (SASRec, BERT4Rec, and
their serendipity-tuned variants).

Model | Movielens | Movies&TV |  Books
| Acc Seren| Acc Seren| Acc Seren
SOLAR 0.2160 0.1284|0.1451 0.1314|0.1203 0.0902
w/o reranker 0.1524 0.1101]0.0915 0.0949|0.0962 0.0598
w/o SM 0.1828 0.1193]0.1072 0.1168|0.0909 0.0824
w/o SM & reranker 0.1386 0.0780)0.0878 0.0584|0.1077 0.0255
w/o SUN 0.0363 0.0398)0.0413 0.0487|0.0527 0.0312
NoAugment 0.1354 0.073410.0928 0.0401|0.1123 0.0333

Table 4: Comparison of SOLAR against ablated vari-
ants.

Accuracy vs. Serendipity for Different Models and Datasets

Soos{ m & *
< A

0.000 0.002 0.004 0.006 0.008
Serendipity

Figure 3: Trade-off between accuracy (HR/NDCG@1)
and serendipity (HRseren/NDCGseren@1) across rec-
ommendation models and datasets. The star symbol
denotes our proposed method.

4.4 Ablation Study (RQ3)

To assess the contribution of each component in SO-
LAR, we conduct an ablation study with the following
variants:

1. SOLAR: The full model with all components.



2. SOLAR,, /, reranker: Removes the LLM
reranker, relying only on the serendipity-tuned
SASRec;,,.,, for data generation.

3. SOLAR,,/, sas: Retains the LLM reranker but re-
places the serendipity-tuned model with a standard
sequential model optimized for accuracy.

4. SOLAR,/, sM & reranker: Removes both the
reranker and the serendipity model, reducing the
framework to a standard accuracy-based recom-
mendation model.

5. SOLAR,,/, syn: Eliminates the SUN frame-
work, retaining only the recommendation task.

6. NoAugment: Conduct experiments using only
user-labeled unaugmented data.

Table 4 shows that SOLAR outperforms all ablated
variants across both accuracy and serendipity metrics.

Our ablation study demonstrates that each compo-
nent of SOLAR plays a crucial role in balancing
accuracy and serendipity. The LLM reranker signif-
icantly enhances recommendation diversity and nov-
elty, while the serendipity-tuned model contributes to
both serendipity and overall recommendation quality.
Removing either component leads to noticeable perfor-
mance degradation, with the impact being more pro-
nounced when both are removed. The SUN framework
proves to be the most critical element, as its removal re-
sults in the largest decline in both accuracy and serendip-
ity, highlighting its importance in integrating textual and
collaborative signals. Overall, the full SOLAR model
achieves the best trade-off between accuracy and
serendipity, underscoring the necessity of incorporat-
ing all components for effective recommendations.

4.5 Proportion Control

To explore how the ratio of augmented data impacts
both accuracy and serendipity.We utilized 364,343
SFT data entries for fine-tuning. Experiments were
conducted with four augmentation ratios: O (using the
raw, un-fine-tuned LLaMA model), 0.33, 0.66, and 1.0,
representing 0%, 33%, 66%, and 100% of augmented
data relative to the original training set, respectively.
The experimental results are as follows:

‘ Movielens ‘ Movies&TV ‘ Books

Model

‘ Acc Seren‘ Acc Seren‘ Acc  Seren
UnfinetunedLlama (0) |0.1284 0.0675|0.0978 0.0403|0.1214 0.0317
SOLAR (0.33) 0.1651 0.0953 [0.1154 0.0949|0.1147 0.0538
SOLAR (0.66) 0.1944 0.1156(0.1349 0.1166|0.1184 0.0748
SOLAR 0.2160 0.1284 |0.1451 0.1314|0.1203 0.0902

Table 5: Proportion control of SOLAR on different data
augmentation ratios.

Results show a general trend of improvement in
both Acc and Serendipity as the augmentation ratio
increases, particularly pronounced in Serendipity.

However, the improvement rate diminishes as the ra-
tio approaches 1.0, suggesting a potential performance
plateau.

4.6 A/B Test

Due to resource constraints, we conducted an offline
A/B test based on user surveys to evaluate the proposed
model’s performance, particularly in enhancing recom-
mendation serendipity. Participants were presented with
recommendations from three methods: Al (baseline),
A2 (random), and B (our model), and rated the "rele-
vance" and "serendipity" of each on a 5-point Likert
scale, without knowing the source. To mitigate priming
effects, relevance was rated before serendipity.

Results showed that our model (Group B) signifi-
cantly outperformed both A1 and A2 in terms of both
serendipity and relevance (p < 0.05), with a significant
positive correlation observed between the two within
Group B. For detailed setup, data analysis, and results,
refer to the Appendix.

4.7 Case Study

Table 6 in Appendix presents a real-world case study il-
lustrating how recommendations can be generated based
on a user’s historical viewing history. In this scenario,
the user’s previously watched films (e.g., The Witch ,

Sea Inside ) reflect a preference for works character-
ized by rich storytelling, emotional depth, and socially
relevant themes. Given a set of candidate movies (e.g.,

7 Women , Without Bias ) including target item (e.g.,

Remember ), each model (GPT4o0, RecLM, and SO-
LAR) was tasked with selecting five recommended
items from candidate items. By comparing the resulting
recommendation lists. Table 6 highlights key differ-
ences in recommendation approaches. GPT4o over-
explains, burying recommendations in excessive detail.
RecLLM hallucinates, suggesting movies outside the can-
didate set. In contrast, SOLAR effectively and accu-
rately identifying the target item with a concise recom-
mendation list that surpasses the other two models.

5 Conclusion

In summary, this work introduces SOLAR, a
serendipity-optimized LLM-based recommendation
framework that addresses the domain gap and label
scarcity challenges in producing diverse and surpris-
ing recommendations. By integrating an serendipity
fine-tuned ID-based model, LLM-based reranking, and
domain-adaptive instruction tuning (SUN), SOLAR
significantly enhances both accuracy and serendipity,
as confirmed by experiments on multiple real-world
datasets. The results demonstrate SOLAR’s capability
to break free from filter bubbles, offering more user-
centric, engaging, and genuinely novel recommenda-
tions.



Limitations

Although SOLAR demonstrates improved accuracy and
serendipity, it still faces several potential risks and limi-
tations. A potential risk lies in popularity bias, where the
model may favor frequently appearing items in training
data, though this could be mitigated through diversity-
aware sampling strategies. Additionally, while our
similarity-based generative recommendation method ef-
fectively maps LLM outputs to existing items, it may
constrain the system’s ability to suggest truly novel
items. Furthermore, using LLMs for large-scale rec-
ommendation tasks may face efficiency challenges. In
this work, we evaluate on the reranking task, where the
input size is limited, and thus, noticeable efficiency is-
sues do not arise. However, this constraint may limit
its applicability in computationally restricted settings.
We conduct experiments to evaluate efficiency, and the
results can be found in the Appendix H. Future work
could explore more efficient data collection methods,
incorporate broader feedback signals, and develop tech-
niques that support open-ended item generation without
relying on predefined catalogs.

Ethics Statement

Our SOLAR framework aims to enhance recommenda-
tion diversity while maintaining user privacy and fair-
ness. We rely on anonymized historical data and adhere
to data protection standards. While serendipity may
influence user preferences, we will strive to avoid biases
and harmful content. Ongoing monitoring, transparency
about recommendation processes, and allowing users
to adjust or opt out of personalized suggestions help
ensure ethical and responsible deployment.
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Appendix A: Case Study

A real-world case study illustrating how recommen-
dations can be generated based on a user’s historical
viewing history in different models.

Appendix B: Implementation Details

Inspired by recent advances in automatic prompting
strategies (Cheng et al., 2024; Xu et al., 2023), we
employ GPT-4(Achiam et al., 2023) to generate instruc-
tion data by constructing user engagement profiles. We
use LoRA (Hu et al., 2021) to fine-tune the LLaMA
3.1 8B model (Touvron et al., 2023) with Adam Opti-
mizer (Kingma and Ba, 2017) on the generated triplet
(H, E,T) in the SUN framework. The learning rate is
setto 1 x 1073, the LoRA dimension is set to 8, LoORA
alpha to 16, and the batch size is 32. We conducted the
training and finetuning process on 2 Nvidia A100 GPUs
using PyTorch framework.

To effectively evaluate LLMs’ ability to capture user
preferences, we conduct our evaluation in a reranking
setting rather than direct generation. This is because
when LLMs generate recommendations as free-form
text, the potential candidate space consists of all pos-
sible text sequences, which can be vastly larger than
the actual set of available items. For fair comparison,
all models are evaluated on their ability to rank 20 ex-
plicitly provided candidates to select 5 items for recom-
mendation. Specifically, for TALLRec, we compute
NDCG and HR by processing batches of m candidate
items, where the model produces logits to rank candi-
dates from highest (“Yes”) to lowest (“No”). Similarly,
for PS and LLMrank , we input the same 20 candidates
and evaluate their ranking outputs using NDCG and
HR.

We employ two ID-based sequential recommenda-
tion models SASRec and BERT4Rec, training them
on the three datasets (MovieLens, Books, and Movies
& TV) to compute user-item interaction accuracy. All
model parameters are tuned for each dataset with the
optimal dataset hyperparameters.

After this initial training phase, we fine-tune each
model on serendipity-labeled data from the same
datasets to improve their ability to generate serendipi-
tous recommendations. In this stage, only the final feed-
forward layer is fine-tuned to incorporate the serendipity
objective, while the rest of the network remains fixed.

Appendix C: Detailed Results

Table 7 and Table 8 presents the detailed results of our
proposed fine-tune and rerank approach against tradi-
tional ID-based baselines.

Table 9 and Table 10 presents the detailed results of
SOLAR against LLM-based baselines.

Table 11 and Table 12 provides detailed results of
SOLAR against all ablated variants.



Input Example

Instruction

You are an expert recommender engine. You need to select a recommendation list considering

user’s historical interactions. The historical interactions are provided as follows: The Witch ,

Sea Inside , Long Way Round , Project Nim , Lady Bird , Best of Youth , La meglio gioventu ,

Take Me Home , The Hunting Ground . The candidate items are: Idle Class, The , 7 Women ,

Great Santini, The , Love(Szerelem) , Shadow of the Vampire , We Are the Best! (Vi ér bst! ,

April 9th , Remember , Without Bias , Elvira, Mistress of the Dark . Please select a
recommendation list with 5 different items from candidate items.

GPT4o

To generate a recommendation list, we can consider the user’s historical interactions to identify

patterns in their preferences. Based on the provided historical data, the user appears to enjoy movies
that are critically acclaimed, have emotional depth, explore human experiences, or involve impactful
storytelling. Using these preferences, here’s a curated list of recommendations:

Love(Szerelem) , Shadow of the Vampire , Idle Class, The , Remember , Without Bias .

RecLM
SOLAR

7 Women , Without Bias , Remember , Elvira, Mistress of the Dark , Hurricane of Fun
Remember , Love (Szerelem) , Great Santini, The , We Are the Best! (Vi ér bast! , 7 Women

Table 6: Comparison of recommendation lists generated by GPT40, RecLM, and our SOLAR method. Each
model selects items based on the user’s historical interactions and candidate pool. Compared to GPT40 and
RecLLM, SOLAR provides a more aligned and diverse set of recommendations, effectively balancing accuracy and

serendipity to yield the best overall results. We highlight texts for history items , candidate items , target item

and unpredicted item .

Dataset Metric SASRec  BERT4Rec SASRec-Seren BERT4Rec-Seren Ours
HR@1 0.0298 0.0281 0.0259 0.0273 0.0303
HR@5 0.0974 0.0997 0.0831 0.0924 0.0806
MovieLens HR@10 0.1518 0.1598 0.1359 0.1497 0.1410
NDCG@1 0.0298 0.0224 0.0224 0.0271 0.0303
NDCG@5 0.0635 0.0525 0.0525 0.0593 0.0493
NDCG@10 0.0810 0.0695 0.0695 0.0777 0.0831
HR@1 0.0518 0.0403 0.0293 0.0106 0.0498
HR@5 0.1057 0.0903 0.0661 0.0823 0.1174
Books HR@10 0.1069 0.1295 0.0834 0.1149 0.1184
NDCG@1 0.0518 0.0356 0.0317 0.0316 0.0498
NDCG@5 0.0805 0.0635 0.0495 0.0570 0.0609
NDCG@10 0.0906 0.0762 0.0551 0.0675 0.0884
HR@1 0.0427 0.0190 0.0371 0.0086 0.0455
HR@5 0.0764 0.0563 0.0752 0.0106 0.0603
Movies & TV HR@10 0.0953 0.0824 0.0928 0.0276 0.1127
NDCG@1 0.0427 0.0226 0.0446 0.0106 0.0455
NDCG@5 0.0779 0.0395 0.0612 0.0192 0.0798
NDCG@10 0.0844 0.0479 0.0669 0.0240 0.0892

Table 7: Comparison of our hybrid approach against different models in terms of accuracy.

Appendix D: Detailed Implementation and
Results of A/B Test

Participants. We recruited 53 random participants for
this study.

Procedure. Participants were presented with user
profiles (including browsing history) and correspond-
ing recommendations generated by each of the three
methods: Al, A2, and B. To avoid bias, the source of
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the recommendation (A1, A2, or B) was not revealed
to the participants. Each participant was shown the
user profile and recommendations, and asked to rate the
recommendations based on two metrics: relevance and
serendipity. The concept of "relevance" and "serendip-
ity" were clearly explained to the participants before
the test. We employed a 5-point Likert scale for collect-
ing the ratings. To minimize potential priming effects
where explicitly considering relevance might influence



Dataset Metric SASRec BERT4Rec SASRec-Seren BERT4Rec-Seren Ours
HR@1 0.0000 0.0000 0.0114 0.0114 0.0114
HR@5 0.0341 0.0227 0.0455 0.0341 0.0227
MovieL. HR@10 0.0455 0.0227 0.0568 0.0455 0.0455
OVIERENS  NDeG@!  0.0000 0.0000 0.0114 0.0114 0.0114
NDCG@5 0.0160 0.0227 0.0263 0.0234 0.0163
NDCG@10 0.0195 0.0227 0.0301 0.0268 0.0234
HR@1 0.0000 0.0000 0.0049 0.0049 0.0049
HR@5 0.0049 0.0000 0.00194 0.0194 0.0194
Books HR@10 0.0146 0.0097 0.0340 0.0243 0.0340
NDCG@1 0.000 0.0000 0.0049 0.0049 0.0049
NDCG@5 0.0031 0.0000 0.0115 0.0116 0.0115
NDCG@10 0.0060 0.0033 0.0167 0.0133 0.0167
HR@1 0.0081 0.000 0.0068 0.0000 0.0098
HR@5 0.0081 0.0081 0.0170 0.0081 0.0146
Movies & TV HR@10 0.0242 0.0081 0.0292 0.0081 0.0146
NDCG@1 0.0081 0.0000 0.0068 0.0000 0.0098
NDCG@5 0.0081 0.0035 0.0119 0.0051 0.0106
NDCG@10 0.0131 0.0035 0.0157 0.0051 0.0146
Table 8: Comparison of our hybrid approach against different models in terms of serendipity.
Dataset Metric P5 TALLRec LLMRank RecLM SOLAR
HR@1 0.0234 0.0310 0.0603 0.1353 0.2160
MovieLens HR@5 0.1138 0.1483 0.2885 0.3517 0.3787
NDCG@1 0.0234 0.0310 0.0603 0.1353 0.2160
NDCG@5 0.0975 0.0922 0.1513 0.2405 0.2950
HR@1 0.0398 0.0341 0.0584 0.1591 0.1451
Movies & TV HR@5 0.1074 0.1453 0.2670 0.4001 0.3574
NDCG@1 0.0398 0.0341 0.0584 0.1591 0.1451
NDCG@5 0.1549 0.1395 0.2261 0.2785 0.2501
HR@1 0.0323 0.0385 0.0537 0.1012 0.1203
Books HR@5 0.0974 0.1003 0.1377 0.3076 0.3259
NDCG@1 0.0323 0.0385 0.0537 0.1012 0.1203
NDCG@5 0.0915 0.1043 0.1594 0.2037 0.2214

Table 9: Comparison of SOLAR against baselines in terms of accuracy.

the perception of serendipity, the relevance question
was presented before the serendipity question. Partici-
pants were not shown the serendipity question until after
completing the relevance assessment.

Groups. The control group (A) included two sub-
groups: recommendations from a baseline algorithm
(A1) and random recommendations (A2). The experi-
mental group (B) received recommendations generated
by our LLM-based model.

* Al: Baseline recommendation algorithm [Provide
a brief description of the algorithm].

* A2: Random recommendations [Explain how the
random recommendations were generated].

* B: Our proposed LLM-based model [Provide a

14

brief description, but no need to go into extensive
detail since it’s covered in the main text].

Evaluation Metrics.

Relevance (Positive). Participants rated the rele-
vance of each recommendation by answering: "Based
on the user’s browsing history, how relevant is this rec-
ommendation to their interests?" (1: Not at all relevant,
5: Highly relevant).

Serendipity (Positive). Participants rated their
agreement with the statement: "This recommendation
is surprising and delightful” (1: Strongly Disagree, 5:
Strongly Agree).

Data Analysis. We employed the Mann-Whitney
U test to compare the serendipity and relevance scores
between groups (Al vs. B and A2 vs. B). We used



Dataset Metric PS5 TALLRec LLMRank RecLM  SOLAR

HR@1 0.0138 0.0141 0.0219 0.0894 0.1284
MovieLens HR@5 0.0512 0.0514 0.1544 0.2546 0.2959
NDCG@1 0.0138 0.0141 0.0219 0.0894 0.1284
NDCG@5 0.0635 0.0673 0.0525 0.1676 0.2115
HR@1 0.0118 0.0103 0.1207 0.1131 0.1314
Movies & TV HR@5 0.0492 0.0636 0.1963 0.3467 0.3613
NDCG@1 0.0118 0.0103 0.1207 0.1131 0.1314
NDCG@5 0.0524 0.0653 0.1370 0.2311 0.2397
HR@1 0.0089 0.0149 0.0187 0.0716 0.0902
Books HR@5 0.0567 0.0585 0.1547 0.2735 0.3039
NDCG@1 0.0089 0.0149 0.0187 0.0716 0.0902
NDCG@5 0.0564 0.0581 0.1088 0.1696 0.1990
Table 10: Comparison of SOLAR against baselines in terms of serendipity.
Dataset Metric w/o reranker w/o SM  w/o SM&reranker w/o SUN  SOLAR
HR@1 0.1524 0.1828 0.1386 0.0363 0.2160
MovieLens HR@5 0.3085 0.3363 0.2874 0.2536 0.3787
NDCG@1 0.1524 0.1828 0.1386 0.0363 0.2160
NDCG@5 0.2284 0.2574 0.2098 0.1463 0.2950
HR@1 0.0915 0.1072 0.0878 0.0413 0.1451
Movies & TV HR@5 0.3017 0.3147 0.2951 0.2387 0.3574
NDCG@1 0.0915 0.1072 0.0878 0.0413 0.1451
NDCG@5 0.1945 0.2103 0.1892 0.1869 0.2501
HR@1 0.0962 0.0909 0.1077 0.0527 0.1203
Books HR@5 0.3155 0.3050 0.3255 0.2431 0.3259
NDCG@1 0.0962 0.0909 0.1077 0.0527 0.1203
NDCG@5 0.2037 0.1958 0.2153 0.1656 0.2214

Table 11: Comparison of SOLAR against ablated variants in terms of accuracy.

Dataset Metric w/o reranker w/o SM w/o SM&reranker w/o SUN SOLAR
HR@1 0.1101 0.1193 0.0780 0.0398 0.1284
MovieLens HR@5 0.2867 0.2615 0.2982 0.1972 0.2959
NDCG@1 0.1101 0.1193 0.0780 0.0398 0.1284
NDCG@5 0.1961 0.1854 0.1851 0.1386 0.2115
HR@1 0.0949 0.1168 0.0584 0.0487 0.1314
Movies & TV HR@5 0.2883 0.3321 0.2719 0.2279 0.3613
) NDCG@1 0.0949 0.1168 0.0584 0.0487 0.1314
NDCG@5 0.1915 0.2199 0.1625 0.1525 0.2397
HR@1 0.0598 0.0824 0.0255 0.0312 0.0902
Books HR@5 0.2951 0.3176 0.2667 0.1794 0.3039
NDCG@1 0.0598 0.0824 0.0255 0.0312 0.0902
NDCG@5 0.1761 0.1990 0.1436 0.1092 0.1990

Table 12: Comparison of SOLAR against ablated variants in terms of serendipity.

Spearman’s rank correlation coefficient to assess the Experimental Results.
relationship between serendipity and relevance scores Rating Data. Table 13 presents the raw rating data
within each group (A1, A2, and B). A significance level  collected from the participants.

of p <0.05 was used. Mann-Whitney U Test and Spearman Correla-
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Table 13: Raw Serendipity and Relevance Ratings

Group  Serendipity_1 Serendipity_2 Serendipity_3  Serendipity_4

Serendipity_5

Relevance_1 Relevance_2 Relevance_3 Relevance_4 Relevance_5

Al 2
A2 6
B 4

16 13 14
14 19 8
3 12 15

8
6
19

3 8 15
9 16 17
1 7 7

23 4
7 4
17 21

tion Coefficients Results. Table 14 presents the results
of the Mann-Whitney U test and the Spearman correla-
tion coefficients, respectively.

Discussion. The results demonstrate that our
method (Group B) achieved significantly higher
serendipity scores compared to both the baseline algo-
rithm (A1) and random recommendations (A2) (Mann-
Whitney U test, p < 0.01). Group B also scored signifi-
cantly higher on relevance compared to both A1 and A2
(Mann-Whitney U test, p < 0.05). Importantly, within
Group B, we observed a statistically significant positive
correlation between serendipity and relevance scores
(Spearman’s rho = 0.28, p < 0.05). This suggests that
the LLM is capable of generating recommendations that
are both surprising and relevant to users’ interests, even
when relevance is assessed prior to serendipity.

Limitations. The offline nature of this A/B test
has inherent limitations. The sample size of 53 partic-
ipants, while sufficient for initial validation, may not
fully represent the broader user population. Addition-
ally, subjective ratings may be influenced by individual
biases. Future work should involve a larger-scale online
A/B test to further validate these findings in a real-world
setting.

Appendix E: Detailed Categorization of
Preferences and Intentions

User engagement profiling serves as a crucial step in
understanding personalized recommendation scenarios.
By examining a user’s historical interactions alongside
their expressed or inferred preferences, we can more
accurately capture their long-term interests and current
intentions. In this appendix, we provide a detailed cate-
gorization of user preferences and intentions, expanding
on the definitions presented in the main text. This addi-
tional information aims to clarify how these categories
can be applied to construct more nuanced user engage-
ment profiles, ultimately leading to more effective and
explainable recommendation outcomes.

Preference (P) describes a user’s personalized likes
or dislikes for certain product attributes or features. Pref-
erences capture inherent, long-term interests and needs.
Depending on the level of personalization, user prefer-
ences can be categorized as follows:

- No Preference (P0O): When the system lacks any
information about the user’s preferences, recommenda-
tions are non-personalized. This often occurs in cold-
start situations where the system has no historical data
to base recommendations on.

- General Preferences (PC):. Reflect interests
through both direct expressions and inferred patterns
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expressed by the user. This includes straightforward
preferences expressed through ratings and reviews, pro-
viding direct feedback. It also includes patterns ob-
served from long-term interactions, such as browsing
history and purchase activities, which reveal underlying
interests. Together, these aspects form a comprehensive
view of the user’s personalized likes and dislikes.

- Novelty Preferences (PN): Reflect the user’s in-
terest in exploring both new and unexpected content
beyond their typical preferences. This includes a will-
ingness to actively try categories or domains different
from their usual choices. It also reflects an openness to
items that pleasantly surprise them, even if these items
do not match their established tastes. These elements
together add diversity and exploration to recommenda-
tions.

Intention (I) describes a user’s immediate needs and
goals at a specific point in time. Unlike long-term pref-
erences, intentions focus on the user’s current, specific
demands, which may differ from their usual interests.
Intentions can be categorized based on their level of
clarity:

- No Intention (10): The user has no clear needs,
showing exploratory behavior to discover potential in-
terests through the system’s recommendations.

- General Intention (IC): Reflect the user’s expressed
need, which can range from vague to specific. This in-
tention can be vague, where the user describes a general
goal or purpose without identifying specific product
types, attributes, or features. Such expressions often
lack clear guidance, requiring further refinement or ex-
ploration. Alternatively, the intention can be specific,
where the user provides detailed information, explicitly
outlining the characteristics, attributes, or requirements
they are seeking.

- Exploratory Intention (IE):Reflect the user’s de-
sire to explore and engage with new domains or prod-
uct types. This intention demonstrates a purposeful
approach where the user actively searches for opportuni-
ties to broaden their knowledge, experience diverse op-
tions, or discover innovative solutions that expand their
understanding and satisfaction. It highlights a proactive
and goal-oriented behavior in their exploration process.

Appendix F: Construction of SUN and
SUN!

In this appendix, the two figures (Figure 4 and Figure
5), we illustrate two examples of the overall process
framework that transforms user interaction records and
system instructions into recommendation outputs. In the
first part (yellow), the system will receive instructions



Table 14: Mann-Whitney U Test and Spearman Correlation Coefficients Results

Table 15: Mann-Whitney U Test

Table 16: Spearman Correlation

Comparison U Value p-value

Group rho p-value
Al vs. B - Serendipity  980.0 0.002913257250473625
A2 vs. B - Serendipity  809.0 5.581316015540164e-05 2; O(.)014738 8;8(3)
Al vs. B -Relevance  920.5 0.000729550390629055 B 0 '283 0' 040
A2 vs. B - Relevance  606.5 1.2171162949477135e-07 i i

Metric Value (seconds)
Average Latency 2.13
P50 Latency 2.68
P90 Latency 2.74
P95 Latency 2.77
P99 Latency 2.98
QPS (Queries per Second) 10.48

Table 17: Latency performance metrics using vLLM on
two A100 GPUs.

as input. In the second part (red), the user engagement
profile serves as the foundation, combining the user’s
history with candidate items and dynamically selecting
the most relevant next recommendation through var-
ious methods at output (green), including generative,
direct recommendation, reranking, and matching. As
the reverse method, the user history and potential rec-
ommendation results serve as input (red) to prompt the
model to output the user engagement profile (green).
And detailed templates are presented in Table 18, Table
19 and Table 20.

Appendix G: Templates of Generation of
Engagement Profile

In this appendix, we present detailed templates for gen-
erating engagement profiles based on multiple datasets,
including Movielens, Booksand Movies & TV, see Ta-
ble 21,Table 22, and Table 23. These templates leverage
users’ historical interaction data (and corresponding re-
views) to extract and infer various dimensions of user
preferences and intentions. In these templates, {interac-
tion} and {reviews} serve as placeholders for user in-
teraction histories and associated feedback, while {con-
straint} introduces necessary limiting conditions.Using
these templates, the system improves recommendation
accuracy and serendipity.

Appendix H: Latency Evaluation and
Scalability Considerations

To assess the scalability of our approach, we conducted
latency experiments using two NVIDIA A100 GPUs
with vVLLM deployment under simple setup configura-
tions. Results are summarized in Table 17.
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While these results indicate limitations for real-time
applications in an academic setup, we believe perfor-
mance can be significantly improved through industrial-
grade infrastructure and optimization. Potential strate-
gies include:

¢ Infrastructure Scaling: Deploying across more
GPUs with proper load balancing.

* Model Optimization: Quantization, distillation,
or using smaller LLM variants.

* Caching Strategies: Implementing result caching
for frequent queries.

» Batch Processing: Leveraging more aggressive
batch inference for improved throughput.

We acknowledge scalability challenges and discuss
them in the limitation section. However, successful
industrial deployments of LLM-based recommender
systems demonstrate that, with proper infrastructure and
optimization, these issues can be effectively addressed.
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Figure 4: Reverse Recommendation Task.
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Templates of Construction of SUN (RecTempalte)

@)

2

3)

(C))

(5)

(©6)

(O]

®)

©)

10)

(a1

12)

(13)

(14)

15)

(16)

a7

18)

(19)

(20

{reranking} The behavioral sequence of the user is shown below: {historical_interactions}, which can be used to infer the user’s preferences
{explicit_preference}. Then please rerank the items to better align with the user’s preferences by comparing the candidates and their similarities to
the user’s preferences. The candidates are: {candidate_items}.

{reranking} You have some information about this user, which is shown below: {explicit_preference}, the user’s historical interactions:
{historical_interactions} Based on this information, please recommend the reranking order of items for the user, which should match the user’s
preference, from the following candidates: {candidate_items}

{generation} Using the user’s historical interactions as input data, predict the next product that the user is most likely to interact with. The historical
interactions are provided as follows: {historical_interactions}.

{generation} Given the user’s interaction history: {historical_interactions}, what is the optimal product to suggest next? ]

{generation} Given the sequence of the user’s past interactions: {historical_interactions}, what is the most suitable product to recommend ’
next?

{generation} Given the historical context of user interactions: {historical_interactions}, what is the optimal next product recommendation?

[ {generation} Considering the user’s interaction pattern: {historical_interactions}, suggest the next likely product they would engage with.

{generation} Based on the user’s historical engagement data: {historical_interactions}, provide the next product recommendation. J

{generation} Based on the user’s past interaction data: {historical_interactions}, suggest the most relevant product for their next interaction.

{generation} Using the provided interaction history: {historical_interactions}, determine the most likely product the user would engage with
next.

{generation} You are a recommendation system, and are good at recommending products to a user based on his preferences. Given the user’s
preferences: {explicit_preference}, please recommend products that are consistent with those preferences.

{generation} As we know, a user’s behavior is driven by his preferences, which determine what they are likely to buy next. Your task is to predict
what products a user will purchase next, based on his preferences. Given the user’s preferences as follows: {explicit_preference}, please make
your prediction.

{generation} Given the following historical interaction of the user: {historical_interactions}. You can infer the user’s preference:
{explicit_preference}. Please predict next possible item for the user.

{generation} To make a recommendation for this user, we need to analyze their historical interactions: {historical_interactions}. As we know,
historical interactions reflect the user’s preferences {explicit_preference}. Based on these preferences, please recommend an item that you think
would be suitable for them.

{generation} Recommend the next potential product to a user based on his profile and past interactions. You have access to the user’s profile
information, including his preference: {explicit_preference} and past interactions: {historical_interactions}. For example, if the user
recently interacted with {recent_item}, you might consider similar products. Now, based on this approach, determine what product would be
recommended to him next.

{generation} Imagine the user recently interacted with {recent_item}. Using this example, and given the user’s historical interactions as input data:
{historical_interactions}, predict the next product that the user is most likely to interact with.

{direct} The user has previously purchased the following items: {historical_interactions}. This information indicates their personalized
preferences {explicit_preference}. Based on this information, is it likely that the user will interact with {candidate_item} next?

{direct} Based on the user’s historical interaction list, which is provided as follows: {historical_interactions}, you can infer the user’s
personalized preference {explicit_preference}. And your task is to use this information to predict whether the user will click on {candidate_item}
next.

{direct} Please recommend an item to the user based on the following information about the user: {historical_interactions}, the user’s historical
interaction, which is as follows: {explicit_preference} Try to select one item from the following candidates that is consistent with the user’s
preference: {candidate_items}.

{generation} Suppose you are a search engine, now the user search that {explicit_preference_vague_intention_specific_intention}, can
you generate the item to respond to user’s query?

Table 18: Generation templates for the Recommendation Task
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Templates of Construction of SUN (RecTemplateInverse)

@)

2

(3)

(C))

5)

(6)

()]

®)

)

10)

()

12)

13)

(14)

(15)

{explicit_preference} The behavioral sequence of the user is shown below: {historical_interactions}. The candidates were provided as:
{candidate_items}, and they have been reranked to better align with the user’s preferences: {rerank_list}. Based on this information, please infer
the user’s explicit preferences that likely led to this reranking.

{explicit_preference} You have observed that the user has clicked on the following items: {historical_interactions}. The following candidates
were presented: {candidate_items}, and they have been reranked in an order deemed suitable for the user: {rerank_list}. Based on this information,
please infer the user’s explicit preferences that likely led to this reranking.

{explicit_preference} You have some information about this user, which is shown below: the user’s historical interactions:
{historical_interactions}. The candidates presented were: {candidate_items}, and they have been reranked in the following order:
{rerank_list}. Based on this information, please infer the user’s explicit preferences that would justify this reranking.

{implicit_preference} The user has interacted with the following items in the past: {historical_interactions}. The candidates provided were:
{candidate_items}, and they have been reranked to better align with the user’s interests: {rerank_list}. Based on this information, please infer the
user’s implicit preferences that likely led to this reranking.

{vague_intention} The user has shown the following historical interactions: {historical_interactions}, and the candidate items were provided
as: {candidate_items}. The candidates have been reranked in this order: {rerank_list}. Based on this information, infer the user’s vague intention
that could explain why this reranking aligns with their preferences.

{specific_intention} Analyzing the user’s past behavior: {historical_interactions} and the given candidates: {candidate_items}, which
have been reordered to: {rerank_list}, please determine the user’s specific intention that could explain this preference for certain elements over
others.

{explicit_preference} Given the following historical interaction of the user: {historical_interactions}. And the next recommended item:
{next_item}. Please infer the user’s explicit preferences that would likely lead to this recommendation.

{novelty_preference} Given the user’s historical behavior and intention: {historical_interactions}, and the next recommended item:
{next_item}, please infer the user’s exploratory preferences that would justify this recommendation.

{specific_intention} Given the following historical interactions of the user: {historical_interactions}, and the next recommended item:
{next_item}. Please infer the specific intention that would likely lead to this recommendation, such as seeking a particular genre, theme, or type of
item.

{specific_intention} To better understand the user’s needs, consider their past interactions: {historical_interactions}. The next recommended
item is: {next_item}. Based on this information, infer the user’s specific intention that would justify this recommendation, focusing on concrete
preferences or desires.

{exploratory_intention} The user has recently been recommended the following item: {next_item}. Given the user’s historical actions:
{historical_interactions} and the candidates: {candidate_items}, please infer the user’s exploratory intention that would justify this sur-
prising recommendation.

{exploratory_intention} The user was recommended the following item: {next_item}. Considering their historical interactions:
{historical_interactions} and the set of candidates: {candidate_items}, please infer the user’s lack of specific intention for surprising recom-
mendations that justify the selection of this item.

{explicit_preference} Please try to infer the preference to the user based on the following information: {historical_interactions}, the user’s
historical interaction, which is as follows: {next_item} and the candidate item: {candidate_items}.

{vague_intention} The user has received the following recommendation: {next_item}. Given their historical actions: {historical_interactions}
and the set of candidates: {candidate_items}, please infer the user’s vague intention that could justify this recommendation.

{implicit_preference} Based on the user’s historical interaction list: {historical_interactions}, and considering the candidate items:
{candidate_items}, the item most likely to be clicked next is: {next_item}. Please infer the user’s implicit preferences that would justify

the selection of this item.

Table 19: Generation templates for the Reverse Recommendation Task
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{generation} The user likes to explore new types of products and has recently shown interest in items that differ from their usual preferences. The
user is looking to try new domains or product types. Based on the user’s historical behavior and intention: {historical_interactions}, generate a
product recommendation that aligns with the user’s novelty preference: {novelty_preference}.

{generation} The user is interested in exploring new types of products while maintaining certain explicit preferences: {explicit_preference}.
Given the user’s exploratory intention ({exploratory_intention}) to try something new and different, please generate a product recommendation
that aligns with both the user’s explicit preferences and their desire for exploration.

{direct} The user enjoys receiving surprising recommendations and wants to try items that do not match their usual preferences. Based on the user’s
exploratory intention:{exploratory_intention} and combine the user’s historical action : {historical_interactions}, select the item most likely
to offer a pleasant surprise from the following candidates: {candidate_items}

{matching} The user is interested in new types of products that do not match their usual preferences:{explicit_preference} but their needs are still
unclear. Please determine whether the following item matches the user’s vague exploratory intention and answer "Yes" or "No": {candidate_item}

{direct} The user has no specific intention but enjoys receiving surprising recommendations. Based on this, select the item most likely to provide a
pleasant surprise from the following candidates: {candidate_items}

{matching} The user enjoys being surprised and has shown implicit preferences based on their historical interactions: {historical_interactions}.
The user’s current intention may be vague as following : {vague_intention}. Based on this information, evaluate the following candidate item:
{candidate_item} to determine if it would be a suitable recommendation for the user, please answer "Yes" or "No" for the fitness of candidate.

{generation} You are a search engine. Here is the historical interaction of a user: {historical_interactions}. And his personalized preferences
are as follows: {explicit_preference}. Your task is to generate a new product that are consistent with the user’s preference.

{generation} The user has interacted with a list of items, which are as follows: {historical_interactions}. Based on these interacted items, the
user current intent are as follows {vague_intention}, and your task is to generate products that match the user’s current intent.

{generation} As a search engine, you are assisting a user who is searching for the query: {specific_intention}. Your task is to recommend
products that match the user’s query and also align with their preferences based on their historical interactions, which are reflected in the following:
{historical_interactions}

{direct} Using the user’s current query: {explicit_preference_vague_intention_specific_intention} and their historical interactions:
{historical_interactions} you can estimate the user’s preferences {explicit_preference}. Please respond to the user’s query by select-
ing an item from the following candidates that best matches their preference and query: {candidate_items}

{direct} The user wants to try some products and searches for: {explicit_preference_vague_intention_specific_intention}. In ad-
dition, they have previously bought: {historical_interactions}. You can estimate their preference by analyzing his historical interac-
tions. {explicit_preference} Please recommend one of the candidate items below that best matches their search query and preferences:

{candidate_items}

Table 20: Generation templates for the RecTemplate for Serendipity Purpose
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User’s historical interactions: {interaction}. Based on these movie titles, use your knowledge to generate a description of the user’s implicit
preferences, such as their favorite genres, themes, or notable patterns. {constraint}

The user has browsed the following movies in chronological order: {interaction}. Based on this browsing history, use your understanding of these
movies to generate a description of the user’s implicit preferences, including their likely favorite genres, themes, or types of movies. {constraint}

Recently, the user has browsed the following movies: {interaction}. Based on this recent activity, apply your knowledge of these movie to generate a
description of the user’s current movie preferences, focusing on genres, themes, or other noticeable patterns.{constraint}

Analyze the user’s recent viewing history: {interaction}. From these interactions, use your knowledge of these movies to infer the user’s implicit
preferences, such as preferred genres, sub-genres, or specific types of storylines. {constraint}

The user has shown a strong interest in the following movies: {interaction}. Using this data, infer their explicit preferences, such as particular
themes, moods, or types of narratives they actively seek.{constraint}

Consider the user’s engagement with the following movies: {interaction}. Based on these patterns, determine their explicit preferences, such as
favorite directors, frequent actors, or recurring motifs that they seem to appreciate. {constraint}

The user has recently browsed a variety of different movie genres: {interaction}. Based on this diverse viewing pattern, describe the user’s novelty
preferences, such as their openness to exploring new genres or trying unexpected movie types. {constraint}

Given the user’s browsing history: {interaction}, identify any novelty preferences they may have, such as a willingness to explore genres outside
their usual interest or a desire for unique and unconventional film experiences. {constraint}

The user has moved from browsing typical genres to less common ones: {interaction}. Describe the user’s novelty preferences, focusing on their
interest in discovering diverse genres or unique cinematic styles. {constraint}

The user has recently watched the following movies: {interaction}. Reflect on this history to infer a general type or mood of movies they might be
interested in next, without narrowing down to a specific genre or characteristic. {constraint}

Given the user’s recent viewing history: {interaction}, suggest a broad intention for what they may want to watch next, focusing on an overall style
or feeling rather than pinpointing a particular movie or specific genre. {constraint}

Based on these movies: {interaction}, generate an open-ended intention that represents a general mood or broad category the user could be leaning
towards, even if their specific preferences aren’t clear. {constraint}

The user has watched these movies: {interaction}. Use this data to determine a specific movie intention they might have, such as seeking a particular
genre, a specific plot, or a film with certain defining characteristics. {constraint}

Based on the user’s recent movie list: {interaction}, infer a clearly defined intention for the next type of film they may want to watch, focusing on
particular elements like genre, theme, or distinctive features. {constraint}

Considering the user’s viewing pattern: {interaction}, determine a specific intention about the next movie they are likely to watch, including precise
details about the genre, mood, or main elements they are interested in. {constraint}

The user has recently watched these movies:{interaction}. Based on this history, suggest an exploratory intention where the user might want to
explore genres or types of movies they haven’t typically watched. {constraint}

Given the user’s movie-watching history of: {interaction}, infer an exploratory intention indicating their curiosity to explore new and different
genres, styles, or narrative types that they might not have considered before. {constraint}

Using the following interaction data: {interaction}, generate an exploratory intention for the user, where they express interest in trying out new
genres, themes, or movie types that differ from their usual choices. {constraint}

Table 21: Generation templates for the Movielens dataset
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Analyze the user’s reading history: {interaction} and the associated reviews: {reviews}. From these data points, determine the user’s explicit
preferences, such as the genres, themes, or specific book characteristics they explicitly praise or mention in their comments. {constraint}

Considering the user’s reading history of these books: {interaction}, along with their corresponding reviews: {reviews}, generate a description of
the user’s explicit preferences, focusing on any recurring genres, themes, or patterns evident in their comments. {constraint}

Based on the user’s recent engagement with the following books: {interaction} and their comments: {reviews}, identify their explicit preferences by
analyzing the sentiments and focus of their reviews, such as preferred genres, themes, or author styles they frequently mention or praise. {constraint}

Analyze the user’s reading history: {interaction} and the associated reviews: {reviews}. From these data points, determine the user’s explicit
preferences, such as the genres, themes, or specific book characteristics they explicitly praise or mention in their comments. {constraint}

The user has shown a clear interest in certain books: {interaction}, with specific comments: {reviews}. Using this data, infer their explicit
preferences, such as favorite themes, plot types, or narrative styles they often highlight in their reviews. {constraint}

Consider the user’s engagement with these books: {interaction}, accompanied by their reviews: {reviews}. Based on these reviews, identify
explicit preferences, such as preferred authors, frequent genres, or writing styles that the user frequently praises or critiques. {constraint}

The user has recently reviewed a variety of different genres or unconventional books: {interaction}, with comments: {reviews}. Describe the user’s
novelty preferences, such as their openness to experimenting with new genres or exploring unique literary styles, based on the diversity of their reviews.
{constraint}

Given the user’s diverse reading history: {interaction} and their reviews: {reviews}, identify any novelty preferences they may have, such as a
tendency to seek out unique literary experiences or genres that are outside their usual interests. {constraint}

The user has moved from reading typical genres to exploring less common ones: {interaction}, as indicated by their reviews: {reviews}. Describe
the user’s novelty preferences, focusing on their interest in discovering new genres or unconventional narrative approaches. {constraint}

The user has recently read the following books: {interaction}, with the following reviews: {reviews}. Reflect on this history and the accompanying
reviews to infer a general type or mood of books they might be interested in next, without narrowing down to a specific genre or characteristic.
{constraint}

Given the user’s recent reading history: {interaction} and their reviews: {reviews}, suggest a broad intention for what they may want to read next,
focusing on an overall style or feeling rather than pinpointing a particular book or specific genre. {constraint}

Based on these books: {interaction} and the corresponding reviews: {reviews}, generate an open-ended intention that represents a general mood or
broad category the user could be leaning towards, even if their specific preferences aren’t clear. {constraint}

The user has read these books: {interaction} and provided the following reviews: {reviews}. Use this data to determine a specific book intention
they might have, such as seeking a particular genre, a specific plot, or a book with certain defining characteristics. {constraint}

Based on the user’s recent book list: {interaction} and their reviews: {reviews}, infer a clearly defined intention for the next type of book they may
want to read, focusing on particular elements like genre, theme, or distinctive features. {constraint}

Considering the user’s reading pattern: {interaction} and their reviews: {reviews}, determine a specific intention about the next book they are
likely to read, including precise details about the genre, mood, or main elements they are interested in. {constraint}

The user has recently read these books: {interaction} and left the following reviews: {reviews}. Based on this history, suggest an exploratory
intention where the user might want to explore genres or types of books they haven’t typically read. {constraint}

Given the user’s book-reading history of: {interaction} and their reviews: {reviews}, infer an exploratory intention indicating their curiosity to
explore new and different genres, styles, or narrative types that they might not have considered before. {constraint}

Using the following interaction data: {interaction} and corresponding reviews: {reviews}, generate an exploratory intention for the user, where
they express interest in trying out new genres, themes, or book types that differ from their usual choices. {constraint}

Table 22: Generation templates for the Books dataset
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Analyze the user’s viewing history: {interaction} and the associated reviews: {reviews}. From these data points, determine the user’s explicit
preferences, such as the genres, themes, or specific movie characteristics they explicitly praise or mention in their comments. {constraint}

Considering the user’s viewing history of these movies/TV shows: {interaction}, along with their corresponding reviews: {reviews}, generate a
description of the user’s implicit preferences, focusing on any recurring genres, themes, or patterns evident in their comments. {constraint}

Based on the user’s recent engagement with the following movies/TV shows: {interaction} and their comments: {reviews}, identify their implicit
preferences by analyzing the sentiments and focus of their reviews, such as preferred genres, themes, or character types. {constraint}

Analyze the user’s viewing history: {interaction} and the associated reviews: {reviews}. From these data points, determine the user’s explicit
preferences, such as the genres, themes, or specific movie characteristics they explicitly praise or mention in their comments. {constraint}

The user has shown a clear interest in certain movies/TV shows: {interaction}, with specific comments: {reviews}. Using this data, infer their
explicit preferences, such as favorite themes, plot types, or emotional tones they often highlight in their reviews. {constraint}

Consider the user’s engagement with these movies/TV shows: {interaction}, accompanied by their reviews: {reviews}. Based on these reviews,
identify explicit preferences, such as preferred directors, frequent actors, or narrative styles that the user frequently praises or critiques. {constraint}

The user has recently reviewed a variety of different genres or unconventional movies/TV shows: {interaction}, with comments: {reviews}.
Describe the user’s novelty preferences, such as their openness to experimenting with new genres or exploring unique cinematic styles, based on the
diversity of their reviews. {constraint}

Given the user’s diverse viewing history: {interaction} and their reviews: {reviews}, identify any novelty preferences they may have, such as a
tendency to seek out unique film experiences or genres that are outside their usual interests. {constraint}

The user has moved from watching typical genres to exploring less common ones: {interaction}, as indicated by their reviews: {reviews}. Describe
the user’s novelty preferences, focusing on their interest in discovering new genres or unconventional storytelling approaches. {constraint}

The user has recently watched the following movies: {interaction}, with the following reviews: {reviews}. Reflect on this history and the
accompanying reviews to infer a general type or mood of movies they might be interested in next, without narrowing down to a specific genre or
characteristic. {constraint}

Given the user’s recent viewing history: {interaction} and their reviews: {reviews}, suggest a broad intention for what they may want to watch
next, focusing on an overall style or feeling rather than pinpointing a particular movie or specific genre. {constraint}

Based on these movies: {interaction} and the corresponding reviews: {reviews}, generate an open-ended intention that represents a general mood
or broad category the user could be leaning towards, even if their specific preferences aren’t clear. {constraint}

The user has watched these movies: {interaction} and provided the following reviews: {reviews}. Use this data to determine a specific movie
intention they might have, such as seeking a particular genre, a specific plot, or a film with certain defining characteristics. {constraint}

Based on the user’s recent movie list: {interaction} and their reviews: {reviews}, infer a clearly defined intention for the next type of film they may
want to watch, focusing on particular elements like genre, theme, or distinctive features. {constraint}

Considering the user’s viewing pattern: {interaction} and their reviews: {reviews}, determine a specific intention about the next movie they are
likely to watch, including precise details about the genre, mood, or main elements they are interested in. {constraint}

The user has recently watched these movies: {interaction} and left the following reviews: {reviews}. Based on this history, suggest an exploratory
intention where the user might want to explore genres or types of movies they haven’t typically watched. {constraint}

Given the user’s movie-watching history of: {interaction} and their reviews: {reviews}, infer an exploratory intention indicating their curiosity to
explore new and different genres, styles, or narrative types that they might not have considered before. {constraint}

Using the following interaction data: {interaction} and corresponding reviews: {reviews}, generate an exploratory intention for the user, where
they express interest in trying out new genres, themes, or movie types that differ from their usual choices. {constraint}

Table 23: Generation templates for the Movies & TV datasets
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----[ Instruction Input ]— ----------------------------------------

/—[ Instruction Input | \
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"

Given the user’s historical interactions, generate a personalized
recommendation based on the user's engagement profile. If
candidates are provided, use them; otherwise, create a new
recommendation.

—

Task Input ] B

User's History: [historical interactions].
Engagement Profile: [Engagement Profile].
Candidates:

Generative Recommendation: [NULL].
Direct Recommendation: [candidate items].
Reranking: [candidate items].

Matching: [single candidate item].

Task Output }

[next item/reranked list/binary answer].

Figure 5: Recommendation Task.
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