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Abstract

Small and medium-sized municipalities have opportunities to
improve efficiency and delivery of services through the use
of large language models. There are concerns about the ap-
propriateness of this technology, as well as challenges to its
implementation, which must be addressed if these gains are to
be realized. A set of principles and prospects is proposed for
the adoption of these models, along with a brief case study
of their appropriateness for use in a municipal information
system.

Introduction
Municipal information, such as bylaws, resolutions, and
zoning and planning regulations, is a common subject of
questions, complaints and demands, providing a strong in-
centive for municipal governments to organize its presen-
tation in a user-friendly manner and provide tools for in-
telligently navigating, searching, and summarizing it. Pub-
lic servants could also benefit from more efficient access
to this information. Large pre-trained Transformer mod-
els such as CamemBERT (Martin et al. 2020) perform re-
markably well on information extraction, retrieval, and sum-
marization tasks in high-resource languages with relatively
small amounts of labelled data and minimal feature engi-
neering.

In addition, many common tasks performed by munici-
pal workers such as drafting resolutions, regulations, poli-
cies, and grant applications involve writing highly formu-
laic texts, often with reference to previously written docu-
ments or those produced in other comparable municipalities,
a task for which large generative language models (here-
after “LLMs”) such as GPT-4 (OpenAI 2023) are partic-
ularly well suited. For all of these reasons, the municipal
market is of growing interest to large providers of genera-
tive artificial intelligence software. (McKenna 2023)

Despite the promise of these technologies, for a small mu-
nicipality such as Sainte-Adèle, Québec, with a population
of 14,856 and an annual budget of CAN$37 Million (Min-
istère des Affaires municipales et de l’Habitation 2023), the
cost and complexity of implementing them is prohibitive.
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There are also concerns regarding the accuracy and suitabil-
ity of texts generated by LLMs, which are exacerbated in
low-resource (or long-tail) domains such as municipal infor-
mation, particularly in languages other than English.

I propose a set of guidelines for the adoption of LLMs by
small and medium-sized municipalities in a safe and cost-
effective manner. Using information extraction and question
answering on the planning by-laws of Sainte-Adèle as a case
study, I discuss the opportunities and challenges of using
LLMs in the context of a small municipality.

Background
Municipal governments in Canada, whose powers are
strictly defined by provincial legislation and whose financ-
ing is overwhelmingly dependent on property taxes, are con-
fronted with the spectre of ever-increasing costs, typically
far in excess of general inflation, and decreasing ability to
provide effective services to their residents, in part due to:

• Stricter oversight and extensive and expensive upgrading
of infrastructure, due to obligations to eliminate accumu-
lated deficits in maintenance and adapt to the negative
effects of anthropogenic climate change.

• Increased responsibilities for social services and environ-
mental protection, often “downloaded” onto towns and
cities by the provinces.

• Increased complexity of municipal regulation, due in part
to a desire to improve quality of life through more rigor-
ous urban planning.

Given the aforementioned dependence on property taxes,
which are generally known to be regressive, the net effect
of these trends is an exacerbation of inequality within and
between municipalities, as well urban sprawl due to a “race
to the bottom” towards low-service, low-infrastructure, low-
regulation and low-tax exurbs. (Beaudet 2021)

As with any newly popular technology, there is a ten-
dency among decision-makers, nourished by marketing de-
partments and the popular press, to believe that “artificial
intelligence” (generally referring to LLMs) can be applied
in some unspecified way to this or any other problem in so-
ciety or government, “solving” it and leading to a new era of
social progress and prosperity.

This is obviously not true, but also not entirely false. If we
consider the crisis of municipal finance and service delivery



to be at least partially economic rather than political, then
it is at least partially a problem of insufficient productivity
growth in municipal services, and it is generally known that
technological innovation is the principal driver of long-term
increases in productivity.

That said, a larger part of the problem is political and also
physical,1 and the solution is not LLMs but a radical reorien-
tation of urban planning and municipal financing (Couturier
and Viens 2021) towards more sustainable urban forms and
more ecological and just methods of taxation (Meloche et al.
2023). Nonetheless, the potential use cases of LLMs men-
tioned in the introduction are real and significant, and with
the proper perspective and guidelines on their use, there are
opportunities to reduce costs and improve service. This is
particularly important for small municipalities with limited
resources and less diverse revenue streams.

Principles
There are many reasons to be skeptical of the promised ben-
efits of LLMs (Bender et al. 2021) and to advocate or re-
quire extreme caution in their use (Ferrandis et al. 2022). An
overview of various potential hazards can be found in (Wei-
dinger et al. 2022). Leaving aside the issue of cost and eco-
logical footprint, and assuming that no right-minded munici-
pality would deploy an LLM-based system to directly create
public-facing content, the primary hazard of their use is in-
formational in nature – they have a disturbing tendency to
“hallucinate” (Ji et al. 2023), it is difficult to compel them to
cite their sources and easy to incite them to regurgitate their
training data verbatim, and as a corollary they can easily leak
confidential information from training (or prompting) data.

These risks can be mitigated with organizational and tech-
nical safeguards, but this may either jeopardize the gains
in productivity that can realistically be achieved, or lead to
ineffective mitigation, particularly for small municipalities
with limited human resources.

Of course, even elected officials are occasionally known
to lie, fabulate, plagiarize, and disclose confidential infor-
mation.2 The danger of widespread adoption of LLMs is
that the mechanisms of trust and verification that we ap-
ply, sometimes unconsciously and often imperfectly, to other
humans are difficult to apply to them, in part because they
lie and plagiarize effortlessly and with supreme confidence,
and this is to some extent “baked in” to the motivations of
the research community. For instance, while LLMs used in
question answering can be “calibrated” (Jiang et al. 2021)
to give more accurate estimates of the probability of cor-
rectness of their answers without compromising accuracy,
explicitly “aligning for honesty” (Yang et al. 2023) by forc-
ing them to give “I don’t know” answers under uncertainty
inevitably reduces accuracy (Yin et al. 2023).

As the saying goes, this does not mean that LLMs are not
useful, provided their users are “alert to what is importantly
wrong” (Box 1976). Hallucination could even be considered
useful in certain circumstances, for example, if they are used
to propose ideas for a policy or bylaw rather than interpret

1As an AI language model, ChatGPT cannot fix the sewers.
2Sarcasm detection using LLMs is an open research question.

or summarize existing policy. In this case the principal haz-
ard becomes more subtle, as it involves social biases, ei-
ther inherent to the model or intentionally introduced by bad
actors, which could lead to exclusionary or discriminatory
policies. The source of this risk could be internal (elected of-
ficials and civil servants using LLMs to formulate and write
policy) or external (stakeholders and citizens using LLMs to
generate petitions, questions, or proposals).

Generated Content is Tainted
The first principle of of LLM use is therefore to always dis-
tinguish model and human-generated content. Again, this
is an active area of research, largely centred around com-
plementary tasks of detecting model output (Ahmad, Mu-
rugesan, and Kshetri 2023) and rendering model output de-
tectable (Kirchenbauer et al. 2023).

While these are important research questions, they are
not guidelines for implementers of applications and users
of generated content. In the absence of a way to trace and
verify the origins of this content, for example (Hennigen
et al. 2023), it should be marked as unsafe and presented
to the user as such, with a mechanism to prevent it from
easily being included in human-generated and verified docu-
ments. One could even envision a mechanism at the software
level similar to the taint checking mechanism in Perl or the
unsafe keyword in C# and Rust, where a strict separation
is enforced between “safe” and “unsafe” data or operations,
requiring explicit programmer intervention to override.

The “watermarking” of generated content, which is one
way of achieving this, should be seen as a minimal require-
ment by decision-makers seeking to implement LLM sys-
tems in the municipal domain. More important, however, is
that the unsafe nature of generated content should be made
explicit to the user, who should be prevented from simply
passing it along without any revision. Even if they can mini-
mally edit, rewrite, or paraphrase the model’s output to make
it “safe”, this is in line with the desired outcome, which is to
ensure intervention and oversight by qualified personnel for
all documents produced or approved by a municipality.

Context Matters
This raises the question of whether an implementation which
strictly respects the first principle above will actually im-
prove productivity. This question has been extensively in-
vestigated for machine translation (Koponen 2016), and it
is reasonable to expect these findings to be broadly appli-
cable to the use of LLMs for general document production
by municipal civil servants with specific domain expertise.
Post-editing of machine translation has been found to sig-
nificantly improve productivity (in terms of both reduced
time and reduced effort) versus a simple translation memory
approach (Federico, Cattelan, and Trombetti 2012), though
the degree of improvement varies widely between language
pairs and individual translators.

Importantly, studies of productivity gains through the use
of MT have usually (but not always) considered the bilin-
gual post-editing task, where the source text is available to
the translator. As noted earlier, the source text for arbitrary
LLM output is generally unknown and cannot be searched



or retrieved in any meaningful way. However, in the case of
specific tasks such as abstractive summarization, hybrid sys-
tems involving traditional information retrieval, or strategies
such as retrieval-augmented generation (Lewis et al. 2020),
source texts do exist, and should be made available to the
user to ensure both productivity and accuracy.

system: Vous répondez à des questions sur le règlement
d’urbanisme de la ville de Sainte-Adèle.
user: Je peux avoir combien de poules dans ma cour?
assistant: Selon le règlement d’urbanisme de la ville
de Sainte-Adèle, vous pouvez avoir jusqu’à 6 poules dans
votre cour, à condition de respecter certaines conditions.
Les poules doivent être gardées dans un poulailler appro-
prié, situé à une distance minimale de 3 mètres de toute
propriété voisine. De plus, le poulailler doit être main-
tenu propre et ne pas causer de nuisances olfactives ou
sonores pour les voisins. Il est également important de
noter que les coqs ne sont pas autorisés dans les zones
résidentielles de la ville.

Figure 1: Overconfident and incorrect generation

This leads us to the second principle, which is that con-
text is as important as content for humans, but also
for the models themselves. Consider the exchange with
gpt-3.5-turbo via the OpenAI Chat Completion API
in Figure 1, asking how many laying hens one is allowed
to keep in Sainte-Adèle. Not only is the answer incorrect,
but the question cannot be answered as stated since the true
number depends on the lot size - it is either 0, 4 or 8, and
the minimal distance from the property line is 2 metres,
among other errors. In effect, gpt-3.5-turbo has sim-
ply invented a bylaw out of whole cloth, perhaps based on
some other ones it may have seen in training.3

To obtain a useful answer, the system must either return
more information, or user profile information must be ob-
tained through additional turns in the conversation. This is
a standard feature of conversational systems which is not
“solved” in any way by the use of LLMs as it requires, min-
imally:

• Confidence modelling to signal that additional context is
needed in the first place

• Dialog state tracking to determine if sufficient context
has been provided

• Prompt generation to elicit the necessary context
• Geolocation services and access to zoning and assess-

ment data if an address is given as context

LLM-based systems, with their impressive ability to gen-
erate long-form text, are nonetheless a major advance on
previous “factoid” question answering systems. For exam-
ple, in this case, if the relevant article of the zoning bylaw is
retrieved and provided to gpt-3.5-turbo in the prompt,
it generates a detailed and correct though incomplete an-
swer, as shown in Figure 2.

3To be fair, the ChatGPT web interface refuses to answer the
question, instructing the user to contact the municipality directly.

system: Vous répondez à des questions sur le règlement
d’urbanisme de la ville de Sainte-Adèle.
user: Utiliser l’article ci-dessous pour répondre à la
question suivante. Si la réponse est introuvable, écrivez
”Je ne sais pas.”
Article 99 du règlement 1314-2021-Z: 99. Poulailler et
parquet.
Nonobstant les modalités de l’article 98, un poulailler est
autorisé comme usage complémentaire aux usages de la
classe résidentielle (H) sur un immeuble d’une superficie
minimale de 400m2 [...]
Je peux avoir combien de poules dans ma cour?
assistant: Selon l’article 99 du règlement, un maxi-
mum de 4 poules est autorisé pour un terrain de moins de
10 000 m2 et 8 poules sont autorisées pour un terrain de
10 000 m2 et plus.

Figure 2: Correct but incomplete generation using context

Unfortunately, it is impossible to guarantee that the model
will give complete and correct answers or that it will cite its
sources, and indeed, the citation in Figure 2 is also incom-
plete and thus not particularly useful.

Maintenance and Mutualization Matter
The decisional nature of the municipal civil service means
that there is no possible or ethical scenario in which gener-
ative artificial intelligence could lead to a reduction in the
workforce. Planning and permitting must be done by urban
planners, engineering must be done by engineers, and deci-
sions must be approved by city council.4

That said, municipalities and the public sector in general
face chronic difficulties in attracting and retaining qualified
personnel. In the face of growing populations and increas-
ingly complex demands, the question is whether improved
technology in general and LLMs in particular can allow
them to maintain or improve the current level of service un-
der these constraints.

As seen previously, if appropriate context can be retrieved
and provided to a generative model, it is capable of produc-
ing useful and correct answers to simple questions. In the
case of city workers who spend significant amounts of time
analyzing and responding to questions from residents, this
can potentially reduce the amount of time and effort spent
on this task, improving morale and allowing resources to be
reallocated to more difficult (and interesting) requests. For
this to be practical, however, all the necessary information
must be made available to the model and kept up to date.
This is a significant challenge for small municipalities, who
do not have well-developed document and content manage-
ment systems and often lack dedicated IT or even communi-
cations departments.

One potential way to address this challenge is as part
of the implementation of a municipal information hotline
(usually 311 in North America). For smaller municipalities,

4For the foreseeable future, only humans will be eligible to run
for office.



the most frequent questions and answers are collected and
shared with an centralized agency5 which handles calls dur-
ing off hours. These agencies are thus preferred actors for
the implementation of machine learning-based systems for
optimizing municipal services, along with regional munici-
palities, agglomerations, and government-funded innovation
agencies such as IVÉO.6

There’s No Data Like Better Data
While LLMs are typically trained on and deal exclu-
sively with plain text (which could include programming
or markup languages), municipal information is typically
structured in nature and often tabular in presentation. In ad-
dition, as alluded to above for zoning, many information
needs are location-dependent and require the use of geo-
graphical information systems. Notably, modelling tabular
data is not an unsupervised learning problem, unlike general
language modelling, and therefore cannot be tackled simply
by scaling to ever-increasing amounts of data.7 At present,
deep neural networks are not generally considered state-of-
the-art for tabular data (Borisov et al. 2022).

Paradoxically, while municipal councils are constantly
promoting their own initiatives, scouting other municipal-
ities for new initiatives, and comparing their budgets and
bylaws with neighbouring and comparable towns, they oth-
erwise operate in highly divergent regulatory and political
frameworks. In the case of urban planning, no systematic
comparison exists of specific articles or provisions8 across
the bylaws of all the municipalities in Québec. For example,
a macro-level comparison shows that the various planning
instruments in the Loi sur l’aménagement et l’urbanisme are
interpreted and implemented in very different ways accord-
ing to a voluntary survey of planners in a sampling of mu-
nicipalities (Rochefort et al. 2020).

Small and even large municipalities are thus condemned
to rely on small, labelled, structured datasets for any data-
driven projects. This situation presents challenges and op-
portunities, if funding and resources can be found (again,
at a supra-municipal level) to collect, label, align and make
publicly available datasets, textual or otherwise, across a
wide variety of municipalities.

Feature Engineering is the Future
Finally, the promise of “deep learning” has always been that
it would free practitioners from the never-ending cycle of
data analysis and feature engineering, through the magic of
unsupervised pre-training on massive amounts of data. With
the development of instruction tuning (Ouyang et al. 2022)
and other strategies to apply LLMs in “no-code” fashion to
all NLP problems, we have simply shifted the task to prompt
engineering. This is not necessarily a bad thing, as despite
the black-box nature of this technique, it has the benefit of

5CITAM, for example: https://www.cauca.ca/en/municipal-
services/municipal-call-center/

6https://iveo.ca/
7Otherwise, it would already be solved, since the amount of

tabular data available surely exceeds that of natural language text.
8Such as if chickens are allowed, and under what conditions.

using natural language and thus being accessible to non-
computer scientists.

Unfortunately, for all the reasons noted above, in the ab-
sence of massive scale and relevant context, prompt en-
gineering is worse than useless. To extract the data needed
to provide this context requires heuristics and/or feature en-
gineering, and aligning models to the desired use cases re-
quires human supervision. For small municipalities and any-
one else lucky enough to not have already had their data as-
similated, there is no alternative.

Case study: ALEXI and SÈRAFIM
As part of my investigations into this subject, I have devel-
oped a simple information system for the planning bylaws
of Sainte-Adèle, currently consisting of two components:
• ALEXI, EXtracteur d’Information, a machine learning

system for extracting structured content from municipal
regulations in PDF format.9

• SÈRAFIM (SystÈme de Récherche Adélois pour Fouiller
dans les Informations Municipales), a web application
for searching in the data extracted by ALEXI.10

Notably, these systems do not currently use LLMs. How-
ever, I have used the data extracted by ALEXI to build a
question answering system using the OpenAI API, giving
the examples shown in the previous sections. Because of the
inefficiency and inaccuracy of this system, it is not publicly
accessible. Since this is primarily a position paper rather
than a system description or research paper, I will constrain
the discussion to the challenges and promises of LLMs for
this particular application, with respect to the principles pre-
viously elaborated.

Figure 3: ALEXI output

ALEXI was designed to only use information accessible
to the public via the town’s website, in order to avoid spe-
cific dependencies on internal systems and to avoid adding

9https://github.com/dhdaines/alexi/
10https://github.com/dhdaines/serafim/



Figure 4: SÈRAFIM interface

any extra responsibilities for administrative staff. For this
reason, while segmenting and extracting the structure of the
regulations would be easier with HTML or Word input, it
was also decided to infer this from the PDF format, using
layout and accessibility information embedded in the files if
present. This is done using conditional random fields (Laf-
ferty, McCallum, and Pereira 2001) with discrete features.

Why are LLMs unsuited to this task? Principally be-
cause of their extreme inefficiency on long input sequences.
CamemBERT, for instance, is limited to a maximum of 512
tokens per input sequence, while the median number of to-
kens per page in the planning regulations is 527, and the zon-
ing bylaw alone is 483 pages long. In addition, the segmenta-
tion and structure extraction task involves highly repetitive
output labels with strong label dependency, i.e. only the B
labels in the IOB scheme are significant, and there are very
few of them compared to I labels (there are nearly no O tags
in the data). While the much richer word-level features pro-
duced by LLMs could still be used with a CRF output layer,
this would nonetheless require either a pre-segmentation of
the input on a sub-page level, possibly by simply splitting
on every 512 tokens, or the use of a long-span model such
as Longformer (Beltagy, Peters, and Cohan 2020), which is
not available for French (though a multilingual version is
available).

Why then use machine learning in the first place? An
initial version of ALEXI used heuristic rules implemented
directly in Python, achieving reasonably good and consis-
tent results for the planning regulations. Unfortunately, these
sorts of rules rapidly become complex and fragile in order to
cover all of the special cases. For example, one of the plan-
ning bylaws is formatted such that the chapter numbers are
rendered only as images in the PDF, whereas another has im-
ages for the sub-section numbers. There are at least 5 differ-

ent formats for the numbering of articles, and in general it is
difficult to distinguish articles from items in numbered lists.
When using machine learning, errors in previously unseen
documents can be corrected by simply annotating a repre-
sentative sample of pages (often a single page) and adding
them to the training data. In future work, this process will
be made accessible to non-technical users with visual an-
notation tools – notably, this is necessary regardless of the
underlying model.

SÈRAFIM does not use LLMs either, though in this case
the use case is quite a bit more obvious, as the accuracy of
search could be improved by the use of query and document
embeddings, and the text snippets presented in the search re-
sults could be rendered more informative with an extractive
summarization model. On the other hand, the current imple-
mentation is written entirely in TypeScript and runs in the
web browser, including the information retrieval system. As
mentioned earlier, the vast majority of municipalities lack
the expertise to maintain customized web services and the fi-
nancial resources to pay for computationally intensive cloud
hosting. For this reason, any LLM-based information sys-
tems created by a single municipality are likely to be de-
ployed internally, if at all.

Conclusion
The systems described in the last section are a good example
of what is sustainably achievable with the resources avail-
able to a municipality of the size of Sainte-Adèle. For the
promise of improved services and cost savings using LLMs
to be realized will require investments and resources that are
difficult to justify in a single municipality, even one with a
reasonably large population or substantial tax base.

In addition to the principles enumerated earlier, it is thus
imperative that any LLM-based solutions developed at the
municipal level be open-source and designed to be easily
reused and deployed in low-resource settings. This should
ideally be achieved in partnership with supramunicipal en-
tities and research institutions – in the latter case, munici-
pal information provides a vast source of publicly accessi-
ble data for exploring unsolved problems such as table-to-
text translation (Parikh et al. 2020). Given the proximity of
municipal governments to their citizens, such work is a rare
opportunity to directly observe and obtain feedback on the
usefulness and impact of research systems.
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