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Abstract

Mixture-of-Experts (MoE) models achieve a favorable trade-off between perfor-
mance and inference efficiency by activating only a subset of experts. However,
the memory overhead of storing all experts remains a major limitation, especially
in large-scale MoE models such as DeepSeek-R1 (671B). In this study, we investi-
gate domain specialization and expert redundancy in large-scale MoE models and
uncover a consistent behavior we term few-shot expert localization, with only a
few in-domain demonstrations, the model consistently activates a sparse and stable
subset of experts on tasks within the same domain. Building on this observation,
we propose a simple yet effective pruning framework, EASY-EP, that leverages
a few domain-specific demonstrations to identify and retain only the most rele-
vant experts. EASY-EP comprises two key components: output-aware expert
importance assessment and expert-level token contribution estimation. The
former evaluates the importance of each expert for the current token by considering
the gating scores and L2 norm of the outputs of activated experts, while the latter
assesses the contribution of tokens based on representation similarities before and
after routed experts. Experiments on DeepSeek-R1 and DeepSeek-V3-0324 show
that our method can achieve comparable performances and 2.99 x throughput under
the same memory budget as the full model, with only half the experts. Our code is
available at https://github.com/RUCAIBox/EASYEP.

1 Introduction

Mixture-of-Experts (MoE) architectures have been widely adopted as the backbones of various
large language models (LLMs) due to their efficiency of scaling parameters without proportional
computational overhead [1-4]. However, the deployment of large MoE models imposes substantial
memory requirements. Taking DeepSeek-R1 (671B) [1] as an example, it takes about 1500 GB
under BF16 precision and 750 GB under FP8 precision, necessitating 4x8 A800 or 2x8 H800 GPU
configurations, respectively. This underscores the critical need to explore lite deployment strategies
for large-scale MoE models like DeepSeek-R1.

Various training-free approaches have been proposed to alleviate the inference memory demands of
MoE models. Expert pruning reduces memory by removing less important experts. Among them,
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Figure 1: Throughput and performance comparison of DeepSeek-R1 on AIME2024 with varying
expert numbers using EASY-EP. We deploy DeepSeek-R1 with two 8 x H800 for 224 and 256 experts,
while one 8 x H800 for others. The throughputs of the latter configurations are multiplied by 2.

router-based methods use expert activation statistics to estimate importance [5], while perturbation-
based ones select expert subsets to minimize hidden state drift [6, [7]. However, the former may fail
to identify key experts, and the latter is expensive as the number of experts increases. Expert merging
combines similar experts to reduce their number [8} 9], but can cause neuron misalignment of experts
in MoE models trained from scratch [10, [11]. Moreover, existing methods are primarily designed
for MoEs with a few experts per layer (e.g., Mixtral 8 x7B [2]) [6]]. This highlights the need for
more scalable and accurate pruning strategies tailored to large-scale MoE models. While such a scale
poses challenges for current approaches, it also brings new opportunities: the increased granularity
and domain specialization of experts in models like DeepSeek-R1 [[12, [13] make them especially
amenable to domain-specific pruning at high compression ratios [[14]].

In this study, we analyze how expert activations in a large MoE model vary across domains and
respond to a small number of demonstration samples. We observe a consistent behavior: given just
a few domain-specific examples, the model tends to activate a stable and sparse subset of experts
that are highly relevant to the target domain. We refer to this phenomenon as few-shot expert
localization. To better understand the mechanism behind this behavior, we focus on two factors: the
domain specialization of experts and the sufficiency of limited demonstrations. Our key findings
are as follows: (1) High gating-value experts are strongly domain-specific, consistently dominating
activations within their respective domain while remaining inactive in unrelated ones. (2) A small
number of demonstrations suffices to reliably trigger these experts, and they generalize well to other
unseen datasets within the same domain.

Based on our observations, we introduce a domain-specific pruning framework that leverages few-shot
demonstrations to address memory constraints in large-scale MoE models. Our approach begins by
sampling a small number of task demonstrations from a specific domain and generating responses
with the original model, serving as a calibration set. To identify and retain the most critical experts,
we then develop a pruning method, Expert Assessment with Simple Yet-effective scoring for Expert
Pruning, a.k.a., EASY-EP. This method estimates expert importance and retain a fixed-size subset of
top-scoring experts. EASY-EP consists of two complementary components: (1) output-aware expert
importance assessment, which combines gating values and the L2 norm of expert outputs to estimate
per-token expert importance, and (2) expert-level token contribution estimation, which measures the
similarity between the input and the residual-connected output of routed experts to measure each
token’s contribution to the overall expert score. Notably, the entire scoring process requires only a
single forward pass, eliminating the need for backpropagation or repeated evaluations.

To evaluate the efficacy of our approach, we conducted systematic experiments on DeepSeek-R1
and DeepSeek-V3-0324 using eight benchmark datasets covering math, coding, science, finance,



medicine, and agent execution capabilities. Specifically, with only retaining 50% experts, our method
can keep comparable performances under the domain-specific pruning settings while achieving over
90% of the full model’s performances on DeepSeek-R1 and even better performances on DeepSeek-
V3-0324 under the mixed-domain pruning settings. As shown in Figure[] the performances degrade
only slowly with the increase of compression ratio, indicating robustness to pruning. Additionally,
under identical memory constraints, pruning 50% of the experts yields a 2.99 increase in inference
throughput for sequences of 1K input and 1K output lengths, highlighting the practical utility of our
framework in real-world deployments.

2 Background

MOoE architectures introduce MoE modules where parameters are dynamically activated to replace
feedforward networks (FFNs) [2, [1]. Specially, in the [-th layer, a MoE module contains a router
G(-) and N routed experts {E(-),...,E\(:)} Pl Given an input representation sequence H' =
{n, ... AL}, Vhl € RP, the router computes the logit of each expert for the ¢-th token and applies
a gating function on the Top-K logits to obtain the gating values géyt (the gating values of deactivated
experts g; ; = 0). The Top-K experts are activated, and their outputs are aggregated via weighted
summation. The final output is obtained by residual connections of the input and output of experts:

N
h; =Y g, Ei(hi), hi=hi+h, )

i=1

With the gating values of the router, we define two metrics to assess the importance of each expert,
i.e., frequency and gating scores [3]. For all tokens in a calibration set and an expert Ei we define
the frequency f! as the number of times each expert is activated, while the gating scores 7! is defined
as the total sum of the gating values when each expert is activated, as shown in Equation [2| Here, M
is the size of the calibration set, and 7}, denotes the number of tokens per demonstration.

M T, M T,
le = Z Z(g'li,n,t > 0>7 ’I"ﬁ = Z Zgé,n,t’ (2)
n=1t=1 t=1

n=1
3 Empirical Analysis of Experts

Previous work has demonstrated that the expert distributions of MoEs with few experts (e.g., Mixtral
8 x 7B) mainly depend on the syntax structures instead of domains [2]. However, recent large-size
MoE models are equipped with various fine-grained experts (e.g., DeepSeek-R1 has 256 experts per
layer), which may be more specialized and store distinct knowledge and capacities in their parameters.
Motivated by this, we empirically study a phenomenon we term few-shot expert localization, where
domain-specific experts can be reliably identified using only a handful of demonstrations.

(A) Overlap of Top-16 Experts (B) Overlap of Top-128 Experts (C) Overlap of Top-128 Experts (D) Overlap of Top-128 Experts 1.0
with Different Datasets with Different Datasets with Different Number of Shots on Different Datasets

1 1.00 0.76 0.75 0.75 1.00 0.88 0.87 0.89

0.70 0.70

Math
s
2

0.88 1.00 0.87 0.84

AIME24  AIME23

51 076 1.00 0.90 0.90
0.74

# Domain
Science
°
2
3
2
8
# Shots
# Dataset

0.87 0.87 1.00 0.85 0.6

1.00

0.70 0.74 1.00

1004 0.75 0.90 0.99 1.00 0.89 0.84 0.85 1.00

Coding
HMMT-25 AIME25
P

25 100 AIME23  AIME24  AIME25 HMMT-25

Math Science Coding Math Science Coding 1 5
# Shots # Dataset

# Domain # Domain

Figure 2: (A), (B): Overlap ratios of experts with top gating scores on different datasets. (C): Overlap
ratio of top-128 experts with different numbers of demonstrations. (D): Overlap ratio of top-128
experts pruned with different math datasets.

3Shared experts are employed in some MoE models [, [T4116]), but are not considered in this work.



Table 1: Results of removing domain-specific experts. Bold denotes in-domain results.

Domain AIME24 GPQA LiveCodeBench

Full 77.08 70.91 63.32

Math  67.33(-9.75) 69.19(-1.72)  65.27 (+1.95)
Code  78.67 (+1.59) 71.72 (+0.81)  55.68 (-6.64)
Science  79.33 (+2.25) 59.09 (-11.82) 61.07 (-2.25)

3.1 Expert Specialization Across Domains

To assess whether experts in large MoE models exhibit domain-specific specialization, we select
AIME-2023 [17]], GPQA-main [18], and LiveCodeBench-V3 [[19] as calibration datasets for the
domains of math, science, and coding, respectively. We conduct experiments using the representative
model DeepSeek-R1 on these datasets and extract the gating scores across different domains (as
described in Section[2)). By analyzing the expert activation distributions across these domains, we
aim to reveal how expert utilization varies and assess the degree of specialization.

Distinct Expert Distribution Across Domains. We first rank all experts at each layer by their gating
scores and select the top-16 and top-128 experts for each dataset. Subsequently, we measure the
overlap of top-ranked experts across different domains and visualize the overlap ratios in Figure 2}
where (A) corresponds to top-16 and (B) to top-128. We observe that the top-16 experts are largely
disjoint across datasets. When expanding the selection to top-128, the degree of overlap increases,
but a significant portion of the experts remains domain-specific. This indicates that large MoE models
contain domain-specialized experts that are predominantly activated in their respective domains. We
show experiments on different numbers of top experts and layer variations in Appendix [A]

Impact of Removing Domain-Specific Experts. In order to explore the importance of domain-
specific experts, we remove those that appear in the top-128 (by gating score) in a specific domain
but not in any others. We then evaluate each pruned model on tasks from the same domain as the
calibration data (i.e., in-domain), and on tasks from other domains (i.e., out-of-domain), to assess
the generalization behavior of the remaining experts. As shown in Table|l] pruning these experts
leads to significant performance degradation on in-domain tasks while having minimal impact on
out-of-domain tasks. These results suggest that domain-specific experts play a critical role in the
relevant domain but are redundant for other domains.

3.2 Expert Locality Within One Domain

Beyond examining the expert specialization across different domains, we examine the locality and
stability of expert activation within a single domain. We investigate how the number of demonstrations
and the choice of calibration set influence expert selection patterns under the same domain setting.

Effect of Calibration Set Size. Given the presence of domain-specific experts in DeepSeek-R1,
a fundamental question arises: How many demonstrations are necessary to accurately identify
these key experts? To answer this, we sample varying numbers of demonstrations (i.e., 1, 5, 25,
100) from LiveCodeBench-v3 [19]]. For each setting, we compute the average gating scores and
retain the top 128 experts. Based on these selections, we then calculate the pairwise overlap ratios
between expert sets derived from different demonstration sizes. As illustrated in Figure 2] (C),
even with just five demonstrations, over 90% of the critical experts can be effectively identified.
Furthermore, 25 demonstrations are sufficient to capture all domain-specific experts (99%), with
additional demonstrations yielding only marginal improvements. These results underscore the
feasibility of few-shot domain-specific expert pruning.

Consistency of Expert Activation Across Datasets. To investigate the consistency of domain-
specific experts across datasets within the same domain, we conduct experiments with DeepSeek-
R1 on four math datasets: AIME-2023, AIME-2024, AIME-2025, and HMMT-Feb 2025 [17].
Specifically, we perform expert pruning under the 25-shot setting for each dataset and retain Top-128
experts based on their average gating scores. We then compute the pairwise overlap ratios between
each pair of datasets. As shown in Figure(D), the overlaps exceed 84% across all math datasets,



revealing a high degree of consistency in domain-specific expert activation. This indicates that
domain-specific expert activation patterns are largely transferable within the same domain. Despite
some dataset-specific differences, the overall expert overlap remains strong and stable.

Empirical analysis with another metric is shown in Appendix [B]

vt B R B B e Bl | e e B RS - o B RN e B R B b HL R
3 3 3 3 3 3 3
L3 Ey Ef Ej - Eis3 Ejsy Eigs L3 Ey E{ E} - Ejs3 E3sy Ejgg L3 Ey Ef E} - Ejsy E3gy Eigs

Cali ion Set Expert Score

Response 1 ]
1) = ) cly-st
=1

Select Top 128 Experts

L ol

Example 3 DeepSeek R1

Output Hidden O O O A O O O O

Middle Hidden h! O O O """" O O O O

1

Response 3

Parameters: 344B
Memory: 350GB

=

>

L
€253, Output-Aware

T
0.1€0.tI1] Expert importance

Ezl E{ E 512525%53 \‘\,\51254 Elzss 06l 09l 01 03 H llebll = 20 g6, =06
: N EL Bl gl El.. E_. EL
Router 0 1 252 E253 253 £253
e {\&‘ & Expert-Level !
< M
Input Hidden ! O O O 444444 O O O O T § Token Contribution Router
Math Coding Science

Five men and nine women stand equally spaced Given an integer array hours ... <think> Okay, What is the expected frequency range of
around a circle in random order. ... <think>\nOkay, let's see. The problem is to find the number of gravitational waves from binary neutron star
so I have this problem here: ... <\think> ... the final pairs (ij)...<\think>..."python\nclass Solution:\n mergers... <think> find the expected... <\think>...
answer is \\(\\boxed{191}\\). def countCompleteDayPairs ... return count\n™" \\boxed{10,\\text {Hz} \\text{ to }1, \\text{kHz}}

Figure 3: Overall framework of EASY-EP. Given a calibration set consisting of input and responses
by the model, EASY-EP leverages output-aware expert importance assessment and expert-level token
contribution estimation to compute the expert score on the domain and returns the pruned expert sets.

4 Method

4.1 Overview

Motivated by our earlier observation of few-shot expert localization phenomena in Section 3| we
propose an expert pruning framework to reduce memory costs. We use a small set of target-domain
demonstrations to run the MoE model and collect expert activation statistics, considering both inputs
and outputs for pruning. To effectively identify domain-specific experts in large MoE models, we
introduce a simple yet effective expert pruning method, EASY-EP. Specifically, we first compute the
product of the expert output L2 norm and its corresponding gating value as the output-aware expert
importance c,lm. Next, we determine the expert-level token contribution s} based on the similarity

of representations before and after expert computation. The final expert score 1 (Ei) is obtained by
aggregating the product of two terms over all tokens:

T
IE) =) d, sl 3)
t=1

Our method also supports mixed-domain pruning by averaging the normalized expert scores of all
target domains. Thus, we can prune a single model to handle tasks across multiple domains:

N
TeT Jj=1

Based on the expert scores computed from a small subset of data, we can efficiently select the Top-M
experts with the highest scores as retained experts while pruning other experts to reduce memory
costs. The overall framework of our method is illustrated in Figure

4.2 Output-Aware Expert Importance Assessment

To assess the importance of each expert, prior router-based expert pruning methods assume activated
expert gating scores can reflect their importance [5]. However, this assumption has not considered



the influence of experts. To further assess the contribution of each routed expert, we example the
aggregated output h! from all routed experts for a given token:

N
= Zgé,t . i, Zgz t” tH || || (5)
i=1 it

where ||-|| denotes the L2 norm of a vector, e} , = El(h!l) represents the output of the expert, and
l

e o ” denotes the unit vector in the direction of the expert’s output. Further, we can compute the
i,t

upper bound of the L2 norm of the expert outputs as follows:

IR < Z\

This indicates that each expert’s contribution to the final output is bounded by the product of its
gating value and the L2 norm of its output, g/, ||e! ,||. An expert with a large gating score may still
produce outputs with low L2 norm, ultimately resulting in a limited influence on the final output,
which are empirically verified in Appendix [C.T} Therefore, instead of using only the gating value, we
define the importance of an expert for a given token as the product of its gating value and L2 norm of
output, as formalized in the following equation:

ghollebll- |w|H ngn Ll ©)

l l l l
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4.3 Expert-Level Token Contribution Estimation

When calculating the statistical metrics for evaluating the importance of experts, prior work often
directly averages the scores across all tokens [6} I5]. However, in practice, the influence of routed
experts’ outputs on the residual stream varies significantly across tokens (as shown in Appendix [C.2).
Intuitively, when dealing with tokens exhibiting low similarity before and after the MoE module,
adjusting their routed experts will induce a substantial distributional shift in their representations. In
contrast, for tokens with high similarity, such adjustments will lead to only minimal drift in their
representational distributions [[20, 21]. Inspired by these, we propose a similarity-based token impor-
tance assessment method which give greater weights for the former tokens. Given the representations
before and after the routed expert modules h. and h!, we compute the cosine similarity between
these representations. The token importance score s. is then defined as one minus this similarity,
capturing the extent of change induced by the routed expert module:

st =1—Sim(h!, hl). (8)

5 Experiments

5.1 Experimental Settings

Evaluation Benchmarks. To systematically assess the effectiveness of our proposed method, we
conduct experiments across eight benchmark datasets: AIME-2024, AIME-2025, HMMT-Feb 2025,
LiveCodeBench [19]], GPQA-Diamond [18]], USMLE [22], FinancelQ [23]], and AgentBench-OS [24].
These benchmarks encompass six fundamental domains and tasks of LLMs: math, coding, science,
medicine, finance, and agent-based task execution.

Experiment Settings. We select DeepSeek-R1 [[1]] and DeepSeek-V3-0324 [[15] as our evaluated
models and consider domain-specific and mixed-domain pruning settings. For each domain, we
randomly sample 25 instances and construct a calibration set by concatenating their inputs with the
target model’s outputs. We then evaluate the expert scores on the calibration data and select the top
64 and 128 experts with the highest scores at each layer, respectively. We also average the normalized
expert scores on different domains to evaluate the mixed-domain pruning performances. Details
regarding the candidate sets and evaluation settings are provided in Appendix [D}



Table 2: Comparison of the performances of different expert pruning methods. HMMT denotes
HMMT-Feb 2025, GPQA denotes GPQA-Diamond, A-OS denotes AgentBench-OS, and FinlQ
denotes FinancelQ.

Model Method Mix #E AIME-24 AIME-25 FMMT LiveCode GPQA USMLE FinlQ A-OS Avg
Full - 25 77.08 66.67 4438 63.32 7091 9266 821 4051 67.20

Random x 64 0.00 0.00 0.00 0.00 2609  0.00 0.00 000 326

Frequency x 64 0.00 0.00 0.00 0.00 17.68 0.00 000 278 258

Gating Score X 64 2.67 1.33 2.67 14.97 46.83 0.86 0.00 0.69 875

M-SMoE x 64 0.00 0.00 0.00 0.00 1212 0.00 0.00 000 152

EASY-EP x 64 72.81 55.10 38.02 42.51 6747 26,63 3390 27.26 4522

Deegsleek Random x 128 8.33 6.67 3.33 20.96 3495 5766 000 7.64 17.44
- Frequency x 128 19.33 1333 7.33 36.08 59.60  61.51 2640 29.16 31.59
Gating Score  x 128 70.10 55.52 36.15 47.60 63.78 8036  66.50 31.94 56.49

M-SMoE x 128 5.33 6.00 3.33 25.75 2475 5263  39.60 1944 22.10

EASY-EP x 128 7917 68.33 4531 61.11 7012 91.67 78.80 37.92 66.55

Frequency v 128 2133 10.00 6.00 7.49 4145 7855 6214 1181 2985

Gating Score v 128 29.33 21.33 18.00 2275 4169 6206 2729 3056 31.67

M-SMoE Vo128 6.67 2.00 4.67 4.19 3232 7200 1910 625 18.40

EASY-EP v 128 7594 61.98 42.50 57.63 7036 9120 5795 34.17 6147

Full - 25 5573 4771 28.75 48.50 66.87  87.51 6422 3333 5408

Random x 64 0.00 0.00 0.00 0.00 26.87 0.39 0.00 069 349

Frequency x 64 31.35 34.06 15.73 1.95 45.25 40.13 61.96 2274 31.65

Gating Score ~ x 64 43.96 25.10 23.12 14.97 5152 7868 6420 000 37.69

M-SMoE x 64 16.67 13.33 3.33 1.20 2222 1218 4700 2152 17.18

EASY-EP x 64 53.12 41.56 28.85 2799 5735 8457 7250 27.55 49.19

D\‘;gl’g;;‘ Random x 128 133 0.67 0.00 11.38 34.95 535 53.66 1875 21.78
Vo Frequency x 128 5573 42.60 30.10 36.08 63.54 8429  66.84 3171 51.36
Gating Score ~ x 128 5542 45.10 30.94 47.60 63.78 8462 6776 3542 53.83

M-SMoE x 128 48.00 38.67 28.67 30.53 5582 8672  66.60 3333 48.54

EASY-EP x 128 5521 46.88 31.56 46.71 6525 8672 6358 37.08 54.12

Frequency v 128 5135 37.60 2427 17.07 5590 8347  66.80 3625 46.59

Gating Score v 128 5375 40.10 27.19 28.74 58.88  83.86  67.74 3458 4936

M-SMoE V128 4333 30.00 20.00 7.19 5253 8233 6220 29.17 40.84

EASY-EP v 128 5781 46.56  33.33 40.72 6495 8500 7226 38.74 54.92

Baselines. In our experiments, we employ three expert pruning methods and one expert merging
method for comparison. For expert pruning, we employ different methods to assess the expert scores,
including random, frequency, and gating scores (as discussed in Equation [2), and only keep Top-M
experts with the highest expert scores|[’| For expert merging, we select M-SMoE [25]], which first
employs neuron permutation alignment to mitigate neuron misalignment of experts and then merges
experts into dominant ones with similarity of router logits.

5.2 Main Results

Table [2] showcases our method’s performance against baselines under various pruning configurations.
First, our approach consistently outperforms all baseline methods across diverse benchmarks and
pruning settings. Notably, in domain-specific pruning, our method matches and even surpasses full
model performance on certain benchmarks with only half the experts. This may be attributed to
the effective removal of irrelevant experts, enhancing the model’s ability to utilize domain-specific
knowledge. Furthermore, our method demonstrates strong resilience to high compression ratios
(e.g., 75%), where most methods experience significant performance degradation, particularly on
DeepSeek-R1. In contrast, our technique preserves substantial model capabilities, highlighting its
effectiveness in identifying critical experts for specific tasks.

Second, non-reasoning models exhibit greater robustness compared to their reasoning-oriented
counterparts. DeepSeek-V3-0324, for instance, retained more performance across most pruning
methods than DeepSeek-R1. Under domain-specific pruning, DeepSeek-V3-0324’s performance
on datasets like AgentBench-OS even improved notably after pruning some experts. However, this
phenomenon is not observed with DeepSeek-R1. We hypothesize that while domain capabilities
might be preserved in pruned reasoning models, their long-term generation abilities are compromised.

*We do not include perturbation-based pruning methods in our comparison [6} [7], which is computationally
prohibitive for MoE models with 256 experts (the detailed analysis is shown in Appendix@).



Finally, our method also excels in preserving performance under mixed-domain pruning. It retains
over 90% of the original performance, surpassing domain-specific compression with other methods.
Conversely, other expert pruning techniques struggle to maintain balanced performance across
different domains. This underscores that the overlapped experts identified by our approach, which are
linked to general reasoning abilities, effectively contribute to a broad array of downstream domains.

5.3 Detailed Analysis

In this section, we conduct further ablation studies and detailed analyses to investigate the effective-
ness of our approach and the few-shot expert localization phenomena of large MoE models. For more
analysis experiments, we present them in Appendix [/

5.3.1 Ablation Study

We conduct ablation studies to analyze the impact of each component in our method. Specifically, we
evaluate two variants with 64 remaining experts: (1) removing the token-level contribution estimation
and (2) replacing the product of gating values and L2 norm of expert outputs with only the gating
scores. As shown in Table 3] both incorporating token-level contribution estimation and considering
the L2 norm of expert outputs lead to improved performance compared to using only the gating score.
Furthermore, combining both components results in the best overall performance. These findings
highlight the importance of both components in our method.

Table 3: Results of ablation study. norm denotes whether considering L2 norm of expert output and
Token denotes whether considering token contribution scores.

Method Metric Experts AIME-24 AIME-25 HMMT LiveCode GPQA A-OS
Ours gtllel | - st 64 72.81 55.33 36.00 4251 67.47 27.26
wio Token gl [lel || 64 65.33 49.33 31.33 27.54 56.57 21.53
w/o norm g, st 64 70.00 40.00 23.33 19.76 61.11 18.75
w/o both Gis 64 2.67 1.33 2.67 0.00 2020  0.69

5.3.2 Generalization Capacity

Beyond same-domain task evaluations, we assessed the generalization capacities on unrelated do-
mains after domain-specific pruning (e.g., pruning DeepSeek-R1 with AIME2023 and evaluating
on LiveCodeBench). As Table 4] shows, the model demonstrates a certain generalization ability,
especially in similar domains (e.g., math/science, code/OS-agent, science/medicine). We hypothesize
that while some domain-specific experts are pruned, core reasoning experts are preserved. However,
the out-of-domain performances are typically poorer than mixed-domain pruning. Thus, we suggest
using mixed-domain pruning when facing multiple downstream tasks.

Table 4: Results of generalization capacities of pruned models. Domain denotes the domain of
pruning data. Bold denotes in-domain performances.

Domain AIME24 LiveCodeBench GPQA Agent-OS USMLE FinlQ

Math 7917 46.11 46.91 3.47 46.43 58.20
Coding 38.00 61.11 39.90 15.97 41.79 53.00
Science 64.64 53.59 70.12 4.17 75.88 57.50

5.3.3 Effect of Pruning Data

We also study the impact of pruning data. Instead of using the full model’s input and output, we
examine five types of data: (1) Inp: just input context data; (2) Out: only the model’s generated data;
(3) Inp+Ans: input context data and the correct generated answer; (4) PT: pre-training data from the
same domain; and (5) CC: data from CommonCrawl. Table E] and@] show the experimental results
for DeekSeek-R1 and DeepSeek-V3-0324. Compared to using the combination of input and model
output, performance decreased under other settings for both math and coding tasks. This suggests that,



even within the same domain, there are notable differences in expert distributions among data types.
Additionally, employing CommonCrawl data causes significant performance declines, demonstrating
that pruning a task-irrelevant model with pre-training data is not suitable for current models.

Table 5: Comparison of performances of Table 6: Comparison of performances of

DeepSeek-R1 with different data. DeepSeek-V3-0324 with different data.
Data AIME24 LiveCodebench GPQA Data AIME24 LiveCodebench GPQA
Inp+Out 79.17 61.11 70.12 Inp+Out 55.73 48.50 66.87
Inp+Ans 75.33 53.89 67.98 Inp+Ans 54.00 43.11 61.62
Inp 66.00 50.90 70.81 Inp 51.33 14.97 63.64
Out 77.33 59.28 70.10 Out 54.67 47.90 63.13
PT 29.33 38.32 66.16 PT 13.33 37.72 56.57
CC 0.00 0.00 28.92 CC 0.00 0.00 29.80

5.3.4 Effect of Number of Pruning Demonstrations

In Section we observe that domain-relevant ex-
perts can be identified with only a few demonstrations. Purning Performance with Different Nurmber of Shots

. B . /’
Here, we further investigate the impact of the number v
of demonstrations on final performance. To do so, we //

sample varying numbers of demonstrations from the "
same distribution and prune half of the experts in each
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layer. The performance variations on AIME24 and —e— LiveCodeBench(128 experts)
LiveCodeBench are presented in Figure @ When we s e e opet)
utilize only a single sample for pruning, the selected oo AIME-2024(full)
experts are often influenced by the characteristics of h p 7 s 2 P

that individual sample, thus resulting in lower perfor- i Shots

mance. As we further increase the number of demon-
strations, the performance rapidly rises, achieving
comparable performances with the full model.

Figure 4: Comparison of performance with
different numbers of shots for pruning.

5.3.5 Analysis of Throughput

To evaluate the throughput of pruned models with different numbers of experts, we use the
SGLang [26] package and measure performance under a maximum request concurrency of 32.
We evaluate the settings with 1K input and 1K output length. For configurations with more than 192
experts, two 8 xH800 GPUs are used. Figure [T]shows the scaling throughput for this setting. We
observe that reducing the number of experts significantly improves throughput, particularly when the
model can be deployed on a single node. Compared to the full DeepSeek-R1 model, configurations
with 128 and 64 experts achieve 2.99 x and 4.33 x throughput, respectively. Compared to the full
model, the pruned model can be deployed on a single node, thereby avoiding inter-node communica-
tion overhead. Moreover, using fewer experts further reduces communication between GPUs within
the node, improving computational efficiency. We provide more experiments in Appendix [F.5]

6 Related Work

MOoE architectures improve computational efficiency by activating only a small subset of experts per
input [27, 28| 4]]. However, the increased number of parameters introduced by these architectures
leads to substantial memory overhead. To address this, existing efforts broadly fall into two categories.
The first line of work focuses on architectural optimization to reduce computation or parameter size.
Representative methods include pyramid-shaped expert allocation [29], fine-grained expert design
with smaller per-expert modules [14], and the transformation of dense models into sparse MoE
variants [30H32]. While effective, these approaches typically require modifying model architecture
and retraining from scratch, which limits their applicability to already deployed or pretrained models.
The second line of research approaches the problem from a memory efficiency perspective by
applying post-hoc compression techniques, primarily pruning and quantization [33H35]. These



methods typically estimate expert importance based on routing frequency [5], gating scores [36]],
or direct measurement of their contribution to model outputs [6, [7]. Some approaches further
reduce redundancy by merging similar experts [8, 9], though they may meet the problem of neuron
misalignment and additional memory costs [[10,|11]]. In contrast, our method enables efficient pruning
with a single forward pass and avoids storing additional model variants during compression.

7 Conclusion

In this work, we investigated the domain specialization of experts in large MoE models. Our
observations indicate that domain-specific experts play a crucial role in their respective domains and
can be effectively identified with a few demonstrations. Building on these insights, we proposed
a pruning strategy that leverages demonstrations from tasks within the same domain. Specifically,
we introduced EASY-EP, a simple yet effective pruning method that combines output-aware expert
importance assessment with expert-level token contribution estimation. Experimental results showed
that our approach maintained comparable performance while utilizing only half of the experts in
domain-specific settings and retained over 90% of the original performance in mixed-domain pruning.
We believe that our method can facilitate the deployment of large MoE models, particularly for
efficiently handling a high volume of samples within the same domain.

8 Limitation

Our work investigates the phenomenon of few-shot expert localization in large MoE models and
proposes a simple yet effective method for domain-specific expert pruning. We leave the investigation
of training to further enhance the pruned model’s performance, particularly in balancing in-domain
and out-of-domain capabilities, as future work, given our current focus on evaluating pruning
effectiveness under realistic resource constraints. We observed differing levels of robustness to expert
pruning between reasoning-oriented (DeepSeek-R1) and non-reasoning models (DeepSeek-V3-0324).
While this trend is noteworthy, further validation on a broader range of architectures is needed to
strengthen the generality of this observation.
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A Expert Overlap Across Domains

To further analyze the overlap of top experts across different domains, we select AIME-2023,
LiveCodeBench-V3, and GPQA as calibration sets and select top experts with gating scores. Sub-
sequently, we compute the overlap ratio of Top-M experts (M € {1,2,4,8,16,32,64,128}) and
expert overlap across different layers, which are shown in Figure[5] We can observe that the experts
with the highest gating scores differ significantly across different domains, and as the number of top
experts increases, the overlap ratio increases. Additionally, in the lower layers, there is a higher over-
lap among experts with significant gating scores across different datasets, but this overlap becomes
relatively lower in the middle and deeper layers. This indicates that experts in the lower layers tend
to focus on general capacities, while as the network depth increases, they gradually specialize in
handling knowledge from distinct domains.

Overlap Ratio of Different Number of Top Experts Overlap Experts in Top-16 Experts Overlap Experts in Top-128 Experts
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Figure 5: Left: Overlap ratios of Top-M experts with different /. Middle and Right: Overlap
experts in top-16 and 128 experts on different layers.

B Empirical Study with EASY-EP

To further illustrate the phenomenon of few-shot expert localization, we analyze it with the expert
scores (as discussed in Equation[3)) from our proposed EASY-EP method in place of the gating scores.

B.1 Expert Specialization Across Domains

Distinct Expert Distribution Across Domains. We compute the overlap ratios of the top experts
identified by our method and visualize them in Figure [6] Similar to previous observations, large
differences in expert distribution still exist across different domains. However, the expert overlap
between domains is larger than that of experts identified by gating scores. This may be because our
method identifies experts not only frequently activated within a domain but also those who contribute
more than other experts in residual connections. The latter may be more similar across different
datasets, thus leading to higher overlap.

Impact of Removing Domain-Specific Experts. Similarly, we remove experts whose score, as
calculated by our method, falls within the top-128 for a single domain but not for any other. As shown
in Table[/] removing these in-domain experts leads to larger performance degradation than out-of-
domain experts. However, compared with pruning with gating scores, the performance degradation is
less severe. We speculate this is due to the higher overlap among the top experts identified by our
method, resulting in a smaller pruning ratio.

B.2 Expert Locality Within One Domain

Effect of Calibration Set Size. We present the overlap ratios of top-128 experts selected via our
method with different numbers of demonstrations. As shown in Figure [/| (Left), as the number of
demonstrations increases, the identified domain-specific experts gradually become stable. For 25-shot
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Figure 6: Overlap ratios of experts with top expert scores computed with our methods on different
datasets.

Table 7: Results of removing domain-specific experts with EASY-EP.

Domain AIME24 GPQA LiveCodeBench

Full 77.08 70.91 63.32
Math  72.67 (-3.41) 73.17 (+2.26)  64.22 (+0.90)
Code  76.67(-041) 72.93(+2.02) 62.27 (-1.05)
Science  76.00 (-1.08) 5823 (-12.68) 64.97 (+1.65)

pruning, it can achieve the overlap ratio of 93% with 10-shot pruning, further demonstrating the
feasibility of few-shot domain-specific expert pruning.

Consistency of Expert Activation Across Datasets. Figure[7](Right) illustrates that the top-128
experts identified by our method exhibit consistent overlap ratios across different datasets within the
math domain. Our method not only presents expert consistency over different datasets similar to
the gating score metric, but also yields significantly higher overlap ratios. We hypothesize that our
approach is more adept at identifying experts of true domain-wide significance, as opposed to those
who are only important in a single dataset due to the dataset-specific differences.

Overlap of Top-128 Experts with Different Number of Shots Overlap of Top-128 Experts on Different Datasets 1.00
L]
N
1 €4 100 0.90 0.89 091 0.95
<
< 0.90
o
5 E 1 090 1.00 0.90 0.88
3 2 0.85
172} <3
A
= = 4 0.80
25 sS4 089 0.90 1.00 0.88
< 0.75
n
a
100 0.88 0.93 1.00 E 1 091 0.88 0.88 1.00 0.70
=
o)
1 5 25 100 AIME23  AIME24 AIME25 HMMT-25 0.65
# Shots # Dataset

Figure 7: Left: Overlap ratio of top-128 experts identified by EASY-EP with different numbers of
demonstrations. Right: Overlap ratio of top-128 experts identified by EASY-EP pruned with different
math datasets.
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Relationship Between Different Metrics of Experts Similarity between Input and Output of Routed Experts
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Figure 8: Left: Gating scores and averaged product of gating value and L2 Norm of expert outputs.
Blue/red dots indicate experts in top-128 gating scores gfyt; blue/yellow dots denote experts in top-128
expert importance ¢! ,; black dots indicate neither. Right: Consine similarity between representations

before and after incorporating the outputs of the routed expert. The red box and green box indicate
high similarity and low similarity, respectively.

C Empirical Analysis of Components in EASY-EP

C.1 Output-Aware Expert Importance Assessment

To analyze the relationship between whether a large gating score gé’t ensures a large product of gating

scores and L2 norm of expert output gé)tHeé)t , we visualize the relationship of top-128 experts
selected by the two metrics. As shown in Figure [] (Left), despite a significant degree of overlap
among experts, there still exist some experts who excel exclusively in a single, focused metric.
Although the gating scores of some experts are not large, the L2 norms of their outputs are larger
than others. This proves the necessity of considering experts’ outputs.

C.2 Expert-Level Token Contribution Estimation

Given one sample selected from AIME-2023, we first obtain representations before and after incor-
porating the outputs of routed experts in each layer of DeepSeek-R1 and compute the similarities
between them, as illustrated in Figure 8| (Right). We can observe that the similarities differ signifi-
cantly across tokens and layers. For some tokens at specific layers, skipping the expert module results
in minimal changes to the hidden states, with over 99% similarity between the input and output
representations (e.g., the 15th layer of the first tokens). In contrast, for certain tokens and layers (e.g.,
the 12th layer of the first tokens), the hidden states show substantial differences after expert routing.

D Experiment Details

As shown in the previous analysis in Section [3.2] datasets within the same domain can identify the
important experts on other datasets. Thus, for different domains and tasks, we select one dataset
as a calibration set, which is shown in Table E} For mixed-domain pruning, we choose the scores
calculated on each 25-shot calibration set and average the normalized scores as the final scores of
experts. For the evaluation of FinancelQ, we randomly select 1000 samples with the seed of 42 since
the test set is too large.

Additionally, all the experiments are conducted in one 8 x H200 GPU. We set the maximum context
length to 32K, the temperature to 0.6, and the top-p sampling value to 0.95 for most benchmarks
(temperature as 0.2 for LiveCodeBench). To ensure statistical reliability, most benchmark is evaluated
independently 5 times (32 times for math benchmarks), and we report the average performance of
pass@]1.
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Table 8: Calibration Set of Each Domain

Domain Calibration Set License

Math AIME 2023 cc-by-nc-sa-4.0
Coding  LiveCodeBench-V3 MIT

Science  GPQA-Main MIT

Agent Dev Set of AgentBench-OS  Apache-2.0 license
Finance Dev Set of FinancelQ MIT

Medical Dev Set of USMLE cc-by-nc-sa-4.0

E Analysis of Perturbation-based Pruning Method

Previous studies [6)[7] have proposed methods that utilize representation perturbation after expert
pruning to determine which experts should be removed. In NAEE [6], identifying the optimal subset

of experts requires C%/ evaluations, where N and N’ represent the original and target numbers
of experts, respectively. In CD-MoE [7]], a greedy search algorithm selects the expert to retain
based on minimal representation perturbation through a rolling mechanism, requiring N (N + N”)/2
evaluations. For DeepSeek-R1, which has 256 experts and a target expert count of 128, these methods
require over 107° and 24768 evaluations per layer, respectively. Thus, the perturbation-based methods
are not affordable for MoE models with a large number of experts. Conversely, our method only
requires one forward operation to identify critical experts, which is cheaper and more suitable for
large MoE models.

F Further Experimental Analysis

F.1 Experiments with Qwen3-30B-A3B

To further demonstrate the effectiveness of our method, we evaluate the performance of Qwen3-30B-
A3B with different expert pruning methods. Specifically, the expert number of the model is pruned
from 128 to 64. As shown in Table[9] our method can achieve significantly better performances than
other methods, which demonstrates the effectiveness of our method. Additionally, compared with the
DeepSeek series, it is harder to compress Qwen3-30B-A3B since it has no shared experts.

Qwen-30B-A3B AIME24 AIEM25 HMMT GPQA LiveCodeBench Averge

FULL 80.42 70.83 50.00 68.59 62.80 66.53
Random 0.00 0.00 0.00 23.23 0.00 4.65
frequency 13.33 10.00 0.00 61.11 14.00 19.69
Gating Scores 13.33 6.67 6.67 35.35 14.00 15.20
EASY-EP 72.92 61.25 38.75 63.13 46.30 56.47

Table 9: Experiments on Qwen3-30B-A3B.

F.2 Expert Overlap with Different Metrics

We calculate the pairwise overlap of the top-128 experts chosen by various metrics across three
datasets: AIME23, GPQA-main, and LiveCodeBench-V3. The results are presented as a heatmap in
Figure[9] Our analysis reveals that the experts selected based on gating scores and frequency exhibit
a remarkably high overlap, approximately 90%. However, the experts identified by our method show
significant divergence from these metrics, underscoring the influence of incorporating expert outputs
and residual changes in our approach. We posit that the large discrepancy among experts results in a
huge performance gap between models.
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Figure 9: Overlap of Top-128 Experts Selected via Different Metrics.

Model AIME24  AIME25
FULL 80.42 70.83
EASYEP 72.92 61.25

EASYEP w.o. reroute 73.33 63.33

Table 10: Performances of removing experts without rerouting.

F.3 Effect of Directly Removing Experts Without Reroute

In addition to our settings, where we remain the same number of activated experts, we also experi-
mented with computing the gating weights for each expert as normal and selecting them accordingly.
Then, for the pruned experts, we set their outputs to zero. Thus, to some extent, tokens that would
have been routed to the pruned experts are processed by fewer experts. We employ Qwen3-30B-A3B
for experiments and compare the performances with and without reroute, as shown in Table[T0] We
can observe that the performances slightly improve compared to the original version. In addition, it
can save computation due to the reduced number of activated experts, which can further accelerate
the inference speed.

F.4 Results of Pruning with Different Ratios at Different Layers

To further investigate the pruning performance of our method, we employed layer-wise dynamic
pruning. Specifically, we first normalized the expert scores for each layer and ranked all experts
across all layers. Subsequently, we pruned the top experts using different pruning ratios. As shown
in Table [TT] we observe that employing layer-wise dynamic pruning does not always lead to better
performance, and the performance on LiveCodeBench even drops significantly. In addition, the
dynamic compression ratio leads to deployment difficulties, as it requires different numbers of experts
for each layer. Thus, we suggest just employing a fixed pruning ratio across all layers.

Table 11: Performance comparison of EASY-EP with and without employing layer-wise compression
ratios.

Model Ratio Layer AIME2024 GPQA LiveCodeBench

0.5 x 79.17 70.12 61.11

0.5 v 79.33 65.15 4431
DeepSeek-R1 0.25 x 72.67 67.47 42.51

025 v 65.33 66.16 28.74

0.5 x 55.21 65.25 46.71

0.5 v 58.67 62.63 38.23
DeepSeek-V3-0324 o5 5312 5735 27.99

025 v 58.67 60.10 21.56
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F.5 Throughput with Different Lengths

To further explore the throughput changes on pruning models, we consider three additional length
settings: (1) /K+4K: 1K input length and 4K output length; (2) 4K+/K: 4K input length and 1K
output length; and (3) 4K+4K: 4K input length and 4K output length. Figure [T0] (Right) presents
results for the other settings. Compared with /K+I/K, either increasing the length of input or
output leads to lower throughput and throughput acceleration after pruning. Additionally, in long
output scenarios with an equivalent total sequence length, the 128-expert configuration achieves a
significantly higher acceleration ratio (2.91 x under the /K+4K setting, compared to 2.52x under the

4K+ 1K setting).

Throughput with Different Number of Experts

6000

. 4
. 128 4960
256

3000

Total Thoughput (Token/s)

1K, 4K 4K, 1K 4K,4K
Length Settings

Figure 10: Total throughput across different numbers of experts.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

¢ You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.
* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We provide the main claims in abstract and introduction.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We include Limitation section in Appendix A.
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Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: We have no aussmptions and proof of theoretical result.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have provided the information to reproduce the results in Section 5.1 and
Appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.
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* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: Our code is available at https://github.com/RUCAIBox/EASYEP.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We give experiment settings in Section 5.1 and Appendix.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:
Justification: The paper does not provide this.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide the computer resources in Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.
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0.

10.

11.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The paper respect with the NeurIPS Code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.
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* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite existing papers and URLs. We also point out their license in Table 8.
Guidelines:

» The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We will release the code and documentation after our paper has been accepted.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.
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Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: We only employ LLMs for polishing our writing.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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