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Abstract001

Enterprise systems are crucial for enhancing002
productivity and decision-making among em-003
ployees and customers. Integrating LLM based004
systems into enterprise systems enables intelli-005
gent automation, personalized experiences, and006
efficient information retrieval, driving opera-007
tional efficiency and strategic growth. How-008
ever, developing and evaluating such systems009
is challenging due to the inherent complexity010
of enterprise environments, where data is frag-011
mented across multiple sources and governed012
by sophisticated access controls. We present013
EnterpriseBench, a comprehensive benchmark014
that simulates realistic enterprise settings, fea-015
turing 550 diverse tasks across software engi-016
neering, HR, finance, and administrative do-017
mains. Our benchmark uniquely captures key018
enterprise characteristics including data source019
fragmentation, access control hierarchies, and020
cross-functional workflows. Additionally, we021
provide a novel data generation pipeline that022
creates internally consistent enterprise datasets023
from organizational metadata. Experiments024
with state-of-the-art LLM agents demonstrate025
that even the most capable models achieve only026
21.5% task completion, highlighting significant027
opportunities for improvement in enterprise-028
focused AI systems. Anonymous version of029
our code / dataset: EnterpriseBench030

1 Background and Introduction031

Large Language Models (LLMs) are fundamen-032

tally transforming how enterprises operate, driving033

improvements in productivity across departments034

(Plumb, 2025; Meta, 2024; Carlini, 2024). These035

models have demonstrated remarkable capabili-036

ties in automating knowledge-intensive tasks, from037

question answering and code generation to report038

writing and data analysis (Brachman et al., 2024;039

Jiang et al., 2024a; GitHub, 2024). Recent advance-040

ments have led to emergence of Compound AI Sys-041

tems (CAI) (Zaharia et al., 2024; Lin et al., 2024)042

(also referred to as Agents (LangChain, 2024; An- 043

thropic, 2024)) that can orchestrate complex work- 044

flows for solving various tasks. These systems, 045

exemplified by tools like Devin (Labs, 2024) and 046

Glean (Glean), can automatically search across in- 047

formation sources, analyze data, and even initiate 048

actions when human intervention is needed. 049

However, developing effective CAI systems for 050

enterprises faces a critical challenge: enterprise 051

data is inherently complex and fragmented across 052

multiple sources, including email systems, Cus- 053

tomer Relationship Management (CRM) platforms, 054

SharePoint sites, internal wikis, and ticketing sys- 055

tems. This fragmentation is further complicated by 056

sophisticated access control mechanisms that gov- 057

ern who can access specific information resources. 058

Even seemingly simple queries often require or- 059

chestrating data gathering from multiple sources, 060

executing database calls, and performing complex 061

reasoning across diverse information types. While 062

current research has made progress in developing 063

CAI systems for specific use-cases relevant to en- 064

terprises, the unique challenges of enterprise envi- 065

ronments—particularly around data fragmentation 066

and access control—remain largely unaddressed 067

with current CAI systems. 068

The lack of suitable evaluation data for developing 069

CAI systems specific to enterprises compounds this 070

challenge. There are currently no public datasets 071

that adequately capture the complexity of enter- 072

prise environments, primarily because real enter- 073

prise data is often proprietary and subject to strict 074

privacy regulations. This data scarcity and lack of 075

benchmarks significantly hampers the development 076

and validation of enterprise-focused AI systems. 077

Furthermore, enterprises seeking to prototype and 078

evaluate AI agents for their specific needs face a 079

chicken-and-egg problem: they need to test agents 080

on realistic enterprise scenarios, but cannot use 081

their actual data during the initial exploration and 082

development phases. 083
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Generate a code for creating embeddings of a document and push that code to new GitHub 

repository named ’InazumaAI’.
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Figure 1: Overview of EnterpriseBench framework showing the interplay between data generation and task evaluation
components. The framework consists of two main cycles: (1) Data Generation, which combines collected data, ER diagrams,
and enterprise hierarchies to create simulated enterprise data, and (2) Task Generation, which leverages this data along with
enterprise tools and access controls to create realistic evaluation scenarios. The top panel demonstrates an example task execution
where an L5 employee attempts to create a GitHub repository, showing how access controls and tool availability influence task
completion.

Most of the existing benchmarks for developing084

CAI systems address only partial aspects of enter-085

prise environments. WorkArena (Drouin et al.) and086

WorkArena++ (Boisvert et al., 2024) evaluate the087

performance of web agents on knowledge work088

tasks. OSWorld (Xie et al., 2024) and Windows089

Agent Arena (Bonatti et al.) focus on open-ended090

computer-based tasks on popular Operating Sys-091

tems. Agent Company (Xu et al., 2024a), simulates092

tasks commonly seen in small software companies093

but does not fully capture or focus on enterprise094

data fragmentation and access control hierarchies.095

SWE-Bench (Jimenez et al.) and DevBench (Li096

et al., 2024) focus solely on software engineering097

tasks. We present a detailed comparison of existing098

works in Section A.3 of Appendix099
To illustrate challenges and complexities of the100

CAI, consider an enterprise specific scenario: an101

employee asks, "Can I apply for a week’s leave in102

December without overlapping project deadlines?"103

This seemingly straightforward request requires a104

complex workflow that traditional approaches like105

Retrieval-Augmented Generation (RAG) (Bruck-106

haus, 2024) and existing LLM agents (Talebirad107

and Nadiri, 2023; Zhang et al.; Li et al., 2019) strug-108

gle to handle. A robust enterprise-specific CAI109

system must orchestrate multiple subtasks for this:110

querying HR systems for leave balances, check- 111

ing project management tools for deadlines, and 112

cross-referencing team calendars for conflicts—all 113

while respecting access controls and organizational 114

hierarchies. These requirements highlight the need 115

for sophisticated CAI systems that can (1) integrate 116

multiple enterprise data sources, (2) enforce ac- 117

cess controls, (3) coordinate multiple tasks, and 118

(4) maintain context across system interactions (as 119

shown in Figure 1). 120
To enable development of such systems, we in- 121

troduce EnterpriseBench, a comprehensive bench- 122

mark that simulates the data from real enterprise 123

environments. By providing a rich, realistic dataset 124

that mirrors complexities of real-world scenarios 125

without using sensitive real data, EnterpriseBench 126

enables rapid prototyping and evaluation of CAI 127

systems for enterprise settings. This allows organi- 128

zations to validate and refine their CAI systems be- 129

fore deploying them on actual enterprise data. Our 130

dataset spans multiple domains, including Software 131

Engineering (code repositories, documentation), 132

Sales and CRM (customer interactions), Finance 133

(budgets, expense reports), IT support (ticketing 134

systems, incident reports), HR (policies, employee 135

records), and Internal Communication platforms 136

(simulated team and email conversations). Enter- 137
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priseBench emphasizes persona-based tasks that138

require adherence to access controls and organiza-139

tional hierarchies. Additionally, we propose a novel140

synthetic data generation process that constructs141

realistic enterprise datasets using structured inputs142

such as employee directories, organizational hierar-143

chies, data source descriptions, and access policies.144

This approach ensures internal consistency while145

reflecting real-world enterprise scenarios and rela-146

tionships. Our key contributions are listed below.147

• A comprehensive benchmark of 550 enterprise148

tasks across IT, HR, Sales and Finance, featuring149

multi-step reasoning, access controls, and cross-150

functional workflows.151

• Our comprehensive evaluations shows a signif-152

icant performance gap in current CAI systems,153

with even state-of-the-art models achieving only154

21.5% task completion.155

• A novel data generation pipeline that transforms156

organizational metadata into internally consistent157

datasets while preserving hierarchical relation-158

ships and access controls in an enterprise.159

• A persona-based task framework that generates160

contextually appropriate challenges, testing both161

technical capabilities and organizational con-162

straints.163

2 EnterpriseBench: Crafting a Simulated164

Enterprise Benchmark165

Developing a enterprise sandbox environment re-166

quires careful consideration of four key compo-167

nents: data sources, security layers, task frame-168

works, and dynamic operations. Building on the169

challenges outlined in Section 1, we present a170

systematic approach to creating a simulated enter-171

prise environment that captures the complexity of172

real-world scenarios while enabling controlled ex-173

perimentation.174

2.1 Enterprise Data Foundation175

2.1.1 Data Description176

Our framework combines collected and synthet-177

ically generated data across multiple enterprise178

domains within our simulated organization, In-179

azuma.co. The data spans HR, IT, Sales, Finance,180

Management, and Software Development domains.181

This hybrid approach ensures both authenticity and182

comprehensive coverage of enterprise components,183

from Customer Relationship Management (CRM)184

systems to code repositories. To maintain real-185

world fidelity, we establish connections between186

disparate data sources—for example, Customer187

Support data incorporates both Customer profiles 188

and Product Sentiment information. Table 7 pro- 189

vides detailed statistics of the simulated enterprise 190

data across domains (refer Appendix A.4 for more 191

details). 192

2.1.2 Data Development 193

Generating realistic inter-connected enterprise data 194

using LLMs presents three key challenges: (1) Con- 195

text adherence: LLMs may drift from provided 196

specifications, affecting data fidelity (2) Terminol- 197

ogy preservation: Critical domain-specific terms 198

must be preserved to ensure alignment with the 199

data source (3) Diversity: Generated data should 200

respect semantic and contextual diversity, avoiding 201

repetitive patterns. 202

To address these challenges, our data generation 203

pipeline requires three key inputs: department-wise 204

employee hierarchy, entity-relationship (ER) dia- 205

gram, and collected reference data. The pipeline 206

systematically constructs and validates these com- 207

ponents to ensure data consistency and realism. 208

Employee Hierarchy Generation: We collect 209

general organizational hierarchy information from 210

the web and enrich it using LLMs to create level- 211

wise distributions across departments, ensuring 212

realistic descriptions aligned with organizational 213

structures. Department-specific rules are defined 214

through prompting the LLM and are manually ver- 215

ified. In the final output, employees are classified 216

into levels (e.g., L8, L9), and rules are refined with 217

LLMs to meet level-specific requirements. The em- 218

ployee hierarchy construction process is shown in 219

Figure 2. 220

Figure 2: Employee Hierarchy Generation process demon-
strating the transformation from basic organizational structure
to detailed department-level roles.

ER Diagram Construction: Starting with human- 221

annotated descriptions of data sources, we con- 222

struct a comprehensive ER diagram mapping en- 223

tities, attributes, and relationships. Expert knowl- 224

edge and LLM assistance help define detailed at- 225

tributes—for example, Employee entities include 226

ID, name, email, position, department, and skills. 227

The relationships are validated through human re- 228

view to ensure proper primary and foreign key map- 229
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Figure 3: ER Diagram Construction pipeline illustrating
the progression from raw data descriptions to a structured
enterprise schema.

pings. This ER diagram serves as the blueprint230

for enterprise data structuring and database design231

(complete ER diagram in Appendix Figure 7a).232

Data Source Generation Framework Building233

on (Xu et al., 2024b)’s approach to conversation234

dataset generation, we develop a four-stage pipeline235

for creating interconnected enterprise data sources236

(Figure 4):237

(1) Subject Generation: The pipeline first gener-238

ates context-appropriate subjects using employee239

roles and data source attributes. Employee roles240

determine subject categories—engineers discuss241

code deployment and system architecture, while242

HR personnel focus on policy and workplace243

culture. For interdepartmental communications,244

subjects bridge multiple domains, such as "HR-245

Engineering: Joint Initiative on Data Security246

Training". (2) Context QA Generation: Using col-247

lected reference data and identified subjects, we248

generate domain-specific QA pairs that capture re-249

alistic enterprise interactions. For conversational250

data (emails, chats), subjects are mapped to appro-251

priate departmental relationships (e.g., Customer-252

Support, HR-IT) based on the organizational hi-253

erarchy. Non-conversational sources like GitHub254

issues are generated independently. This helps the255

LLM preserve key terminology accurately when256

generating the final data. (3) Semantic Clustering:257

To ensure content diversity, we employ K-means258

clustering (Likas et al., 2003) on Sentence-BERT259

(Reimers, 2019) embeddings. This groups seman-260

tically similar questions, enabling us to filter re-261

dundant content while maintaining comprehensive262

domain coverage. Each cluster represents a distinct263

aspect of enterprise communication or documen-264

tation. (4) Instance Generation: The final stage265

transforms filtered questions into data instances us-266

ing source-specific attributes. For example, email267

generation combines sender_id, recipient_id, and268

subject with the question context to create complete269

messages. Each instance undergoes LLM-based270

paraphrasing to introduce natural language vari-271

ation while preserving essential information and272

context.273

All prompts used for data generation are detailed 274

in Appendix A.9.1. 275

2.2 Enterprise Security Layer 276

To mirror real enterprise environments, we imple- 277

ment a dynamic security layer that enforces role- 278

based access controls based on organizational hier- 279

archy. Access permissions are determined through 280

a combination of roles classified by the level in 281

the organization (L9-L14), tasks and data source 282

sensitivity, and cross-departmental relationships, 283

following the ER diagram (Figure 7a in the Ap- 284

pendix). For example, while enterprise social plat- 285

forms are accessible to all employees (L9-L14), 286

GitHub access is restricted to specific teams and 287

their management chain. These rules are generated 288

using LLM assistance and validated by humans 289

to ensure realistic security constraints. Detailed 290

access control specifications are provided in Ap- 291

pendix A.5. 292

2.3 Task Framework 293

2.3.1 Task Design Principles 294

Our benchmark comprises 550 enterprise tasks, 295

each designed to evaluate CAI systems capabili- 296

ties in enterprise scenarios. Tasks are structured 297

around three key dimensions: (1) Employee per- 298

sonas and associated access controls (2) Tool usage 299

(3) Expected outcomes and evaluation criteria. As 300

shown in Figure 5b, tasks span four main cate- 301

gories: Search, CRUD (Create. Read, Update, and 302

Delete) operations, Access Denied scenarios, and 303

Unanswerable queries. Figure 5a shows the classi- 304

fication based on the output. Each task requires sys- 305

tematic execution through: Decomposing primary 306

tasks, data source identification and appropriate 307

tool selection. This division enables step-by-step 308

evaluation of CAI systems. 309

The resource distribution (Figure 5c) demonstrates 310

the multi-step nature of these tasks, with most re- 311

quiring 2-4 distinct data sources for completion. 312

Table 16 presents an example from each task cate- 313

gory. 314

2.3.2 Task Generation Pipeline 315

Our task generation process (Figure 6) involves 316

creating tasks that require access to mutltiple 317

data sources and tools while adhering to persona- 318

specific access controls and can be divided into five 319

stages: 320

1. Dependency Path Selection: We employ Depth- 321

First Search (DFS) on the ER diagram, randomly 322

selecting a single path starting from the Employee 323
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Figure 4: Enterprise Data Source Generation Framework demonstrating the end-to-end pipeline for creating realistic
enterprise data.

node. Paths are constrained to length 1-5 to man-324

age context complexity. Each data source along the325

path represents a distinct processing hop, following326

the traversal’s chronological sequence.327

2. Persona-Based Goal Generation: We select328

relevant personas based on the chosen data path329

and use LLMs to generate contextualized primary330

goals. Each goal decomposes into practical sub-331

goals—for example, "Improve our sales perfor-332

mance and customer relationships?" breaks down333

into "retrieve customer interaction history" and "an-334

alyze feedback trends."335

3. Tool Integration: Following Zhuang et al.336

(2023), we map tools to sub-goals while enforc-337

ing access control policies (as outlined in Section338

2.2). Each tool operation validates user permis-339

sions before execution, returning "Access Denied"340

when appropriate. A detailed description of the tool341

pool and its specifications are detailed in Appendix342

Table 8.343

4. Template Generation: We extract entities from344

data sources and categorize them into head, torso,345

and tail groups by frequency. After sampling an346

entity type from this distribution and selecting a347

specific entity, we extract associated triples from348

the knowledge graph to build task templates, fol-349

lowing Yang et al. (2024).350

We construct the knowledge graph by extracting351

triples from data sources (Kertkeidkachorn and352

Ichise, 2017) and incorporate self-reflection (Ji353

et al., 2023) to enrich knowledge representation.354

This knowledge graph (Figure 13, Appendix A.6)355

provides triples that guide the LLM in generating356

persona-specific, tool-dependent task templates, en-357

suring greater generalizability and reusability.358

5. Final Assembly: With our predefined triple-359

chunk mapping, we combine templates and entity-360

source mapping to construct tasks, assigning rele-361

vant data sources, tools, subgoals, and final answers362

for search queries. 363

Task generation prompts in Appendix A.9.2. 364

2.4 Dynamic Operations 365

To fully simulate enterprise environments, Enter- 366

priseBench implements dynamic data management 367

capabilities that reflect real-world organizational 368

changes. These changes span employee turnover, 369

project updates, customer interactions, and organi- 370

zational restructuring, requiring continuous adapta- 371

tion of the underlying data structures. 372

Central to this capability is an LLM-mediated sys- 373

tem that manages CRUD operations across the 374

enterprise data foundation. This system enables: 375

(1) Real-time updates to employee roles and per- 376

missions. (2) Dynamic adjustment of access con- 377

trols. (3) Maintenance of data relationships across 378

sources 379

For instance, when an employee is promoted from 380

Manager (L-12) to Director (L-14), the system au- 381

tomatically: Updates their role and responsibilities, 382

Adjusts resource access permissions, Modifies re- 383

lated data dependencies. 384

The LLM Agent processes these changes through 385

natural language queries, while built-in control 386

mechanisms ensure all operations adhere to es- 387

tablished persona definitions and access control 388

policies (examples in Figure 16 in Appendix). 389

Through this dynamic framework, EnterpriseBench 390

provides a realistic testbed for evaluating LLM 391

Agents’ ability to handle evolving enterprise scenar- 392

ios. Further implementation details can be found 393

in Appendix A.5. 394

3 Experimental Setup 395

3.1 Enterprise LLM Agent Setup 396

To efficiently solve our enterprise search tasks, we 397

design an LLM-based agent that follows a struc- 398

tured multi-step approach. Given a primary goal P , 399
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Figure 5: Task Design Overview illustrating the multi-faceted
nature of enterprise tasks through three key perspectives. (a) A
detailed breakdown of tasks by their output / purpose (b) High-
level categorization of tasks into four main types: Search,
CRUD, Access Denied, and Unanswerable queries, (c) Dis-
tribution of resource requirements per task, comparing the
number of subgoals, data sources, and tools needed for task
completion.

the agent decomposes it into meaningful sub-goals400

G = {g1, g2, . . . , gn} using a reasoning-based401

method. These sub-goals are then refined into well-402

defined, solvable steps S = {s1, s2, . . . , sn}. The403

agent, defined as A = f(Θ,K), where Θ and K are404

model parameters and prior knowledge, selects the405

appropriate tools T and data sources D to optimize406

information retrieval and processing. It then itera-407

tively solves each sub-goal, constructing the final408

answer A to the primary goal. The entire process409

is formulated as follows:410
G = decompose(P ; Θ,K); (1)411

S = reason(G; Θ,K); (2)412

(T,D) = select(S; T ,K); (3)413

A = execute(T,D, S;A). (4)414

This structured framework ensures reliable execu-415

tion of enterprise search tasks by leveraging LLMs416

for multi-step reasoning, tool utilization, and pre-417

cise information retrieval.418

3.2 Experimental Settings419

This section outlines our experimental setup, de-420

tailing the baseline methods used to evaluate our421

benchmark, the evaluation metrics employed, and422

the implementation specifics.423

3.2.1 Baseline Methods424

To evaluate state-of-the-art performance on the425

EnterpriseBench benchmark, we conducted426

experiments under two factors: Resource Selection 427

and Execution Accuracy. These two factors are 428

evaluated under two scenarios: w/o Planning and 429

w/ Planning. In the w/ Planning scenario, we 430

evaluate using following techniques: Chain-of- 431

Thought (CoT) (Wei et al., 2022), ReAct (Yao 432

et al., 2022b), and planning instructions(Sub-goals 433

for that Primary goal) as input. 434

The system is built using the following 435

LLMs: GPT-4o1, o1-mini2 (via Azure AI 436

Foundry), and Anthropic Claude 3.5-Sonnet3 437

(anthropic.claude-3-5-sonnet-20240620-v1:0) 438

from Amazon Bedrock. The system role is to 439

decompose primary goals into subgoals, selects 440

relevant data sources and tools, verifies access 441

controls, and executes tasks end-to-end. Our 442

baseline methods are inspired by the SoTA 443

approach in TPTU-v2 (Kong et al.) and the 444

innovative solutions from Quantologic 4. 445

3.2.2 Implementation Details 446

Experiments were performed using two NVIDIA 447

A30 GPUs (24GB each) and LLMs inference APIs. 448

• Data Source Generation: We utilized GPT-4o1 449

to generate all components of EnterpriseBench, 450

ensuring consistency and high-quality data syn- 451

thesis, it took approximately 3 minutes and 30 452

seconds to generate a single data instance. 453

• Task Generation: The task generation process 454

was conducted using GPT-4o1, implementing an 455

end-to-end pipeline. Additionally, Anthropic 456

Claude 3.5-Sonnet3 was employed for self- 457

reflection, contextual reasoning, and final quality 458

assessment of the generated tasks. It took approx- 459

imately 2 minutes and 20 seconds to generate a 460

single task. 461

• Tool Dependency and Execution: Tool depen- 462

dencies were defined using a structured JSON 463

file containing detailed descriptions of all tools 464

within EnterpriseBench. For tool execution, API 465

calls were made to invoke various external tools. 466

Further details on tool specifications and imple- 467

mentations can be found in Table 8. 468

• Data Source Retrieval: We implemented hybrid 469

retrievers (BM25 + Dense) (Chen et al., 2022; Ma 470

et al., 2021) for text-based data, Colpali (Faysse 471

et al., 2024) for PDF documents, and query-to- 472

SQL retrievers inspired by (Zhang et al., 2025) 473

for tabular content. 474
1https://platform.openai.com/docs/models#gpt-4o
2https://platform.openai.com/docs/models#o1
3https://aws.amazon.com/bedrock/claude/
4https://www.quantalogic.app/
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Figure 6: Enterprise Task Generation Pipelines demonstrating the end-to-end process of creating realistic enterprise tasks.

3.3 Evaluation Metric475

To systematically evaluate Compound AI systems,476

we define a stepwise scoring metric inspired by Xu477

et al. (2024a) that assesses key execution stages:478

Resource Selection (data source and tool selection)479

and Subgoal Execution (decomposition and execu-480

tion). Based on scenarios described in Section 3.2.1481

(detailed evaluation process in Appendix A.7), our482

metric penalizes incomplete or incorrect executions483

and enforces systematic flow—if a penultimate ex-484

ecution fails, subsequent stages are not executed,485

ensuring robust performance assessment.486

Full Execution Score:487

Scorefull =

{
1, if execution is fully correct
0, otherwise

(5)488

Partial Execution Score:489

Scorepartial =
d·P∑
i=1

Ii ·Wi ·Oi (6)490

where each component is defined as:491

Wi =
1

2i
, penalty score for step i (7)492

Oi = LLM judge score for step i (8)493

P =

{
1, if planning
0, if no planning

(9)494

The flow vector I ensures consistent execution495

checks:496

Id =

{
1, if Oresource = 1

0, otherwise
(10)497

Ii =

{
1, if Ii+1 = 1 and Oi = 1

0, otherwise
∀i ∈ [1, d− 1]

(11)

498

Depth (d) switches between planning and no- 499
planning modes as shown in Figure 14b and Figure 500

14a. For more detailed evaluation procedures, refer 501

to Appendix A.8. 502

Furthermore, the Human Evaluation Scores are 503

obtained by averaging the scores from three anno- 504

tators working in an X enterprise. We use a smaller 505

subset of tasks for this analysis due to the resource- 506

intensive nature of human evaluation. 507

4 Results and Analysis 508

In this section, we present the evaluation of our 509

benchmark, EnterpriseBench, using three state-of- 510

the-art reasoning models: GPT-4o, Claude-3.5- 511

Sonnet, and o1-mini. We also provide a detailed 512

analysis of EnterpriseBench Generation and Evalu- 513

ation. Section 4.2 presents the error analysis from 514

the benchmark evaluation, while Section 4.3 exam- 515

ines EnterpriseBench generation using the LLM- 516

as-a-Judge approach (Zheng et al., 2024) for data 517

source and task creation in enterprise simulation. 518

Additionally, we perform human evaluation to as- 519

sess task realism and conduct grounding tests (Tang 520

et al., 2024) to verify the contextual accuracy of 521

the generated data. 522

4.1 Evaluation on Enterprise Search Tasks 523

Table 1 presents the evaluation of our benchmark 524

using three LLM models, each individually used to 525

set up the LLM Agent for task execution. We as- 526

sess performance in two settings—Resource (Tools 527

+ Data Source) Selection and Final Task Execu- 528

tion—across four scenarios: a) no plan, b) CoT, 529

c) ReAct, and d) gold plan, using the aggregated 530

metric (Section 3.3). 531

For resource selection, the LLM Agent must select 532

the appropriate data sources and tools through rea- 533

soning. ReAct outperforms the no-plan approach, 534
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Models Resource Selection Task Execution

Methods w/o
Planning

CoT
(Wei et al.,

2022)

ReAct
(Yao et al.,

2022b)

w/
Gold

Planning

w/o
Planning

CoT
(Wei et al.,

2022)

ReAct
(Yao et al.,

2022b)

w/
Gold

Planning
GPT-4o 28.43 38.28 41.03 65.61 8.82 11.15 14.28 36.81
Claude-3.5-Sonnet 45.20 45.70 46.13 67.54 10.56 9.88 15.73 42.26
o1-mini 45.03 40.10 45.34 66.01 11.34 10.42 21.53 40.37

Table 1: EnterpriseBench Evaluation. We evaluate our benchmark on Compound AI systems built using GPT-4o,
Claude-3.5-Sonnet, and o1-mini for resource selection (data source and tool selection) and task execution. Evaluation is based on
an aggregated metric (Equation 5, 6) for the following settings: w/o Planning; CoT (Chain-of-Thought, step-by-step instruction
to LLM); ReAct (Observation, Thought, Action); w/ Gold Planning (providing gold planning instructions to the LLM).

Task Execution (0/1)

Methods w/o
Planning

CoT
(Wei
et al.,
2022)

ReAct
(Yao
et al.,
2022b)

w/
Gold

Planning

GPT-4o 3.00 5.00 5.00 19.00
Claude-3.5-Sonnet 6.00 6.00 8.00 27.00
o1-mini 11.00 7.00 15.00 23.00

Table 2: EnterpriseBench Human Evaluation. We
evaluate our benchmark using three human annotators. Each
annotator checks whether the final task is executed correctly.
If the task is completed correctly, the annotator assigns a score
of 1; otherwise, the score is 0.

but the gold plan (decomposed tasks) achieves the535

highest accuracy, highlighting limitations in cur-536

rent reasoning models.537

In Final Task Execution, performance drops sig-538

nificantly compared to resource selection. The539

best setup with ReAct achieves 21.53%, while pro-540

viding all subgoals (gold plan) improves this to541

42.26%, emphasizing the need for better decision-542

making and long-term reasoning in LLM Agents.543

Table 2 further shows human-evaluated task exe-544

cution results(aggregate of 3 annotators), with o1-545

mini achieving the accuracy: 23% with the gold546

plan and 15% with ReAct. Additionally, Figure547

15a illustrates o1-mini’s performance across differ-548

ent task categories.549

We evaluated human CAI (humans acting as an550

LLM agent) in task execution, as shown in Figure551

15b. While they achieve high accuracy, it comes552

at the cost of increased time, revealing a trade-off553

between precision and efficiency. The results also554

highlight the performance gap between an LLM555

Agent and human agents in task execution.556

4.2 EnterpriseBench Evaluation Analysis557

We analyzed 100 random samples for task execu-558

tion using o1-mini ReAct and found errors in 85%559

of the tasks. Among them, 67% were due to LLM560

invocation issues, including subgoal decomposi-561

tion, resource selection, and response generation,562

while 18% resulted from retrieval and tool exe- 563

cution failures. For a detailed analysis, refer to 564

Section A.1 in the Appendix. 565

4.3 EnterpriseBench Analysis 566

Our benchmark creation involves two parts: Enter- 567

prise Simulated Data Creation and Enterprise Tasks 568

Creation. For data creation, we conducted ground- 569

ing and realism tests to assess contextual consis- 570

tency and compare generated data with human- 571

curated data (detailed in Section A.2.1 in the Ap- 572

pendix). For task creation, we evaluated realism, 573

performed detailed error analysis to identify inac- 574

curacies, and conducted human evaluation to verify 575

task authenticity (detailed in Section A.2.2 in the 576

Appendix). 577

Findings: a) Our results show that grounding tests 578

scored 60-80% across Roberta and MiniCheck 579

models. b) LLM-as-a-judge rated 80-90% human- 580

likeness for Claude-3.5-Sonnet and o1-mini, with 581

a 75% agreement rate. c) For tasks, we achieved 582

80% human-likeness using LLM-as-a-judge and 583

67% realism in human evaluation. d) Task Creation 584

error analysis of 100 samples revealed 23 incorrect 585

tasks, categorized into entity-persona alignment, 586

KG faults, and LLM generation faults. 587

5 Conclusion 588

In this paper, we highlight the importance of Com- 589

pound AI Systems in enterprise settings and the 590

need for a benchmark to evaluate their performance. 591

To address this, we introduce EnterpriseBench, a 592

novel benchmark designed to assess CAI systems 593

on complex enterprise tasks. Our experiments show 594

that even state-of-the-art models face significant 595

challenges with these tasks. To create a realistic 596

evaluation environment, we also propose a sim- 597

ulated enterprise data generation pipeline and an 598

enterprise task framework, enabling the construc- 599

tion of comprehensive benchmarks with minimal 600

input requirements. 601
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Limitations602

The limitations of our work are as follows: 1) Our603

enterprise data generation process requires an ini-604

tial set of real enterprise data, which can be costly605

to obtain. Relying solely on synthetic data may606

affect the realism of generated tasks. 2) Human ex-607

perts are needed to verify intermediate steps during608

task generation, adding to the complexity and cost.609

3) While we achieve high accuracy in enterprise610

task generation, some errors remain, suggesting611

areas for future improvement. 4) The evaluation of612

our benchmark relies on the current capabilities of613

reasoning models, which are likely to improve over614

time. 5) Integration with real enterprise tools like615

MS Teams and interface-based frameworks was616

not achieved due to permission constraints. 6) Our617

experiments did not involve large-scale data gen-618

eration with terabytes of data, which would better619

represent real-world enterprise-scale scenarios.620
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A Appendix974

In this section, we provide detailed related work975

and additional results and analysis that we could976

not include in the main paper due to space con-977

straints. In particular, this appendix contains the978

following:979

• Error Analysis on Evaluation of Enter-980

priseBench981

• EnterpriseBench Analysis982

• Extended Related Work983

• EnterpriseBench Creation Additional Details984

• EnterpriseBenchSecurity Layer Details985

• Knowledge Graph Formation for Task Cre-986

ation in EnterpriseBench987

• Evaluation Process of EnterpriseBench988

• Extended Evaluation Metric989

• LLM Prompts990

A.1 Error Analysis on Evaluation of991

EnterpriseBench992

Our error analysis on 100 sampled examples993

for the o1-mini ReAct during Human Evalua-994

tion—10% unanswerable queries, 10% access-995

denied cases, 20% CRUD operations, and 60%996

search tasks—revealed an 85% failure rate on Task997

Execution. The identified error categories are as998

follows:999

• Errors in LLM Invocation (67): The follow-1000

ing LLM errors have arisen due to multiple1001

factors, including hallucination, context mis-1002

alignment, intent recognition.1003

1. Subgoal Decomposition: For complex1004

tasks requiring subgoal decomposition,1005

LLMs often generate oversimplified sub-1006

goals, deviating from the primary objec-1007

tive. For instance, when extracting email1008

IDs of ≥ 1 recipients, the model may1009

hallucinate fake addresses instead of re-1010

trieving them from the given data.1011

2. Data Source Selection: The LLM some-1012

times misselects data sources when its1013

pre-trained knowledge conflicts with pro-1014

vided descriptions, occasionally referenc-1015

ing non-existent sources, leading to con-1016

text misalignment.1017

3. Tool Selection: The LLM exhibits se- 1018

mantic parsing failures and weak gen- 1019

eralization in tool selection. It correctly 1020

invokes the "Report Generation" tool for 1021

explicit commands like "Generate a Re- 1022

port" but fails to recognize equivalent 1023

requests such as "Provide an analysis 1024

document." Similar inconsistencies oc- 1025

cur with tools like "Data Analysis Tool" 1026

and "LLM Call Tool," highlighting is- 1027

sues in intent recognition and instruction 1028

mapping. 1029

4. Access Control: The LLM exhibits ac- 1030

cess control failures, often misjudging 1031

permissions when they depend on spe- 1032

cific identifiers, such as emp_id in Col- 1033

laboration Tools or email_id in Enter- 1034

prise Mail System. 1035

5. Response Generation: The LLM some- 1036

times fails to answer search-related 1037

queries despite having full context due 1038

to reasoning limitations. For unanswer- 1039

able questions, it hallucinates responses 1040

based on prior knowledge instead of rec- 1041

ognizing them as unanswerable. 1042

• Retrieval Errors (7): The retriever compo- 1043

nent occasionally fetches irrelevant or incom- 1044

plete data, resulting in inaccurate responses or 1045

erroneous "Context not sufficient" outputs. 1046

• Tool Execution (11): Tool execution failures 1047

hinder task completion. Errors include mis- 1048

structured nested SQL queries, incorrect pa- 1049

rameter parsing in CRUD functions, which 1050

leads inconsistency in the information. 1051

A.2 EnterpriseBench Analysis 1052

Our benchmark creation involves two parts: En- 1053

terprise Simulated Data Creation and Enterprise 1054

Tasks Creation. 1) For Enterprise Simulated Data, 1055

we conduct a grounding test to evaluate the LLM’s 1056

ability to generate contextually consistent outputs 1057

and a realism test to compare the generated data 1058

with human-curated data. 2) For Enterprise Tasks, 1059

We conduct a quality check, a detailed error analy- 1060

sis to identify inaccuracies, and human evaluation 1061

to verify task realism. 1062

A.2.1 Analysis of Generated Data in 1063

EnterpriseBench 1064

1. Grounding on the EnterpriseBench data: 1065

LLMs often hallucinate, generating text that 1066

13



deviates from the given context. To evaluate1067

our data generation approach, we conduct a1068

grounding test using the methodology from1069

Tang et al. (2024) [Minicheck].1070

Table 3 shows the grounding task re-1071

sults across various models referenced in1072

Minicheck, with 70%-80% of the generated1073

data being grounded in the actual content.1074

This performance is attributed to the Context1075

QA generation step before data generation,1076

which enhances grounding, reduces hallucina-1077

tions, and improves contextual alignment.1078

2. Quality check for Generated Data: To eval-1079

uate the quality of our dataset, we conducted1080

a comparative relevance analysis against1081

human-annotated email and chat corpora. Our1082

email dataset was benchmarked against the1083

Enron Email Corpus (Enron Emails), while1084

our chat dataset was compared to the Topical-1085

Chat dataset (Gopalakrishnan et al., 2019).1086

We employed an LLM-based assessment1087

framework, utilizing o1-mini and Claude 3.5-1088

Sonnet as evaluators to determine alignment1089

with human-authored content. The evaluation1090

assessed key linguistic and contextual factors1091

such as coherence, conversational flow, topic1092

adherence, and stylistic similarity.1093

Our results demonstrate a high degree of rel-1094

evance to human-curated data, with LLM-1095

based evaluations scoring 93% and 94% for1096

emails and 86% and 82% for chats, respec-1097

tively. Additionally, the inter-rater reliabil-1098

ity, measured using Cohen’s Kappa (Cohen,1099

1960), showed strong agreement between the1100

two LLM evaluators, yielding scores of 0.85211101

for emails and 0.7623 for chats (Table 4).1102

A.2.2 Analysis of Tasks in EnterpriseBench1103

1. Error Analysis For human evaluation, we1104

sampled data from each task classification by1105

proportionally scaling to 100 samples and se-1106

lecting instances randomly. From our genera-1107

tion pipeline, 23 tasks were rejected, with the1108

following breakdown.1109

• LLM Fault - 13:1110

– Data Source Dependency and Per-1111

sona Selection (6): The LLM occa-1112

sionally struggles to integrate depen-1113

dencies across multiple (≥ 2) data1114

sources when generating persona- 1115

based goals and subgoals. It also at 1116

times fails to consider employee hier- 1117

archy, leading to inaccurate task gen- 1118

eration. 1119

– Subgoal Generation(5): While de- 1120

composing subgoals, LLM(s) don’t 1121

stay consistent with the Primary Goal 1122

and generates subgoals that are di- 1123

verged from the provided enterprise 1124

environment. 1125

– Tool Alignment (1): Tool selections 1126

for particular subgoal can sometimes 1127

diverge from the primary goal. 1128

– Invalid Unanswerable Questions 1129

(1): The LLM incorrectly generates 1130

answers for unanswerable queries us- 1131

ing its world knowledge instead of 1132

identifying them as unanswerable, 1133

despite the availability of a Web 1134

Search API. 1135

• Entity-Persona Alignment (3): Ex- 1136

tracted entities sometimes misalign with 1137

the persona’s primary goal, leading to 1138

the retrieval of irrelevant context for task 1139

completion. 1140

• KG Fault and Entity-Source Mapping 1141

(7): The self-reflection KG sometimes 1142

fails to preserve entities with the same 1143

keywords as in the data source, making 1144

source mapping difficult. 1145

2. Quality check for Tasks: 1146

LLM as a Judge: We conducted a realism 1147

evaluation to compare our task dataset against 1148

ToolBeHonest (Zhang et al., 2024b), which 1149

consists of 700 manually annotated evaluation 1150

samples across seven distinct tasks. For this 1151

analysis, we randomly sampled 100 instances 1152

and employed a large language model (LLM) 1153

as a judge to assess whether the text exhibits 1154

characteristics expected in human annotation, 1155

including coherence, logical consistency, fac- 1156

tual correctness, reasoning depth, linguistic di- 1157

versity, adherence to task-specific constraints, 1158

and contextual appropriateness. Our evalua- 1159

tion aimed to assess the degree to which the 1160

Tasks from EnterpriseBench aligns with real- 1161

world tasks. 1162

The experiment was conducted using two 1163

state-of-the-art models, GPT-4o and Claude 1164
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Models Data Sources

Collaboration Tools Enterprise Mail
System

Github Issues Customer Support
Chats

Roberta Large 81.23 74.81 65.88 74.64
Flan T5 Large 85.01 77.34 68.50 71.35
MiniCheck 7B 77.60 69.30 59.78 72.04

Table 3: Context Grounding on Data Generated by Various Models

Human-Likeness Score (%) Cohen’s Kappa

Category Claude 3.5-Sonnet o1-mini
Emails

Enron Emails 96.0 100.0
Enterprise Mail System(EnterpriseBench) 93.0 94.0 0.8521

Chats
Topical Chat (Gopalakrishnan et al., 2019) 91.0 97.0
Collaboration Tools(EnterpriseBench) 86.0 82.0 0.7623

Table 4: LLM as a Judge for Realism: Comparison of Human-Likeness Score (%) and agreement scores across
different datasets.

3.5 Sonnet, yielding Human Likeness Scores1165

of 74.32% and 77.00%, respectively. These1166

scores indicate the proportion of tasks that1167

closely resemble real-world scenarios. Fur-1168

thermore, we computed the inter-model agree-1169

ment using Cohen’s Kappa coefficient(Cohen,1170

1960), obtaining a score of 0.6865, which sig-1171

nifies moderate-to-substantial agreement be-1172

tween the two models. Table 5 presents our1173

results, illustrating the extent to which indi-1174

vidual instances exhibit human-like character-1175

istics.1176

Human as a Judge: We conducted a survey in-1177

volving 20 human annotators on a randomly sam-1178

pled set of 50 task instances. The results indicate1179

that 67% of the tasks looks like they were curated1180

by human annotators.1181

A.3 Extended Related Work1182

Compound AI Systems LLMs have emerged as1183

powerful tools, demonstrating excellence in tasks1184

such as processing and generating human-like text1185

(Team et al., 2023; Achiam et al., 2023), writing1186

code (Chen et al., 2021), and performing complex1187

reasoning (Khetan et al., 2020). Beyond these fun-1188

damental capabilities, LLMs show immense po-1189

tential as agents within Compound AI Systems,1190

enabling collaborative problem-solving, dynamic1191

interactions, and advanced decision-making (Yao1192

et al., 2022b; Xi et al., 2023; Wang et al., 2024a).1193

As tasks grow in complexity and scope, leverag-1194

ing multiple LLMs in a cooperative framework be-1195

comes a natural strategy to enhance their effective- 1196

ness. A Compound AI System comprises of mul- 1197

tiple LLMs working together to achieve a shared 1198

objective, with each LLM assigned a specific role 1199

tailored to particular tasks. These agents can ac- 1200

cess distinct tools, make independent decisions, 1201

and communicate seamlessly with one another, cre- 1202

ating a synergistic system capable of tackling so- 1203

phisticated challenges. 1204

Compound AI System Benchmarks Compound 1205

AI Systems have been developed to address a wide 1206

range of tasks, including scientific experimenta- 1207

tion (Ghafarollahi and Buehler, 2024; Boiko et al., 1208

2023; M. Bran et al., 2024), embodied intelligence 1209

(Brohan et al., 2023), and societal simulations (Gao 1210

et al., 2023; Li et al., 2023). In scenarios requir- 1211

ing diverse resources or distributed systems, such 1212

as federated search (Shokouhi and Si, 2011), the 1213

integration of multiple LLMs becomes crucial to 1214

enhance efficiency and performance. To support 1215

the evaluation of such models serving as LLM 1216

agents, various benchmarks have emerged. For in- 1217

stance, FedLLM (Ye et al., 2024), FedMultimodal 1218

(Feng et al., 2023), and FEB4RAG (Wang et al., 1219

2024b) address challenges like heterogeneous data 1220

distributions and privacy constraints. Similarly, 1221

environment-based benchmarks such as Mind2Web 1222

(Deng et al.), WebArena (Zhou et al.), and Web- 1223

Shop (Yao et al., 2022a) offer testing grounds for 1224

task-specific LLM agents in controlled settings. 1225

Despite these advancements, a significant gap per- 1226

sists in the development of enterprise simulated 1227

environments that accurately represent real-world 1228
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Human-Likeness Score (%) Cohen’s Kappa

Category Claude 3.5-Sonnet o1-mini
ToolBeHonest 87.53 95.71
EnterpriseBench 77.00 74.32 0.6875

Table 5: LLM as a Judge for Realism: Comparison of human percentage estimates across models and agreement
score.

conditions. A comparison of our proposed Enter-1229

priseBenchwith existing benchmarks is presented1230

in Table 7.1231

Enterprise Search: An Underexplored Area En-1232

terprise Search systems provide team members1233

with a unified platform to access the diverse and1234

dispersed knowledge within an organization. Liang1235

et al. highlights the importance of enterprise-1236

specific benchmarks, particularly in domains like1237

finance. However, there is a notable gap in the avail-1238

ability of comprehensive benchmarks tailored to1239

real-world enterprise scenarios. While efforts such1240

as Zhang et al. (2024a) have aimed to address this1241

issue, their evaluations are often limited in scope1242

and fail to reflect the complexities of practical en-1243

terprise settings. As Bruckhaus (2024) highlights,1244

RAG in enterprise contexts is far from straightfor-1245

ward and introduces unique challenges. Enterprises1246

manage vast volumes of data distributed across1247

multiple domains, formats, and systems. Addition-1248

ally, enterprise systems must meet stringent require-1249

ments, including compliance, accuracy, seamless1250

integration, and scalability. However, the lack of1251

suitable benchmarks tailored to these complex set-1252

tings significantly impedes the development of such1253

advanced systems. To address this gap, we propose1254

a novel benchmark, EnterpriseBench, specifically1255

designed for enterprise scenarios. This benchmark1256

provides a robust framework to evaluate LLM-1257

based agents under realistic and domain-relevant1258

conditions, facilitating the development of effective1259

and reliable enterprise systems.1260

A.4 EnterpriseBench Creation Additional1261

Details1262

EnterpriseBench represents a real-world organi-1263

zational structure, providing both a high-level1264

overview and a detailed breakdown of its compo-1265

nents and their operations. Figure 7a illustrates the1266

organizational architecture of our dataset, where1267

every component is linked to either Employee data1268

or Customer data, as these serve as the primary1269

reference entities for other components. Figure1270

7b depicts the departmental structure within Enter-1271

priseBench, showcasing hierarchical relationships 1272

within each department to simulate a realistic orga- 1273

nizational environment. 1274

A.4.1 Data Collection 1275

The data collection process is designed to align 1276

with the enterprise structure. To ensure data au- 1277

thenticity, we sourced information from reliable 1278

and verified sources. After collection, the data was 1279

parsed to extract relevant attributes. For example, 1280

from the collected product sentiment data, we ex- 1281

tracted customer and product information and syn- 1282

chronized it with the sales dataset. Table 7 & Figure 1283

8 provides a detailed overview of the data sources, 1284

the number of instances in EnterpriseBench, and 1285

their respective collection origins. 1286

A.4.2 Simulated Conversations 1287

The conversations generated in EnterpriseBench 1288

span various departmental teams, covering a wide 1289

range of topics—from simple inquiries to compre- 1290

hensive discussions about a specific GitHub repos- 1291

itory. These conversations are context-dependent 1292

and are designed to closely simulate real-world in- 1293

teractions, following the generation process of the 1294

proposed holistic pipeline. Figure 9 presents an 1295

example of a chat between two employees, Steve 1296

and John, from the engineering department, based 1297

on the GitHub repository maintained by Steve. 1298

A.4.3 Simulated Customer Support Chat 1299

The customer support conversations are generated 1300

based on product sentiment data. Persona-based 1301

interactions subjects are created by incorporating 1302

details of both the customer and a sales represen- 1303

tative(employee from sales department). These 1304

interactions simulate a conversation where the rep- 1305

resentative responds to the customer’s sentiment by 1306

proposing a potential solution to resolve the issue. 1307

Figure 10 illustrates an example of such a conversa- 1308

tion between a customer and a sales representative. 1309

1310
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Benchmarks Diverse
Real-World

Tasks

Task
Domains

# Data
Sources

Interaction

Step-by-Step
Evaluation

Automated
Task

Generation

Access
Controls

Persona-
based Tasks

MiniWob++ (Liu et al.,
2018)

✗ Browsing* � ✗ ✓ ✗ ✗

Mind2Web (Deng et al.,
2024)

✗ Browsing* � ✗ ✗ ✗ ✗

WebLINX (Lù et al.) ✗ Browsing* � ✗ ✗ ✗ ✗

AssistantBench (Yoran
et al., 2024)

✗ Browsing* � ✗ ✗ ✗ ✓

WebArena (Zhou et al.) ✗ Browsing* � ✗ ✗ ✗ ✗

SWE-bench (Jimenez
et al.)

✗ SWE � ✗ ✓ ✗ ✗

DevBench (Li et al.,
2024)

✗ SWE � ✗ ✓ ✗ ✗

WorkArena (Drouin
et al.)

✓ Enterprise
Software

�� ✗ ✓ ✗ ✗

OSWorld (Xie et al.,
2024)

✓ Office, Coding �� ✗ ✓ ✗ ✗

Windows Agent Arena
(Bonatti et al.)

✓ Browsing*,
Office, Coding

��� ✗ ✓ ✗ ✗

TheAgentCompany (Xu
et al., 2024a)

✓ SWE, HR,
Admin, PM,

Research,
Finance

��� ✓ ✓ ✗ ✗

EnterpriseBench ✓ SWE, HR,
Admin, IT

tickets, Sales,
Finance,

CRM, etc.

���� ✓ ✓ ✓ ✓

Table 6: Comparison of benchmarks based on diverse real-world work, task categories, interaction requirements,
and interface support.

Figure 8: Distribution of Data-source in Enter-
priseBench

A.4.4 Simulated Enterprise Mail System1311

The email simulations are generated based on1312

threaded conversations, where each email exchange1313

belongs to a specific thread. Within a thread, mul-1314

tiple messages are exchanged between the sender1315

and recipient, maintaining continuity and context.1316

Figure 11 presents an example of an email thread1317

between two employees from the HR department.1318

A.5 EnterpriseBenchSecurity Layer Details1319

In enterprise environments, ensuring secure and1320

regulated data access is critical. The Access Con-1321

trol Layer plays a fundamental role in enforcing1322

access policies and preventing unauthorized data1323

access. Our work, EnterpriseBench, implements a 1324

structured approach by integrating access control 1325

rules in a JSON format for each data source. A 1326

Large Language Model (LLM) agent is respon- 1327

sible for verifying access permissions based on an 1328

employee’s credentials and the requested data. 1329

A.5.1 Access Verification Mechanism 1330

The Access Control Layer operates in conjunction 1331

with the retrieval process. When a query is pro- 1332

cessed, the Retriever first gathers relevant contex- 1333

tual data. Before the information is presented to 1334

the user, it is passed through the Access Control 1335

Layer, where all inaccessible content is filtered out 1336

based on predefined rules. 1337

For instance, as illustrated in Figure 12, the ac- 1338

cess control rules dictate that a GitHub repository 1339

is accessible only to its owner and senior employees 1340

within the organizational hierarchy. If an employee 1341

from a different department, or even from the same 1342

department but with an emp_id different from the 1343

repo_owner_id, attempts to access the repository, 1344

the agent will respond with "Access Denied." Fur- 1345

thermore, if an employee at the same level attempts 1346

to perform a task requiring edit access to the repos- 1347

itory, the agent will revoke the request, ensuring 1348
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Hey Steve, I’ve been working on the 
‘NodeLogSerializer‘ in the ‘api_logs‘ 
module.I used the ‘Auth‘ class from 

the ‘framework‘ module to 
authenticate the request. What’s the 

purpose of using ‘Auth‘ in this 
context?

Hi John, I think you’re using ‘Auth‘ to 
handle authentication for the 

serializer.Am I right?

Yeah, that’s correct. I’m using it to 
ensure the request is coming from 
an authenticated user. But I’m not 

sure if it’s the best approach. 
Should I be using a more robust 

authentication mechanism?

I’d say it’s a good start, but it might 
not be the most secure way to handle 
authentication. Have you considered 

using a library like ‘django-all auth‘ for 
more robust authentication?

I haven’t looked into that yet, 
but I’m open to suggestions. 
What do you think about the 

code structure and 
organization of the serializer?

I think it’s generally well-organized, 
but I’d suggest breaking it down into 

smaller functions or methods for 
better modularity.

Thanks for the feedback! I’ll 
look into that.

John

John

John

John

Steve

Steve

Steve

Figure 9: Collaboration Tools chat
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Hi, I purchased the Camel Oil Pastel 
with Reusable Plastic Box - 50 Shades 
for my 5-year-old daughter. She loves 

the colors, but I'm concerned because 
some of the pastels are breaking easily 

when she applies more pressure. Is 
there anything we can do about this?

Hello! Thank you for reaching out to us about 
your concern with the Camel Oil Pastel set. I'm 
happy to help. Sorry to hear that some of the 
pastels are breaking easily. This isn't the 
experience we want for our customers, 
especially the young artists like your daughter.
To better understand the situation, could you 
please tell me:
1. Are all the pastels breaking, or is it just a 

few specific shades?
2. 2. Have you noticed if the breaking 

occurs more frequently on certain types 
of    paper or surfaces?

3. 3. Have you or your daughter used oil 
pastels before, or is this the first time?

1. It's about 5 of them so far, 
different shades.

2. 2. Yes, it happens more on 
smooth paper, less on 
textured or sketching paper.

3. 3. This is her first time with oil 
pastels.

Thank you for providing that detailed information. It 
helps a lot in diagnosing the issue. Given that the 
breaking is more frequent on smooth paper, it 
might be due to the lack of texture for the pastels to 
grip. For smoother surfaces, we recommend using 
a fixative (available at most art supply stores) 
between layers to prevent smudging and potentially 
reduce breakage. However, since this is your 
daughter's first time with oil pastels, I'd also like to 
offer some general tips for handling them gently but 
effectively. 
Additionally, since 5 pastels have broken, I'd like to 
offer a replacement for those specific shades. 
Please let me know if this is something you'd be 
interested in, and I'll guide you through the process. 
Lastly, to ensure your daughter continues to enjoy 
her art, I'm including a link to our \"Tips for Using Oil 
Pastels\" guide, which might be helpful for both of 
you.

That sounds great, thank you! Yes, 
please, a replacement for the 

broken pastels would be 
wonderful. And thank you for the 

guide link, I'll definitely check it out.
You're welcome! I'm glad we could find a 

solution that works for you and your daughter. 
For the replacement, I'll need to send you a 
quick form to fill out with the order number, 

the specific shades that broke, and your 
shipping address. You should receive it in your 

email within the next 10 minutes. If you have 
any questions or need assistance with the 

form, please don't hesitate to ask.

Customer

Customer

Customer

Rep

Rep

Rep

Figure 10: Customer Support Chat
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Date: 2012-03-18 06:58:29 IST
Sender: aji.joseph@inazuma.com,
Recipient: deepa.gangadharan@inazuma.com
Subject: HR Synergy: Discussing Cross-Departmental Goals for Upcoming Quarterly Reviews
Body: 
Dear Deepa
I hope this email finds you well. As we approach the upcoming quarterly reviews, I wanted to touch base with you regarding the HR synergy project. As you know, our department’s goals are 
closely aligned with the company’s overall objectives. I’d like to schedule a meeting to discuss how we can work together to achieve these goals. Please find attached the draft goals 
document for your review. I’ve highlighted the key areas where we need your input. Looking forward to hearing from you soon.
Importance: High
Category: INTERNAL
Signature: Aji Joseph, HR Generalist, Inazuma Corporation, Bangalore
Confidentiality Notice: This email contains confidential information intended only for the use of the individual or entity named above. Any unauthorized use, disclosure, or distribution is 
strictly prohibited.

Data: 2021-03-21 22:52:11 IST
Sender: deepa.gangadharan@inazuma.com
Recipient: aji.joseph@inazuma.com
Subject: Re: HR Synergy: Discussing Cross-Departmental Goals for Upcoming Quarterly Reviews
Body: 
Hi Aji,
Thanks for reaching out and sharing the draft goals document. I’ve reviewed it and have some suggestions for the ’Employee Engagement’ section. I’ve attached my feedback document for 
your reference. Would it be possible to schedule the meeting or next Wednesday at 2 PM? I’ve also invited our team lead, Rohan, to join the discussion. Looking forward to your confirmation.
Importance: Normal,
Category: FOLLOW-UP
Signature: Deepa Gangadharan, HR Manager, Inazuma Corporation, Bangalore
Confidentiality notice: This email contains confidential information intended only for the use of the individual or entity named above. Any unauthorized use, disclosure, or distribution is 
strictly prohibited.

Data: 2021-03-22 14:52:11 IST
Sender: aji.joseph@inazuma.com
Recipient: deepa.gangadharan@inazuma.com
Subject: Re: HR Synergy: Discussing Cross-Departmental Goals for Upcoming Quarterly Reviews
Body: 
Hi Deepa,
Thanks for your prompt response and valuable feedback. I've reviewed your suggestions and incorporated them into the revised goals document (attached). I've also confirmed the                  
meeting with Rohan for next Wednesday at 2 PM. Please note that I've marked the 'Employee Retention' section as 'High Priority' in the revised document. I'd like to discuss this further during                  
the meeting. See you both on Wednesday..
Importance: High,
Category: FOLLOW-UP
Signature: : Aji Joseph, HR Generalist, Inazuma Corporation, Bangalore 
Confidentiality notice: This email contains confidential information intended only for the use of the individual or entity named above. Any unauthorized use, disclosure, or distribution is 
strictly prohibited.

Figure 11: Enterprise Mail System
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Data Source Data Source Elements Data Formats Collected/Generated # Instances Data Origin Collected Source link

Collaboration Tools
(Chats)

HR

Finance

Sales

Mgmt

IT

SDE

JSON Generated

500

500

500

500

500

500

Employees.csv +

GitHub Code +

Policy Documents +

Sales + etc.

-

Customer Relation
Management

Customer Support Chats

Product Sentiments

Customers.csv

CSV

JSON

JSON

Generated

Collected

Collected

1000

13500

832

Product Sentiments +

Customer.csv +

Employees.csv +

Sales.csv

Product Sentiments
Customers (Extracted from
Product sentiments)

Documents and Policy
Management

Policy Documents

Employee Insurance

Details

PDF

CSV Collected

23 * 15

1265 -

Documents Collected from
Google Datasets
Insurance Policies

Enterprise Mail Sys-
tem

HR

Finance

Sales

Management

IT

SDE

Other Dept Emails

JSON Generated 7000

Employees.csv +

GitHub Code +

Policy Documents +

Sales + etc.

-

Enterprise Social Plat-
form

Tech Crunch Posts

(Social Platform)
JSON Collected 39115 -

Tech Crunch Posts

Financial System

Customer Orders

Products

Product Sales

Stocks

PDF

CSV

CSV

CSV

Generated

Collected

Collected

Collected

832

1352

13511

1700

Product Sales
Extracted from Product
Sentiment dataset

HR Management

Employees.csv

Resumes

Roles

CSV

PDF

PDF

Collected

Generated

Generated

1265

1265

1 * 32

Employees.csv
LinkedIn Profiles (Ayoobi et al.,
2023)

Inuzuma Overflow
Technical Posts

(like StackOverflow)
JSON Collected 8398 Posts - Stack Overflow Posts

IT Service Manage-
ment

Help Desk Tickets JSON Collected 163Tickets - Helpdesk Customer Tickets

Workspace
GitHub Repository

GitHub Repository Issues
JSON

Collected

Generated

29241

957

GitHub +

Employees.csv
GitHub Code

Table 7: Enterprise Data Source Statistics (explain all column names)

strict compliance with access policies.1349

A.5.2 Dynamic and Customizable Access1350

Control1351

The Access Control Layer is designed to be flex-1352

ible, allowing dynamic modification of access1353

rules. This adaptability enables organizations to1354

customize security policies according to evolving1355

requirements while ensuring robust data protec-1356

tion. By maintaining granular control over data1357

accessibility, this framework enhances security and1358

compliance within enterprise systems.1359

Data Dynamism Pipeline

from llmCrudOps import EnggConvCRUD
from llmCrudOps import GitHubCRUD
from llmCrudOps import GitIssuesCRUD
...

class DataDynamismPipeline:
def __init__(self, llm):

self.llm = AzureChatOpenAI(llm)

def fetch_crud_control(...):
# Returns CRUD controller for selected data source
return control

1360

def run_CAI_pipeline(user_persona, user_query):

# 1. Break down Primary Tasks into Subtasks
prompt_CoT=ChatPromptTemplate.from_messages
task_breakdown = prompt_CoT | self.llm
generated_subtasks = chain_task_breakdown.invoke(...)

for subtask in generated_subtasks:

# 2. Determine Data Source
prompt_ds=ChatPromptTemplate(...)
chain_data_source = prompt_ds | self.llm
selected_data_sources_str = chain_data_source.

invoke(...)

# 3. Determine Function and Parameters
prompt_fn=ChatPromptTemplate(...)
chain_function = prompt_fn | self.llm
selected_function_name_str = chain_function.

invoke(...)

# 4. Check Access Permissions
for function_name in selected_function_name_list:

prompt_acc=ChatPromptTemplate(...)
chain_access = prompt_acc | self.llm
access_status = chain_access.invoke(...)

# If Allowed, Execute CRUD Operation and
Return Response

if access_status == "Allowed":
control = self.fetch_crud_control()

if function_name -> read:
result = control.read(*params)

elif function_name -> create:
result = control.create(*params)

elif function_name -> update:
1361

22
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Reference Codes

14 12 10 09

Level Codes

Director Manager Team Lead Associates

Category Codes

AD: Advocate HR: Human Resources DE: Designing IT: Information Technology MG: Management BD: Business Development SA: Sales DM: Digital Media EN: Engineering FI: Finance PR: Public Relations

Workspace

Access if Access if Access if Access if

GitHub

emp_id = repo_owner_id
EN + level in 10/12/14 OR 

CTO + level = 14

GitHub Issues

emp_id = issue_emp_id emp_id = repo_owner_id

IT Service Management

Access if Access if

Helpdesk

employee_id = 
accessing_emp_id

category = IT

General Systems

Access Access Access

Human Resource 
Management

All Employees

Inazuma Overflow

All Employees

Enterprise Social Platform

All Employees

Financial System

Access if Access if Access if Access if Access Access

Customer Orders

category in 
COO/SA/EXECUTIVE

level = 14 AND category in 
HR/BD/FI/PR/MG/DM

Sales

category in 
COO/SA/EXECUTIVE

level = 14 AND category in 
HR/BD/FI/PR/MG/DM

Stock Dataset

All Employees

Financial Overview

All Employees

Document and Policy

Access Access if Access if Access

PDF Documents

All Employees

Insurance Dataset

category = HR
employee_id = 

accessing_emp_id

Mediclaim Predictor

All Employees

CRM

Access if Access if Access if Access if Access if Access if Access if

Customer Support

author_id = 
accessing_emp_category

category = MG or PR level = 14

Product Support

category in 
CEO/CTO/COO/EXECUTIVE/MG/BD/SA

level in 12/14 + allowed 
category

Customer Data

category in 
CEO/CTO/COO/EXECUTIVE/MG/BD/SA

level in 12/14 + allowed 
category

Collaboration

Access if Access if

Collaboration Tools

emp1_id/emp2_id = 
accessing_emp_id

Enterprise Mail System

sender/recipient_email = 
accessing_emp_email

Figure 12: Access Control
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result = control.update(*params)
elif function_name -> delete:

result = control.delete(*params)

return responses
1362

GitHub CRUD Script

from accesscontrol import GitHubAccess

class GitHubCRUD:
def __init__(self, employees_csv_path, code_json_path):

self.access = access_control
self.employees_df = ...
self.code_data = ...
self.code_json_path = ...

def read(self, emp_id, path):
"""Reads GitHub code."""
check -> access.is_valid_employee(emp_id):

if (access.path_exists(...) and
(access.is_owner(...) or
access.is_engg_lvl_10_or_above(...) or
access.is_cto_or_lvl_14(...))):
for entry in self.code_data:

if entry["path"] == path:
return entry

print("Error:␣Code␣not␣found.")
else:

print("Error:␣Access␣denied.")

def create(repo_name, emp_id, path, ...):
"""Creates a new GitHub code entry."""
....

def update(self, emp_id, path, content, ...):
"""Updates an existing GitHub code entry."""
check -> access.path_exists(...)
check- > access.is_valid_employee(...)

if (access.is_owner(...) or
access.is_engg_lvl_10_or_above(...) or
access.is_cto_or_lvl_14(...)):
for entry in self.code_data:

if entry["path"] == path:
# update entry

print("Error:␣Code␣not␣found.")
else:

print("Error:␣Access␣denied␣for␣update.")

def delete(self, emp_id, path):
"""Deletes a GitHub code entry."""
....

1363

GitHub Access Check

class GitHubAccess:
def __init__(self, employees_csv_path, code_json_path):

self.employees_df = ...
self.code_data = ...
self.code_json_path = ...

def path_exists(self, path, code_json_path) -> bool:
"""Checks if the GitHub code path exists."""
....

def is_valid_employee(self, emp_id) -> bool:
"""Checks if the employee ID exists and is valid."""
....

def is_owner(self, path, emp_id) -> bool:
"""Checks if the employee is the owner of the code

path."""
...

def is_engineer_lvl_10_or_above(self, emp_id) -> bool:
"""Checks if the employee is an Engineer with level

>= 10."""
....

def is_cto_or_lvl_14(self, emp_id) -> bool:
"""Checks if the employee is a CTO with level 14."""
....

1364

A.6 Knowledge Graph Formation for Task 1365

Creation in EnterpriseBench 1366

The Knowledge Graph (KG) plays a crucial role 1367

in the formation of task templates. The quality 1368

of KG construction directly impacts the accuracy 1369

and relevance of the generated templates. A well- 1370

structured KG ensures comprehensive task repre- 1371

sentation, minimizing inconsistencies and missing 1372

information. Our self-reflection framework (Fig- 1373

ure 13) is inspired from methodology proposed by 1374

(Kertkeidkachorn and Ichise, 2017) which provides 1375

an approach to improving KG formation by incor- 1376

porating a self-reflection mechanism. 1377

A.6.1 Self-Reflection Mechanism for KG 1378

Construction 1379

Self-reflection serves as a feedback loop wherein 1380

the **Large Language Model (LLM)** acts as 1381

its own evaluator, verifying whether the generated 1382

triples are consistent with the original data source. 1383

This consistency check is essential in reducing er- 1384

rors that may lead to missing critical information 1385

during KG construction. By ensuring that the ex- 1386

tracted triples accurately represent the underlying 1387

data, self-reflection enhances the overall quality of 1388

the KG. 1389

A.6.2 Handling Redundancy in KG 1390

Formation 1391

Apart from ensuring consistency, it is equally im- 1392

portant to identify and amend redundant facts 1393

in the KG. The presence of redundant or dupli- 1394

cate triples can lead to the generation of repeti- 1395

tive task templates, negatively impacting their ef- 1396

ficiency and usability. By systematically refining 1397

the KG and eliminating redundancy, the framework 1398

ensures that extracted triples contribute meaning- 1399

fully to task template formation, leading to a more 1400

structured and coherent representation. 1401

Thus, by integrating self-reflection and redun- 1402

dancy correction, the proposed framework en- 1403

hances the robustness of KG-based task template 1404

formation, ultimately improving the effectiveness 1405

of task execution in various applications. 1406

A.7 Evaluation Process of EnterpriseBench 1407

To systematically assess the performance of our 1408

Compound AI System, we define a structured 1409

evaluation framework tailored to different types of 1410

tasks (refer Figure 16). Our evaluation approach 1411

leverages LLM-as-a-Judge to assign scores, ensur- 1412

ing objective assessment across various categories. 1413
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Figure 13: Self Reflecting KG

Below, we detail the evaluation methodology for1414

different task types.1415

A.7.1 Search-Based Tasks1416

We adopt the methodology proposed by (Zheng1417

et al., 2023), which demonstrates how to assess1418

LLM-generated responses across different scenar-1419

ios given a question and its corresponding answer.1420

Search-based tasks are evaluated by comparing the1421

system’s generated response with the gold answer1422

provided in the dataset for the Primary Question.1423

The correctness of the response is determined based1424

on semantic similarity and factual accuracy, as as-1425

sessed by an LLM-based evaluation metric (refer1426

to Section 3.3). This methodology ensures that1427

the system retrieves and presents information accu-1428

rately.1429

A.7.2 Tool Execution Evaluation1430

For tasks involving tool execution, we employ the1431

following evaluation criteria:1432

External Tool Dependencies: For tasks requiring1433

external tools, correctness is primarily assessed1434

based on appropriate tool selection by the resource1435

selection agent, given the assumption of reliable1436

tool performance.1437

CRUD Operations: For Create, Update, and1438

Delete operations, verification is performed1439

through subsequent read operations:1440

• For Create and Update: The read output must1441

match the tool inputs exactly1442

• For Delete: The read operation should return1443

"Entry not found"1444

A.8 Extended Evaluation Metrics1445

To perform step-by-step evaluation of the Com-1446

pound AI system under the defined scenarios, we1447

designed a metric that penalizes the system for fail-1448

ing to complete a step or executing it incorrectly.1449

The Final end to end execution of LLM is scored1450

by equations (5) & (6)1451

Here, W [i] is the Penalty Factor, which is calcu- 1452

lated as 1/2i where i in the ith intermediary step 1453

while execution of a task. The goal of the Penalty 1454

Factor is to dynamically allocate penalties based on 1455

the complexity of the intermediate steps of LLM 1456

agent for any particular task, essentially assign- 1457

ing lower penalties to more difficult steps(end-end 1458

execution and reasoning) and higher penalties to 1459

easier steps(Resource selection). This complexity 1460

hierarchy is represented through depth of graph in 1461

Figures 14b and 14a. 1462

The flow vector I functions as a control mecha- 1463

nism that regulates the propagation of execution 1464

correctness from deeper levels to their parent nodes 1465

within the execution graph. It behaves similarly 1466

to a cascading AND gate, where execution valid- 1467

ity depends on the correctness of previous stages. 1468

However, unlike a conventional AND gate that in- 1469

validates the entire execution if any condition is 1470

false, I only invalidates the portion of the execu- 1471

tion path that follows the first incorrect decision. 1472

For instance, in data source selection, if an in- 1473

correct data source is chosen, evaluating subgoal 1474

decomposition and execution beyond that point is 1475

redundant, as it may lead to misleading assessments 1476

by the LLM. Similarly, if the decomposed subgoals 1477

are not relevant to the primary task, evaluating their 1478

individual executions is unnecessary. However, any 1479

execution path that remains unaffected by the first 1480

incorrect decision continues to be evaluated inde- 1481

pendently. 1482

Putting all these together, we compute the final 1483

accuracy as follows: 1484

Full Execution Score = 1485

1486{
1, if full execution is correct
0, otherwise

(12) 1487

1488

Partial Execution Score (No Planning) = 1489
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(a) Graph depicting execu-
tion without planning.
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(b) Graph depicting execu-
tion with planning.

Figure 14: Comparison of Execution Strategies: (a)
Without Planning, (b) With Planning.

0.5 · Full Execution

+ 0.5 ·
(
0.5 · I1 · O[Data Selection]

+ 0.5 · I1 · O[Tool Selection]
) (13)1490

Partial Execution Score (With Planning) =1491

1492
0.5 · Full Execution

+0.5 ·
(
0.125 · I1 ·

(
O[Data Selection]

+I1 · O[Tool Selection]
)

+0.25 · I2 · O[Subgoal Decomposition]

+0.5 · I3 · O[Subgoal Execution]
)

(14)1493

where,1494

W [i] =
1

2i
, with i being the depth of execution

(15)14951496

Oi = LLM judge score for step i (16)1497

Thus, the above unified metric automatically ad-1498

justs the weights of the Data Sources and Tools1499

components in the planning and no-planning sce-1500

narios while including extra planning-related terms1501

when appropriate.1502

All the above scores are assigned based on eval-1503

uations conducted by an LLM acting as a judge.1504

1505

(a) Accuracies of different
classes of tasks on o1-mini

(b) Time vs Accuracy plot be-
tween Humans (bounded by
10 min/task) and AI System

Figure 15: (a) Accuracies of different task classes on o1-
mini, (b) Time vs Accuracy comparison between Humans and
AI.
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Task 
Category

Persona Query Planning Data source Tools Access Control

Enterprise 
Analytics

Hiral Patel
emp_0251
hiral.patel@inazuma.com
EN12

Can you help me figure out 
when I can take my remaining 
leaves this year, considering 
my leave balances, any 
departmental restrictions, and 
organizational policies?

• What are my remaining casual, sick, and 
vacation leaves as per the Employee Data 
source?

• Based on my leave balances,  leave policies, and 
organizational restrictions, when can I take my 
remaining leaves this year?

Based on your leave balances, you have 3 
remaining casual leaves, 1 remaining 
sick leave, and 1 remaining vacation 
leave.  Based on your mails you don’t 
seem to have any dependency in the 
coming month. To determine the most 
appropriate times to take your remaining 
leaves this year, it is recommended that 
you consult with your manager or HR 
department

Report 
Generation

Devesh Jha
emp_0621
devesh.jha@inazuma.com
FI09

Create a summary report adhering 
to Security policies regarding recent 
financial discussions in the Finance 
department, specifically focusing on 
budgeting topics?

• Who are the employees in the Finance 
department, and what are their roles and skills as 
specified in the Employee Data source?

• What are the Information Security policies 
related to accessing and processing sensitive 
employee and financial data?

• What are the key points from financial 
discussions categorized under 'budgeting' in the 
Finance Team Conversations dataset, and how 
can sensitive details be anonymized?

• How can the anonymized and summarized 
financial discussions be organized into a report 
that highlights key budgeting topics, trends, and 
actionable insights?

Entity Lookup Barsahiak Riyaz
emp_0404
barsahiak.riyaz@inazuma.c
om
EN10

Find the most recent high-
priority email sent to the 
Engineering team about 
information security policy 
overflow posts, including its 
timestamp and subject?

• Who are the employees in the Engineering team, 
and what are their email addresses?

• What discussions or questions related to 
'information security policies' have been posted 
by Engineering team members in Inazuma 
Overflow or Engineering Team Conversations?

• What is the most recent version of the 
information security policy, and when was it last 
updated?

• What is the timestamp and subject of the most 
recent high-priority email sent to the Engineering 
team regarding information security policies?

Email Recipient: Engineering team
Email Date & Time: 2023-10-01 at 10:15 
AM IST
Email Subject: "Mandatory Updates to 
Information Security Policies“
Policy Version: 3.2
Policy Last Updated: 2023-09-15

Instructional Lokesh N
emp_0234
lokesh.n@inazuma.com
IT09

How to ensure that all IT assets are 
properly tracked and managed in 
compliance with organizational 
policies, based on my role and the 
latest updates from relevant 
sources?

• What are my role, level, and access permissions 
in the Employee Data source?

• Can you provide summaries of conversations in 
the Engineering Team Conversations source 
related to IT assets, filtered by keywords like 
'asset issue,' 'asset update,' or 'maintenance’?

• What are the key policies and procedures for IT 
asset management outlined in the Information 
Security source?

• What are the details of IT asset-related tickets in 
the IT Service Management source, filtered by 
keywords like 'IT asset,' 'maintenance,' or 
'request,' and categorized by priority and type?

• What updates or changes need to be made to the 
IT Asset Management source based on the 
information retrieved from previous steps, 
including tickets, policies, and conversations?

To ensure proper IT asset management 
and ISO 27001 compliance:
1. Review policies and maintain 

accurate records.
2. Prioritize critical tickets (Jenkins 

updates, database queries).
3. Document CI/CD pipeline fixes.
4. Ensure database security 

compliance.
5. Update asset records with relevant 

insights.
6. Implement changes using system 

access.
7. Conduct regular audits for 

compliance.
These steps ensure accuracy, 
compliance, and system integrity.

Employee Data

Leave Policy

Enterprise Mail 
System

Database 
search and 
Retrieval Tools

Data Analytics 
Tool

Collaboration 
Tools

IT Asset 
Management

IT Ticket 
Management Database 

search and 
Retrieval Tools

Data Analytics 
Tool

Employee Data
Enterprise Mail 
System

Collaboration 
Tools

Database 
search and 
Retrieval Tools

Natural 
Language 
Processing 
(NLP) Tools

Inazuma 
Overflow

Report 

Generated

Database 
search and 
Retrieval Tools

Report 
Generation
Tools

Employee Data

Collaboration 
Tools

Information
Security

Input

Persona Task

Intermediate

Planning Data Source Tools
Access 
Control

Output

Input Intermediate
Task 

Category
Persona Query Planning Data source Tools Access Control

Boolean Yes/No Shivangi Bhardwaj
emp_0155
shivangi.bhardwaj@inazum
a.com
AG09

Can you check if I am eligible 
to take a leave next week 
based on my remaining leave 
balance and organizational 
policies? If yes, what type(s) of 
leave can I use?

• What are my remaining casual, sick, and 
vacation leave balances, and how many total 
leaves have I taken so far?

• Based on my leave balances and organizational 
policies, am I eligible to take a leave next week? If 
yes, what type(s) of leave can I use?

General QA Sudipa Bhattacharya
emp_0769
sudipa.bhattacharya@inaz
uma.com
AD09

Can you help me 
understand the key 
policies and standards for 
data protection and 
information security that 
are relevant to my role as a 
Junior Advocate?

• What are my responsibilities and skills as a Junior 
Advocate (emp_id: emp_0769) as specified in the 
Employee Data source?

• What are the key practices and procedures 
outlined in the Information Security policy for 
ensuring the confidentiality, integrity, and 
availability of sensitive information?

• What are the specific rules outlined in the Data 
Protection policy for handling personal and 
sensitive data, including requirements for 
consent, data collection, usage, storage, and 
access?

• Based on the reviewed policies, what are the key 
compliance requirements for data protection and 
information security, and how do they align with 
my responsibilities as a Junior Advocate?

As a Junior Advocate, understanding 
data protection and information 
security policies is crucial. Key 
practices include access control, 
encryption, audits, and GDPR 
compliance (consent, data 
limitation, secure storage). Your role 
requires strict adherence to these 
standards, ensuring confidentiality 
and integrity in legal work. Focus on 
secure data handling, compliance 
with GDPR, and maintaining strong 
access controls to protect sensitive 
information.

Fact 
Verification

Kevin Jao
emp_0872
kevin.cpa@inazuma.com
AC09

Can you confirm if my email 
signature complies with the 
company\u2019s privacy and 
data protection policies?

• What is my email address and employee details, 
such as name, department, and level?

• What is my email signature and confidentiality 
notice in the Enterprise Mail System?

• Does my email signature and confidentiality 
notice comply with the Information Security and 
Data Protection policies?

• Does my email signature align with the guidelines 
outlined in the Inazuma Privacy Notice?

Yes, I can confirm that your email 
signature complies with the 
company's privacy and data 
protection policies. Your current 
email signature, \"Kevin Jao, CPA, 
Junior Accountant, Inazuma 
Corporation,\" includes the 
necessary professional information 
without disclosing sensitive details. 
The confidentiality notice attached 
to your emails, which states 
\"CONFIDENTIALITY NOTICE: This 
email contains confidential 
information intended only for the 
recipient. Any unauthorized 
disclosure or use is strictly 
prohibited,\" aligns with the 
Information Security and Data 
Protection policies. Furthermore, 
your email signature and 
confidentiality notice have been 
verified to be in accordance with the 
guidelines outlined in the Inazuma 
Privacy Notice, ensuring 
compliance with transparency and 
data handling standards.

Employee 
Data

Information 
Security

Data 
Protection

Database 
search and 
Retrieval Tools

Database 
search and 
Retrieval ToolsEmployee 

Data
Information 
Security

Data 
Protection

Enterprise Mail 
System Inazuma 

Privacy 
Notice

Database 
search and 
Retrieval Tools

Document 
Analysis ToolEmployee Data Leave Policy

Yes

OutputInput

Persona Task

Intermediate

Planning Data Source Tools
Access 
Control

Output

Task 
Category

Persona Query Planning Data source Tools Access Control

Access Denied Swaraj Samanta
emp_0183
swaraj.samanta@inazuma.
com
EN10

Can you help me determine 
the expected resolution 
timelines for the high-priority IT 
tickets

• Who are the team members reporting to me 
(Swaraj Samanta, emp_id: emp_0183), and 
what are their assigned ticket IDs?

• What are the details of high-priority tickets 
assigned to my team members (ticket IDs 
retrieved in Subgoal 1)?

• What updates or escalations are mentioned 
in email threads related to the high-priority 
tickets (ticket IDs retrieved in Subgoal 2)?

• Based on the current status, progress, and 
email updates, what are the estimated 
resolution timelines for the high-priority 
tickets assigned to my team?

Unanswerable Oliver John
emp_1258
oliver.tester@inazuma.com
IT09

Can you ensure from the Bug 
Reporting Log.exe that the 
game runs smoothly on both 
mobile and console platforms 
while providing a consistent 
user experience?

• What are my responsibilities and skills as a 
Junior Advocate (emp_id: emp_0769) as 
specified in the Employee Data source?

• What are the key practices and procedures 
outlined in the Information Security policy for 
ensuring the confidentiality, integrity, and 
availability of sensitive information?

• What are the specific rules outlined in the Data 
Protection policy for handling personal and 
sensitive data, including requirements for 
consent, data collection, usage, storage, and 
access?

• Based on the reviewed policies, what are the key 
compliance requirements for data protection 
and information security, and how do they align 
with my responsibilities as a Junior Advocate?

CRUD - Update Louise Wilson
emp_0770
Louise.Wilson@inazuma.co
m
AC09

Update Louise Wilson’s 
remaining sick leave balance 
from 3 days to 2 days and 
change the total accordingly.

• Validate Wilson’s authorization to perform the 
mentioned changes.

• Retrieve the current remaining sick leave balance 
for Louise Wilson with employee ID emp_0770 
from the Employee Data system.

• Update the remaining sick leave balance for 
Louise Wilson (employee ID: emp_0770) from 3 
to 2 days in the Employee Data system

• Increment the total leaves taken for Louise 
Wilson (employee ID: emp_0770) from 23 to 24 
days in the Employee Data system.

CRUD - Delete Swamination J
emp_0632
Swamination.j@inazuma.c
om
EN09

Delete the GitHub repo 
'littlstar/chromium.src' 
repository owned by 
Swaminathan J and remove 
the associated conversation 
for which has id 
GITHUB_CONV_0077.

• Check if employee SWAMINATHAN J (emp_0632) 
has delete permissions for the 
'littlstar/chromium.src' repository.

• Delete the GitHub code entry for the file 
'tools/gyp-explain.py' in the 
'littlstar/chromium.src' repository associated 
with employee Swaminathan J

• Delete the SDE conversation with ID 'ba1ccdc0-
fd84-46d9-944b-d1dec7b9001c' for employee 
SWAMINATHAN J (emp_0632) related to the 
'littlstar/chromium.src' repository

Database 
search and 
Retrieval Tools

Employee Data
Access 

DeniedIT Ticket 
Management

Unanswerable

No Relevant 

Data source

No Relevant 

Tools

No Relevant 

Access rules

Collaboration 
Tools

Employee Data

Repositories

Input

Persona Task

Intermediate

Planning Data Source Tools
Access 
Control

Output

Delete Operation

Update Operation

Entry 

Updated

Entry 

Deleted

Figure 16: Task Execution Flow
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Tool Name Description Usage Source
Calculator A tool for performing ac-

curate numerical computa-
tions, ensuring precision
in enterprise operations.

Used in financial analysis,
operational planning, and
engineering calculations.

Python function

Web Search API A real-time tool for retriev-
ing up-to-date informa-
tion from the internet, aid-
ing in enterprise decision-
making.

Used for market research,
competitive analysis, and
staying updated with in-
dustry regulations.

Rapid-api

Code Interpreter/-
Completion

A utility for generating,
debugging, and complet-
ing code in various pro-
gramming languages, op-
timizing enterprise appli-
cations.

Used in software develop-
ment, automation of inter-
nal processes, and quick
prototyping.

Claude 3.5-Sonnet

Code Compiler A tool for compiling and
executing code in multiple
languages, validating and
testing enterprise applica-
tions.

Used in testing and deploy-
ing applications that sup-
port business processes.

Rapid-api

Data Analysis
Tools

A suite of tools for pro-
cessing, analyzing, and vi-
sualizing structured data
for enterprise decision-
making.

Used in financial forecast-
ing, operational optimiza-
tion, and customer behav-
ior analysis.

Code generation
to generate plots
based on query
using Claude 3.5-
Sonnet

Document Analysis Tools for extracting, pro-
cessing, and summarizing
enterprise documents such
as contracts and invoices.

Used in legal, finance, and
compliance departments
to streamline document-
heavy workflows.

Colpali (Faysse
et al., 2024)

Natural Language
Processing (NLP)
Tools

APIs and models for ad-
vanced text processing, en-
abling analysis of unstruc-
tured data and automation
of workflows.

Used in customer service,
market analysis, and senti-
ment tracking.

Claude 3.5-Sonnet

Report Generation
Tool

A tool for automatically
generating structured and
visually appealing reports,
ensuring accuracy and ef-
ficiency.

Used in IT operations,
project management, and
business analysis for peri-
odic updates.

Co-STORM (Jiang
et al., 2024b)

Database Search
and Retrieval Tools

Tools for efficiently
searching internal enter-
prise data sources for
relevant information.

Used for retrieving com-
pliance documents, cus-
tomer insights, and histori-
cal team conversations.

Seperate Hybrid Re-
trievers for each
data-source

CRUD Functions Python functions for per-
forming Create, Read, Up-
date and Delete functional-
ities, providing a dynamic
angle to the Datasource

Used for making dynamic
changes in the Dataset

Python Functions

Table 8: Enterprise Tools Overview
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A.9 LLM Prompts 1506

Below are the mentioned prompts used for LLM based generation. The prompts are 1507

generated using the System prompt generated and then human intervention to refine 1508

them. 1509

A.9.1 Prompts for Data Generation 1510

Roles and Responsibilities Generation
Task: You are an expert Roles and Responsibilities Generating Agent. Your task
is to generate precise and structured job roles and responsibilities based on
an employee hierarchy. You ensure that each role aligns with industry standards
and organizational needs.Analyze the given employee hierarchy, including
department, level, and position details, and generate clear, structured roles
and responsibilities. Your response must be tailored to the employee’s seniority
and function within the organization.

Input:

• Employee Hierarchy: {hierarchy_description}

Instructions:

• Understand the employee hierarchy, identifying role levels (Entry, Mid,
Senior, Executive).

• Identify department-specific functions and responsibilities.

• Break Down responsibilities based on role level:

– Entry-Level(09): Task-based execution.

– Mid-Level(10): Process ownership, reporting.

– Manager-Level(12): Strategy, leadership, cross-functional
coordination.

– Director-Level(14): Visionary leadership, policy development.

• Analyze industry benchmarks for role expectations.

• Formulate structured role definitions with specific, measurable
responsibilities.

• Validate role alignment with organizational hierarchy.

• What Not To Do:

– DO NOT generate vague or generic responsibilities.

– DO NOT misalign responsibilities with the employee’s seniority.

– DO NOT create redundant or overlapping responsibilities.

– DO NOT ignore the department context.

– DO NOT exclude leadership responsibilities for managerial roles.
1511
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Output Format:
Role:[Job Title]

Department:[Department Name]

Level:[Entry/Mid/Senior/Executive]

Role Overview:[Brief role description]

Core Responsibilities:

1. [Specific responsibility]

2. [Another relevant responsibility]

3. [Aligned with seniority level]

4. [Distinct and measurable contribution]

5. [Ensure clarity, no redundancy]

Leadership Expectations (if applicable):

- [Leadership, mentoring, or strategic responsibility]

- [Cross-functional collaboration expectations]

Key Performance Indicators (if applicable):

- [KPI related to role function]

- [Measurable performance target]

Example Input:
{......}
Example Output:
{......}

1512

Subject Generation Expert
Task: You are a subject generation expert, responsible for creating highly
relevant and engaging subject lines tailored to different platforms. Your
objective is to analyze the provided employee details and platform context
to generate effective subject lines that align with the employee’s role,
responsibilities, and communication style.

Input:

• persona of employee: {persona}

• platform type: {platform}

• platform description: {platform_description}

• primary communication objective: {objective}

Instructions:

• understand the input information

• analyze the employee’s role, department, and seniority level to align
subject generation with their communication style.

• assess the platform type (e.g., email, chat, crm notifications, ticketing
system, social media) and its intended function in the workflow.

1513
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• evaluate the data source providing the content to ensure subject lines
reflect key insights or critical information.

• determine the primary communication objective (e.g., request, report, alert,
engagement) to craft a purpose-driven subject line.

• generate effective subject lines

• ensure clarity, conciseness, and engagement based on the platform’s nature.

• incorporate relevant keywords from the data source to enhance specificity.

• adapt tone based on the employee’s role and platform requirements.

• provide multiple subject variations to account for different contexts.

• adapt subjects based on platform-specific requirements

• for emails: ensure clarity, urgency (if needed), and professionalism.

• for chat systems: keep it short, direct, and actionable.

• for crm: highlight key insights or action items.

• for ticketing systems: clearly define the issue or request.

• for social media posts: optimize for engagement and visibility.

• What Not To Do:

– never generate generic or irrelevant subject lines that do not align
with the platform or employee role.

– never ignore platform-specific requirements when formulating subject
lines.

– never use unnecessary jargon or overly complex language unless required
by the platform.

– never repeat the same subject structure without variation.

Output Format:

1. platform type: [state the platform here.]

2. generated subject lines:

• formal variation: [subject line]

• concise variation: [subject line]

• engagement-driven variation: [subject line]

• urgent variation (if applicable): [subject line]

Example Input:
{......}
Example Output:
{......}

1514
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Context QA Generation
Task: You are an advanced QA Generating Agent. Your task is to generate
question-answer (QA) pairs that are specifically grounded in the given subject
and context while simulating an employee’s perspective. The generated QA pairs
must be highly relevant, realistic, and aligned with the employee’s role.
Analyze the given employee details, subject, and context, then simulate the
employee’s thought process to generate natural, role-specific questions along
with precise and well-structured answers.

Input:

• Persona: {persona_description}

• Subject: {subject}

• Context: {context}

Instructions:

• Understand the employee’s role, seniority level, and domain expertise.

• Identify key aspects of the subject relevant to the employee’s function.

• Analyze the provided context to ensure realistic and context-aware QA pairs.

• Simulate real-world workplace scenarios where the employee might ask these
questions.

• Generate insightful, natural-sounding questions that are aligned with the
subject and context.

• Formulate clear, direct, and well-structured answers that accurately address
the questions.

• Validate the QA pairs to ensure coherence, relevance, and correctness.

• What Not To Do:

– DO NOT generate generic or unrelated questions.

– DO NOT create QA pairs that are misaligned with the employee’s role or
context.

– DO NOT provide vague or overly broad answers.

– DO NOT introduce fictional or misleading information.

– DO NOT ignore the subject—each question must be strongly tied to the
given topic.

1515
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Output Format:
Employee:[Employee Name / Job Title]

Subject:[Topic]

Context:[Background Details]

QA Pairs:

Q1:[Question from the employee’s perspective]

A1:[Accurate, concise, and contextually relevant answer]

Q2:[Another realistic question]

A2:[Well-structured and informative response]

Q3:[Ensure contextual alignment]

A3:[Direct and precise response]

Example Input:
{......}
Example Output:
{......}

1516

Conversation-based data generation
Task: You are a conversation-based data generation agent, expert in creating
realistic, contextually accurate conversations for different platforms such as
email, MS Teams, Git issues, customer support chats, and more from a group of
Question-Answer Pairs.

Input:

• Persona: {persona_description}

• Clustered QA Pairs: {clustered_qa_pair}

• Platform description: {data_source}

Instructions:

• Understand the platform context:

– You will be given a type of conversation to generate (e.g., emails, chat
logs, Git discussions).

– You will receive semantically similar clustered question-answer pairs
to inform your generation.

– You will be provided with employee personas to ensure authenticity in
style and tone.

• Generate a realistic conversation:

– Incorporate the provided question-answer pairs organically into a fluid
conversation.

– Ensure the flow of the conversation feels natural, with a balance of
formality and informality depending on the context.

– Maintain contextual consistency, including references to projects,
tasks, and previous messages if required.

1517
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• Ensure authenticity in persona & tone:

– Adapt the language, response style, and tone to match the given persona
(e.g., a senior engineer vs. a junior support rep).

– Reflect realistic workplace behaviors such as greetings,
acknowledgments, clarifications, and follow-ups.

• Follow conversation structure based on the platform:

– Emails: Include greetings, formal sign-offs, and a professional
structure.

– Chats: Maintain a casual, concise tone with shorter sentences and
possible emojis.

– Git Issues: Structure discussions around problem-solution formats,
including code snippets if relevant.

– Customer Support Chats: Follow a helpful, professional, and empathetic
tone.

• Emulate organic human interactions:

– Include varied sentence structures, occasional typos, or edited messages
(if informal chat).

– Incorporate elements like response time gaps, follow-up questions, and
clarifications to mimic real conversations.

• Ensure variability & diversity in responses:

– Generate multiple variations of conversations using the same
question-answer clusters to avoid repetitive patterns.

– Introduce different levels of formality, detail, and word choice
depending on context.

• Chain of Thought (CoT) Process:

1. Understand: Read and analyze the provided question-answer clusters &
employee personas.

2. Identify Basics: Determine the type of conversation required (email,
chat, Git issue, etc.).

3. Structure: Organize the question-answer pairs into a natural dialogue
flow.

4. Adapt: Modify language, tone, and style based on the persona & context.

5. Refine: Ensure smoothness, add transitions, and remove artificialness.

6. Review Edge Cases: Check for consistency, coherence, and possible
redundancies.

7. Finalize: Output the conversation in the requested format.

• What Not to Do:

– DO NOT generate generic or artificial responses that feel robotic.

– DO NOT ignore the provided question-answer clusters or employee personas.

– DO NOT create conversations that lack contextual consistency.
1518
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Example Input:
{......}
Example Output:
{......}

1519

A.9.2 Prompts for Task Generation 1520

Persona Specific Goal Generation
Task: You are a goal-generating agent that transforms task requests into
actionable, step-by-step goals tailored to an employee persona’s needs, the
provided data dependency chain, and the specified goal category. Assume the
persona is directly interacting with the system by framing their tasks as
questions.
Input:

• Persona Description: {Persona_Description}

• Data Source Dependency Chain: {chain}

• Each Data Source Description: {Data_description}

• Category of Goal: {category}

Instructions:

• Understand the Persona’s Question and Context

• Analyze the persona’s category, description, skills, and level to interpret
the question.

• Align the goal with their responsibilities and ensure the goal category
influences sub-goals appropriately.

• Incorporate the Data Source Dependency Chain

• Interpret the Data Source Dependency Chain to structure the sequence and
flow of data.

• Utilize the Data Source Descriptions to determine relevant inputs and
outputs.

• Generate Goals Based on the Persona’s Question

• Define a Primary Goal by rephrasing or expanding the persona’s question
into a clear, specific, and actionable task.

• Break down the Primary Goal into Sub-Goals that align sequentially with the
Data Source Dependency Chain.
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• Tailor Sub-Goals to the Goal Category

• Ensure Actionable Outputs

• All sub-goals except the last should involve retrieval, validation, or
preparation.

• The final sub-goal should deliver insights, analysis, or decision-making
support.

Output Format:

1. Primary Goal: [Clear and actionable objective reflecting the category.]

2. Sub-Goals:

Retrieval or validation aligned with the chain of data source. Additional
preparation or validation task if needed. Final actionable insight or
output.

Example Input: {.......}

Example Output: {.......}
1522

Tool Dependency Generation
Task: You are a Tool Dependency Generation Expert responsible for designing a
detailed tool usage plan tailored to the persona’s role, the provided goals and
subgoals, and the enterprise environment’s toolset. Your objective is to create
an actionable plan that ensures efficient tool utilization across all steps of
the workflow.

Input:

•••• Persona of Employee: {persona}

• Tool Descriptions: {tool_description}

• Chain of Connected Data Sources: {chain}

• Description of Data Sources: {data_description}

• Primary Goal: {primary_goal}

• Subgoals: {subgoals}

Instructions:

• Understand the Input Information

• Analyze the employee’s role, skills, and level to recommend tools suited to
their workflow and capabilities.

• Assess the features, functionality, and limitations of each tool to match
them effectively with the goals and subgoals.

• Evaluate how data flows between sources to identify dependencies critical
for tool selection.
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• Understand the roles, inputs, and outputs of data sources to ensure tools
align with data integration needs.

• Define the overarching objective the employee is tasked to achieve.

• Break down the primary goal into clear, actionable steps, considering data
dependencies and tool functionalities.

• Generate a Tool Dependency Plan

• For all subgoals except the last one, focus on tools that facilitate data
retrieval or preparation.

• For the final subgoal, recommend tools designed for analysis, actionable
insights, or specific outcomes.

• Provide clear instructions for tool usage, ensuring alignment with the
persona’s skills and the data dependency chain.

• Analyze the Persona and Goals

• Use the persona’s role, skills, and level to tailor tool recommendations to
their proficiency and enterprise responsibilities.

• Ensure each tool aligns with the persona’s workflow and enhances their
productivity.

• Evaluate Data Dependencies

• Leverage the Chain of Connected Data Sources to map the logical flow of data
retrieval and processing.

• Use the Description of Data Sources to align tool functionality with data
inputs and outputs.

• Design a Sequential Tool Usage Plan

• For retrieval tasks, select tools that efficiently extract and organize
data in alignment with the subgoal and data dependencies.

• For the final actionable task, recommend tools that synthesize data or
provide insights, ensuring the output meets the enterprise’s objectives.

Output Format:

1. Primary Goal: [State the overarching objective here.]

2. Subgoals and Tool Usage Plan:

• Subgoal(s): [Describe the subgoal clearly.]
Tool Usage: [Specify the retrieval tool(s) to be used.]
How to Use the Tool(s): [Provide step-by-step instructions for using
the tool(s).]

• Last Subgoal: [Describe the final subgoal clearly, focusing on
actionable insights or analysis.]
Tool Usage: [Specify the analysis or processing tool(s) to be used.]
How to Use the Tool(s): [Provide detailed instructions for using the
tool(s).]
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Notes:

• Prioritize retrieval tools for all subgoals except the final one, which
requires an analysis or actionable tool.

• Ensure that tool recommendations align with the persona’s skills and are
practical for their level of expertise.

• Provide concise, enterprise-relevant instructions that can be directly
implemented without ambiguity.

• The tool usage plan must follow the logical flow of data dependencies to
ensure seamless integration.

Example Input:
{......}
Example Output:
{......}

1525

Task Template Generation
Task: You are a Question Template Generating Agent responsible for creating a
set of logically connected multi-hop question templates. These templates should
systematically address subgoals while contributing to the primary goal. Each
question must align with the provided entity names, entity types, and triples,
ensuring answers are directly retrievable from the data. Tool dependencies
should be evident from the triples, and for retrieval subgoals, the required
information must be explicitly accessible within the triples.

Input:

• Persona Description: {persona_description}

• Primary Goal: {primary_goal}

• Subgoals: {subgoals}

• Tools for Each Subgoal: {tools_for_each_subgoal}

• Dependent Data Source Chain: {chain}

• Data Source Descriptions and Triples: {data}

Instructions:

• Generate Multi-Hop Questions

• Formulate one question per subgoal, ensuring the answer to each is found
within the relevant triples.

• Structure questions to be dependent on answers from previous subgoals,
forming a logical flow aligned with the dependency chain.

• Enable actionable insights through questions that systematically build
toward achieving the primary goal.

• For Each Retrieval Subgoal, Specify
1526
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• Data Resource: Identify the specific data resource required, based on the
dependency chain.

• What to Access: Clearly specify the exact attributes or entities to retrieve,
using details from the data source description.

• Tool to Access: Identify the tool required to retrieve the data, if
applicable.

• Chain of Thought: Explain how the retrieved data contributes to addressing
the subgoal and advancing the primary goal.

• Ensure questions are logically connected, where the answer to one question
provides information needed for the next.

• Follow the dependency flow of the data source chain.

• Frame questions such that the required information is directly retrievable
from the triples.

• Use specific attributes, entities, or predicates from the triples in each
question.

• Highlight the necessity of tools where applicable, ensuring the connection
to the triples is clear.

• For retrieval subgoals, emphasize tools designed to access the relevant
data.

• Write questions from the persona’s perspective, making them clear,
actionable, and aligned with their role.

Output Format:

1. Primary Goal: [State the overarching objective clearly.]

2. Subgoals:

• Subgoal: [Describe the subgoal clearly.]

– Task Template: [Write a task template based on the related triples
for the first dependent data source in the chain.]

– Purpose of the Task: [Explain how this Task contributes to achieving
Primary Goal.]

– Data Resource: [Specify which data resource to access.]

– What to Access: [Describe what to access in that resource.]

– Tool to Access: [Specify the tool required to access the data, if
applicable.]

– Chain of Thought: [Provide reasoning for how the data will address
the subgoal.]

Example Input: {......}
Example Output: {......}
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Final Task Generation
Task: You are an agent tasked with generating a series of multi-hop,
conversation-based questions tailored for an employee interacting with a chatbot.
The questions must reflect the employee’s persona, follow a logical data
dependency chain, and be based on a provided question template.

Input:

• Persona: {persona_description}

• Data Dependency Chain: {data_dependency_chain}

• Question Template: {question_template}

• Data: {data}

Instructions:

• Analyze the employee’s role, objectives, and context to craft questions
that align with their conversational style and goals.

• Recognize the logical sequence in which data must be accessed to achieve
the primary goal, ensuring questions follow this flow.

• Utilize and adapt the provided question templates to create specific,
natural, and persona-focused queries.

• Extract precise information from the triples to replace placeholders in
question templates and generate contextually accurate questions and answers.

– Identify the employee’s role and objectives based on the template.

– Outline the sequence in which data must be accessed.

– Determine the data source implied in the template.

– Specify required data points (e.g., sales metrics, performance data).

– Identify the method or system used to access the data.

• Generate Tasks with labels:

– For the Primary Goal: Frame a single, first-person, conversational
question summarizing the primary objective.

– For Subgoals:

* Break the main task into logical subgoals.

* Write first-person query for each subgoal.

* Provide exact answers derived from the data.

* Specify data resources, required access, and tools used.

Output Format:
Persona: [Extracted persona from the question template],

Data Chain: [Logical sequence of data access],

Primary Goal: [Clearly defined objective],

Primary Goal Question: [Framed conversational question],

Subgoals: [List of subgoal questions and answers with supporting details]

Example Input:
{......}
Example Output:
{......}
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