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Abstract

The Conditional Neural Process (CNP) family of models of-
fer a promising direction to tackle few-shot problems by
achieving better scalability and competitive predictive per-
formance. However, the current CNP models only capture
the overall uncertainty for the prediction made on a target
data point. They lack a systematic fine-grained quantifica-
tion on the distinct sources of uncertainty that are essen-
tial for model training and decision-making under the few-
shot setting. We propose Evidential Conditional Neural Pro-
cesses (ECNP), which replace the standard Gaussian distribu-
tion used by CNP with a much richer hierarchical Bayesian
structure through evidential learning to achieve epistemic-
aleatoric uncertainty decomposition. The evidential hierar-
chical structure also leads to a theoretically justified robust-
ness over noisy training tasks. Theoretical analysis on the pro-
posed ECNP establishes the relationship with CNP while of-
fering deeper insights on the roles of the evidential parame-
ters. Extensive experiments conducted on both synthetic and
real-world data demonstrate the effectiveness of our proposed
model in various few-shot settings.

Introduction
Meta-learning (Finn, Abbeel, and Levine 2017) offers a
powerful vehicle to tackle the challenges of learning from
limited data. It formulates learning into two phases: meta-
training that learns the global (meta) knowledge shared
across tasks and meta-testing that adapts the global knowl-
edge to the limited data from few-shot testing tasks. While
meta-learning achieves improved generalization capability
by leveraging the meta-knowledge obtained from the meta-
training tasks, few-shot tasks arising in the testing phase may
deviate significantly from the training tasks. Furthermore,
data in many real-world applications may be highly noisy,
incomplete, or corrupted. These, when coupled with the
weakly supervised signal from limited training data, make
few-shot learning inherently uncertain and challenging.

Among existing meta-learning models, metric-based ap-
proaches (Vinyals et al. 2016; Snell, Swersky, and Zemel
2017; Chen et al. 2021) have achieved high predictive ac-
curacy for few-shot classification problems. However, most
metric-based models are not designed to output uncertainty,
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limiting their applicability to many real-world problems.
Meanwhile, gradient-based approaches, such as MAML
(Finn, Abbeel, and Levine 2017), have been extended to
achieve uncertainty-aware meta-learning through Bayesian
modeling. MAML formulates meta-learning as a bi-level op-
timization problem that requires expensive Hessian-gradient
products during meta-learning along with other challenges
such as training stability. First order approximations and
alternatives of MAML, such as Reptile (Nichol, Achiam,
and Schulman 2018), require time consuming gradient based
adaptation during inference limiting their applications. Ex-
tending such models for uncertainty quantification (Yoon
et al. 2018) may further increase the computational costs.

Different from deep learning (DL) models, Gaussian Pro-
cesses (GPs) (Williams and Rasmussen 2006) offer a prin-
cipled way to quantify uncertainty. By combining Bayesian
modeling and kernel methods, a GP outputs a distribution
over functions, where the kernel serves as a fixed prior that
determines the smoothness of the functions as a specific
form of meta-knowledge. However, GPs, in their original
form, suffer from a high computational cost for inference.
Their generalization capability may also be limited due to
the restricted priors induced from the fixed kernel functions,
lacking the flexibility to adapt to the training data. This
also significantly hinders GPs from being used as an effec-
tive meta-learning model, which needs to encode the meta-
knowledge learned from other tasks in support of few-shot
learning from new tasks.

The recently developed conditional neural processes
(CNPs) (Garnelo et al. 2018a), neural processes (NPs) (Gar-
nelo et al. 2018b), and their extensions provide a suite of
effective meta-learning models, which bring together the
benefits of GP’s uncertainty capabilities and the DL mod-
els’ flexibility of adapting to the data. Besides offering bet-
ter scalability, rapid inference, and competitive predictive
performance (Kim et al. 2019; Gordon et al. 2020), these
models also naturally quantify uncertainty by simulating
a stochastic process like a GP. However, the current NP
models are sensitive to the outliers in the training tasks
and lack competitive performance. Alternatively, CNP fam-
ily of models achieve strong performance but only capture
the overall uncertainty for the prediction made on a target
data point. They lack a systematic fine-grained quantifica-
tion of the different sources of uncertainty. Simply, CNP
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based models approximate the predictive distribution on a
target data point by predicting both the mean and variance
of a Gaussian. However, the variance term itself does not of-
fer deeper insight on the two distinct sources of uncertainty:
(i) lack of knowledge by the model (epistemic) or (ii) noise
inherent in the data (aleatoric). Identifying the source of un-
certainty can offer effective means to improve the model
training (e.g., by collecting more training data or construct-
ing more informative sets) and facilitate critical decision-
making (e.g., whether to include humans in the loop).

In this paper, we propose Evidential Conditional Neural
Processes (ECNPs), which provide novel and nontrivial ex-
tensions to CNP family of models with principled uncer-
tainty quantification and decomposition. Being an CNP, an
ECNP inherits all attractive model behaviors from the CNP
family, including competitive predictive performance and
scalability. By integrating evidential learning, an ECNP re-
places a simple Gaussian distribution of CNP models with
a much richer hierarchical Bayesian structure that leads
to a robust neural process model with accurate epistemic-
aleatoric uncertainty decomposition capabilities without any
additional computational overhead. Such decomposition al-
lows us to separate uncertainty caused by the noise in the
data and the model’s lack of knowledge on the target data
point when making a prediction. Our main contributions are:
• The integration of evidential learning with CNPs results in

a novel family of evidential conditional neural processes
that are robust to outliers in meta-training and provides
fine-grained uncertainty decomposition, both of which are
essential for few-shot learning.

• A thorough theoretical analysis on the proposed EC-
NPs establishes the relationship with CNPs while offering
deeper insights on the roles of the evidential parameters
and why ECNPs are more suitable for few-shot learning.

Related Works
We discuss existing works that are most relevant to the pro-
posed evidential neural processes in this section. Some ad-
ditional related works are covered in the Appendix (Pandey
and Yu 2023).

Uncertainty-aware Meta-Learning. There have been in-
creasing efforts (Yoon et al. 2018; Finn, Xu, and Levine
2018; Gordon et al. 2018; Grant et al. 2018; Ravi and Beat-
son 2019) to develop meta-learning models that can quan-
tify uncertainty. Uncertainty information can be achieved
through an ensemble of a diverse set of meta-learning mod-
els as in Bayesian MAML (Yoon et al. 2018). Uncertainty
can also be estimated by considering a hierarchical model
for meta-learning and carrying out Bayesian inference. To
this end, ABML (Ravi and Beatson 2019) considers a hier-
archical Bayesian model and uses amortized variational in-
ference across tasks to obtain the uncertainty information.
LLAMA (Grant et al. 2018) shows MAML as inference in a
hierarchical Bayesian model with empirical Bayes and uses
Laplace approximation to obtain Gaussian distribution for
the posterior distribution that effectively captures the un-
certainty. PLATIPUS (Finn, Xu, and Levine 2018) extends
MAML using amortized variational inference to learn a dis-

tribution over prior model parameters that captures the un-
certainty. These meta-learning approaches are computation-
ally expensive and may lack rapid inference capabilities.

Neural Process Family. Neural Process (NP)-based mod-
els (Garnelo et al. 2018a,b; Kim et al. 2019; Gordon et al.
2020) offer computationally efficient alternatives to exist-
ing uncertainty-aware meta-learning approaches as infer-
ence in NP is a computationally cheap forward pass through
an encoder-decoder architecture. Generative Query Net-
works (GQN) (Eslami et al. 2018) can be seen as one
of the earliest NP models that use a generation network
and a query network to tackle scene representation and au-
tonomous scene understanding problems. Conditional Neu-
ral Processes (CNP) (Garnelo et al. 2018a) generalize GQN
using an encoder-aggregator-decoder architecture. Neural
processes (Garnelo et al. 2018b) further generalize CNPs by
introducing a latent variable in the encoder-decoder archi-
tecture. Attentive Neural processes (ANP) (Kim et al. 2019)
replace the mean aggregation in CNP with multi-headed at-
tention that learns to attend to the most relevant context
points leading to significantly better target embedding and
improved results at the cost of increased computational cost
from the attention mechanism. Convolutional Conditional
Neural Processes (ConvCNPs) (Gordon et al. 2020) achieve
translation equivariance using a functional space represen-
tation for the context set. CNAPS (Requeima et al. 2019)
and Simple CNAPS (Bateni et al. 2020) extend the NP mod-
els to handle few-shot classification tasks. Various evalua-
tion metrics such as Inclusion@K and Uncertainty Increase
were introduced in (Grover et al. 2019) to better analyze the
uncertainty capabilities of neural process models. Le et al.
(Le et al. 2018) and Naderiparizi et al. (Naderiparizi et al.
2020) studied the impact of architecture choices and differ-
ent optimization objective choices for NP and CNP models.
GNP (Bruinsma et al. 2021) and FullConvGN (Markou et al.
2021) extended the CNP models to handle predictive corre-
lations, i.e., the dependencies in output.

As discussed earlier, CNPs and their variants can only
capture the overall predictive uncertainty on the target
points. NPs recover the posterior distribution of the model
after being exposed to the context points by introducing
a global latent variable. However, NPs require approxima-
tion procedures and usually resort to computationally ex-
pensive sampling schemes for model training/inference. The
proposed ECNPs address these critical gaps by integrating
evidential learning with CNP models through an evidential
hierarchical Bayesian prior with a much richer representa-
tion power to support fine-grained uncertainty decomposi-
tion while achieving robust predictions and being computa-
tionally efficient in few-shot settings.

Evidential Neural Processes
Problem Setup: Consider a meta-datasetM = {Di}Mi=1,
which consists of a collection of datasets/tasks. Each task
D = (C, T ) = {(xn, yn)}Nc+Ntn=1 consists of a context set
(a.k.a., support set) C = {Xc, Yc} = {(xn, yn)}Ncn=1, a col-
lection ofNc input-output pairs, and the target set (a.k.a., the
query set) T = {Xt, Yt} = {(xt, yt)}Ntt=1 a collection of Nt



Figure 1: CNP and NP Models

input-output pairs. Meta-learning occurs in two phases: 1)
meta-training where both the context set and target set infor-
mation is available to the model, and 2) meta-testing where
the model is provided with context set information and eval-
uated based on the performance over target set inputs.

Figure 2: ECNP Model

Uncertainty Analysis via CNP and NP
A CNP, as shown by the top branch of Figure 1 , has a de-
terministic mapping from a context set C and a target in-
put xt to its prediction. Specifically, each context point is
embedded by encoder Θ to representations r1, ..., rNC , ag-
gregated to a representation r, and passed through the de-
coder to obtain the parameters of the predictive distribu-
tion. The predictive distribution is assumed to be a Gaussian,
where the decoder outputs the mean µt and the variance σ2

t :
Pθ(yt|xt; C) = N (yt|µt, σ2

t ). The variance term σ2
t captures

the overall uncertainty. A NP model, as shown by the bot-
tom branch of Figure 1, introduces a latent variable z to pro-
duce a distribution over functions given the same context set
C. Specifically, each context point is embedded by encoder
Φ to representations s1, ..., sNC , aggregated to a representa-
tion s, and passed through a NN to obtain the parameters for
the latent distribution. The latent variable induced distribu-
tion over functions allows NPs to model both epistemic and
aleatoric uncertainty for each target point prediction. As-
sume that the latent variable follows a distribution q(z) and
by sampling from this distribution, we obtain z1,..,L ∼ q(z).
For each sampled zl and a target point xt, the decoder out-
puts a predictive distribution p(yt|xt, zl) = N (µl, σ

2
l ). As

a result, we can obtain the epistemic uncertainty as the vari-
ance of the mean outputs Var[µl] and the aleatoric uncer-
tainty as the expected variance E[σ2

l ].
However, there are two key limitations for NP-based un-

certainty decomposition. First, it requires sampling of the la-

tent variable, which may make the overall inference compu-
tationally expensive, especially when learning from a large
number of tasks. Second, the fine-grained uncertainties are
obtained indirectly (e.g., via MC sampling) and thus it be-
comes challenging to guide the model to correct its inherent
mistakes regarding fine-grained uncertainties during train-
ing. Moreover, both CNP and NP lack robustness to outliers
in the training tasks. The proposed ECNP addresses the key
limitations of both CNP and NPs. We present an evidential
extension of CNP that outputs the aleatoric and epistemic
uncertainty directly from the deterministic path while ensur-
ing a robust prediction given a noisy context set. The intro-
duced hierarchical structure explicitly captures fine-grained
uncertainty enabling the model to correct its mistakes in the
fine-grained uncertainties.

Evidential Conditional Neural Process (ECNP)
We extend the CNP model to an evidential neural process.
To this end, as in (Amini et al. 2020), we assume that the
likelihood function is a Gaussian with an unknown mean
and variance. We place an evidential prior over the mean
and variance and train the neural process to output the hy-
perparameters of the evidential distribution using the limited
information of the context set and target input. Moreover, we
train the evidential model to be confident for the correct pre-
diction and output low evidence (i.e., confidence) when the
model’s predictions are incorrect. Our evidential conditional
model introduces insignificant computational overhead and
is deterministic while being expressive in uncertainty quan-
tification. In particular, it can quantify both aleatoric and
epistemic uncertainty with a single forward pass through the
network without any sampling as in the NP.
Uncertainty and evidence quantification by ECNP. In
the ECNP model, we consider a hierarchical Bayesian
structure in which each target observation yt is a sample
from a Gaussian N (yt|µ, σ), whose mean and variance are
governed by a higher-order Normal-Inverse-Gamma prior
(Bishop and Nasrabadi 2006):

NIG(µ, σ2|pt) = N (µ|γt,
σ2

vt
)Γ−1(σ2|αt, βt) (1)

where pt = (γt, vt, αt, βt) and Γ−1 is an inverse-gamma
distribution. Intuitively, the context set C interacts with the
meta knowledge in the meta-learning model to output the
prior NIG parameters pt = (γt, vt, αt, βt). When being
exposed a new target point xt, this prior will interact with
the Gaussian likelihood p(yt|xt) = N (µ, σ2) to produce a
Student-t predictive distribution given by

p(yt|xt,pt) =

∫
µ

∫
σ2

p(yt|xt, µ, σ2)NIG(µ, σ2|pt)dµdσ2

=
Γ(αt + 1

2 )

Γ(αt)

√
vt

2πβt(1 + vt)

(
1 +

vt(yt − γt)2

2βt(1 + vt)

)−(αt+ 1
2 )

=St
(
yt; γt,

βt(1 + vt)

vtαt
, 2αt

)
(2)

As a result, the prediction for a target point xt is

ŷt = Ep(yt|xt,pt)[yt] =

∫
ytp(yt|xt,pt)dyt = γt (3)



Given the predicted evidential parameters, the NIG distribu-
tion is fully characterized, which allows us to evaluate Var[µ]
and E[σ2] that can be used to quantify the aleatoric (AL) and
epistemic (EP) uncertainty, respectively:

AL = E[σ2] =
βt

αt − 1
, EP = Var[µ] =

βt
vt(αt − 1)

(4)

By leveraging the conjugacy between the NIG prior and
the Gaussian likelihood, it can be shown that after inter-
acting with N i.i.d. data samples, the posterior is still a
NIG(µ, σ2|pN ), where pN = (γN , vN , αN , βN ) with

vN = v +N, αN = α+
N

2
(5)

Thus, both v and α can be naturally interpreted as the evi-
dence (in the form of pseudo counts) to quantify the confi-
dence on the prior mean and the prediction of a target data
sample, respectively. Furthermore, β denotes the initial vari-
ance of the model and (4) shows that a large β leads to a
low confidence in the model’s prediction, which implies lack
of evidence. By aggregating all evidence related parameters,
ECNP is able to quantify the overall model confidence as

Et = vt + αt +
1

βt
(6)

A more detailed posterior analysis on the hierarchical model
for evidence quantification is provided in the Appendix.
Training ECNP. In this evidential framework, learning is
formulated as an evidence acquisition process and the model
is trained to maximize the likelihood of model evidence.
Equivalently, we train the model to minimize the negative
log-likelihood of the model given by

LNLL
t = log

Γ(αt)
√

π
vt

Γ(αt + 1
2 )
− αt log(2βt(1 + vt))+(

αt +
1

2

)
log
(
(yt − γt)2vt + 2βt(1 + vt)

)
(7)

We further introduce an evidence regularization term to
encourage the model to output low evidence/confidence
when the predictions are incorrect:

LR
t = |yt − γt| × Et (8)

The regularization term LR
t penalizes the evidence of highly

confident wrong predictions. In other words, the model is
trained to output a low value of vt and αt and high βt val-
ues when the prediction is wrong leading to high uncertainty
in the predictions. Finally, the model is expected to output
high epistemic uncertainty at regions far from the observed
context points as only the meta-knowledge is available for
predictions at those points. To this end, a novel kernel-based
regularization term is introduced as

LKER
t = vt ×D(xt, C) (9)

whereD(xt, C) is a distance function that measures the min-
imum Euclidean distance between the target point input xt
and the context set C. When the target input is far away from

the context set, this kernel loss dominates the overall loss
leading to small vt values and equivalently high epistemic
uncertainty (EP).

The overall loss in the evidential model is the regular-
ized sum of the model evidence loss, evidence regularization
loss, and the kernel regularization loss:

L =

Nt∑
t=1

LNLL
t + λ1LR

t + λ2L
KER
t (10)

where λ1 and λ2 are regularization terms.

Theoretical Analysis
In this section, we present our theoretical results that show
the superiority of the ECNP and reveal the deeper connec-
tion between the proposed ECNPs and the NP models. These
theoretical results help to justify why ECNPs provide a more
principled way to conduct meta-learning over few-shot tasks
than the CNP family of models.
Theorem 1. The ECNP model with a hierarchical Bayesian
structure in the decoder is guaranteed to be more robust to
outliers in the training tasks as compared to the CNP models
that use a Gaussian structure.

The detailed proof is provided in the Appendix. Intu-
itively, when the model evidence is finite (i.e., αt < ∞),
the outliers will be assigned a lower weight than normal
data samples when evaluating the gradient for model up-
date. When αt → ∞, the model will behave similarly to
the CNP model and be less robust to outliers. In our model,
the hierarchical bayesian structure leads to the heavy tailed
t predictive distribution enabling outlier robustness. Similar
outlier robustness can, in theory, be introduced in the CNP
models by modifying the CNP decoder to directly parame-
terize the heavy distributions (e.g. Student t distribution) and
training to minimize the log likelihood under the new dis-
tribution. Empirical studies of such robust distributions for
CNP models can be an interesting future work. However,
such modeling would lack efficient and fine-grained uncer-
tainty quantification capabilities, a major focus of our work.
Theorem 2. The conditional neural process is one instance
of an evidential neural process when two of the evidential
hyperparameters meet the following conditions: (i) αt →
∞; (ii) αtvt = const.

A detailed proof is provided in the Appendix.
Interpretation of evidential parameters. The theoretical
results given above not only establish the important relation-
ship between ECNPs and CNPs but also unveil some key
insights on why ECNPs along with an evidential Bayesian
hierarchical prior is fundamentally more suitable for meta-
learning based few-shot learning. As discussed in Section
above, both evidential parameters vt and αt can be inter-
preted as evidence of the model (in the form of pseudo
counts). Meanwhile, the hierarchical structure of the NIG
prior as defined in (1) indicates that vt and αt capture the
evidence at different levels, where vt corresponds to the ev-
idence collected for the global knowledge in the form of the
prior mean (i.e., γ) whereas αt provides evidence on the lo-
cal knowledge in the form of the variance (i.e., σ) on the



(a) Change of α (b) Change of v

Figure 3: Evidence change on a complex task

per data sample level. Theorem 2 shows that CNP primar-
ily focus on improving the local knowledge by allowing αt
to grow while keeping vt very small (due to αtvt = const).
While this has the effect of using an uninformative prior (by
assigning minimal evidence vt to the prior mean), it misses
the opportunity to incorporate useful global knowledge that
can be obtained through meta-learning from other relevant
tasks. While using an uninformative prior is encouraged in
a regular learning setting with sufficient training data, it is
inherently inadequate for the few-shot setting, where there
is not enough labeled data to support model training.

By leveraging a more expressive Bayesian hierarchical
structure, ECNPs effectively address the key limitations of
the CNPs as outlined above. In particular, they allow the ev-
idence vt to grow with the global knowledge, which is par-
ticularly important for more complex few-shot tasks where
the meta-knowledge could play a more critical role. Figure 3
shows the change in local (i.e., α) and global (i.e., v) evi-
dence for different number of context points in a complex
few-shot task (i.e., image completion and details are pro-
vided in the experiment section). It is interesting to see that
α grows fast and then shows a much slower increasing trend,
which implies that the local knowledge may already reach
the limit. On the other hand, v continues to grow, which in-
dicates that adding new context points can help retrieve more
relevant global knowledge acquired through meta-learning.
Meanwhile, the prediction error also continues to decrease
(see Figure 20 in the Appendix), which demonstrates effec-
tive knowledge transfer achieved by the ECNP model.

Experiments
Datasets. For function regression experiments, we con-
sider two synthetic datasets i) sinusoidal function regression
(Gondal et al. 2021), and ii) regression on sample functions
from a Gaussian process (Garnelo et al. 2018a). The sinu-
soidal regression function is of the form y = A sin(x +
φ), A ∈ [0.1, 5.0], φ ∈ [0, π] and x ∈ [−5, 5] and the GP
is defined by a squared-exponential kernel with length scale
of 0.6, variance of 1.0 and x ∈ [−2, 2]. Each function re-
gression task is defined by a K-shot context set with K + u
data points in the target set where u ∼ U(3,K), and U(a, b)
represents a uniform distribution in range (a, b). Moreover,
the function regression models are trained for 30,000 meta-
iterations using a batch of 8 tasks and evaluated on 2,000 test
tasks. For Image completion experiments, we consider three
benchmark datasets: MNIST, (LeCun 1998) CelebA, (Liu

(a) Sinusoidal Regression (b) GP Regression

Figure 4: Impact of K to Inclusion@K

et al. 2015), and Cifar10 (Krizhevsky, Hinton et al. 2009).
The details of the benchmark datasets are summarized in
Appendix Table 4. Image completion task is created by ran-
domly selecting a subset of the set points (input-output pairs)
from an image. Specifically, each position in the image grid
is the input and the pixel value (e.g., the RGB value) is the
output. We randomly select 50 points to make the context
set, use the remaining points in the image to make the target
set, and train the models for 50 epochs using a batch of 8
tasks, and evaluate the model on the test set.

Baselines. We consider three baseline models: Neural Pro-
cesses (NP) (Garnelo et al. 2018b), Conditional Neural Pro-
cesses (CNP) (Garnelo et al. 2018a), and the Attentive Neu-
ral Process (ANP) (Kim et al. 2019). For a fair compari-
son to the baselines, we consider the evidential equivalent
of the baselines with the same encoder and decoder archi-
tectures. Specifically, for our evidential models, we consider
two variants: i) ECNP: evidential model with deterministic
path similar to CNP, and ii) ECNP-A: the evidential model
with multi-head attention mechanism in encoder similar to
ANP. Additional details of the model architecture and train-
ing are presented in the Appendix.

Performance Evaluation
In this set of experiments, we report the generalization per-
formance in terms of Mean Squared Error (MSE) along with
three uncertainty based evaluation metrics: Log Likelihood
(LL), Inclusion @K, and Uncertainty-Increase (Grover et al.
2019) for all the models on function regression and image
completion tasks. We consider Inclusion@K with K = 1
in Table 1 and Table 2. Inclusion and Uncertainty-Increase
have been developed to analyze and compare the uncertainty
estimates of NP based models. Additional details along with
comparisons are presented in the Appendix. We also em-
pirically verify their robustness to outliers for function re-
gression and image completion tasks. Limited by space, we
present ablation studies in the Appendix.

Function regression. In the function regression problem,
the model has to learn the underlying function based on
the limited information of the context set and the meta-
knowledge. Table 1 shows the results for 5-shot regression
experiments. Our model improves the generalization perfor-
mance compared to the the corresponding baseline model
across almost all the datasets. Moreover, when considering
the uncertainty metrics, as shown in Table 1 and Figure 4,
our model considerably improves over the baselines.



Table 1: Comparison on 5-Shot Regression Problem

Dataset: Sinusoidal Regression GP Regression
Model MSE(↓) Inclusion@K(↑) Unc. Increase(↑) MSE(↓) Inclusion@K(↑) Unc. Increase(↑)
NP 0.1050±0.0200 0.192 ± 0.040 0.563 ± 0.005 0.348±0.0116 0.205 ± 0.019 0.686 ± 0.007
CNP 0.0458±0.0074 0.144 ± 0.025 0.590 ± 0.006 0.3158±0.0038 0.362 ± 0.027 0.783 ± 0.002
ANP 0.3561±0.1084 0.351 ± 0.046 0.785 ± 0.048 0.3219±0.0124 0.318 ± 0.014 0.875 ± 0.026
ECNP 0.0391±0.0078 0.205 ± 0.018 0.608 ± 0.013 0.3084±0.0014 0.435 ± 0.02 0.798 ± 0.003
ECNP-A 0.2932±0.0956 0.437 ± 0.044 0.814 ± 0.030 0.3258±0.0162 0.505 ± 0.038 0.875 ± 0.042
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Figure 5: Outlier robustness performance

2D image completion. We consider image completion ex-
periments similar to (Eslami et al. 2018), where the model
needs to infer the underlying function f : [0, 1]2 → [0, 1]ch

(ch− number of channels) to make prediction for each im-
age pixel position in the target set given the context set.
Table 2 compares our model with the baselines for 50-shot
experiments. As can be seen, our model leads to compara-
ble to improved performance than corresponding baselines
in terms of MSE and log likelihood. We compare the un-
certainty behavior (using Inclusion@K (K = 1) and un-
certainty increase) of the representative CNP and the corre-
sponding ECNP models in Table 3. Additional results are
presented in the Appendix.

As can be seen in function regression and 2D image com-
pletion experiments, our model has better uncertainty char-
acteristics than the baselines which is mainly due to the
fine-grained and accurate uncertainty guidance capabilities
in our hierarchical model. Our model explicitly captures the
aleatoric and epistemic uncertainties through the evidence
parameters (β, α, v). Furthermore, the model is guided dur-
ing training to have accurate overall uncertainty via the ev-
idence regularization in (8), and accurate epistemic uncer-
tainty from the kernel regularization in (9). Such uncertainty
guidance leads to more accurate uncertainty performance in
our model. These results empirically validate our model’s
generalization performance and superiority over other com-
parison baselines.

Outlier robustness. Due to the hierarchical Bayesian
structure leading to a heavy tailed predictive distribution, our
model is theoretically guaranteed to be robust to outliers in
the training tasks. Here, we empirically validate the claim
by experimenting with 5-shot sinusoidal regression and 50-
shot MNIST image completion (results on other datasets and
settings are presented in the Appendix).

To make the noisy training task, we randomly select one
target point in all the training tasks and apply an additive

transformation yt = yt+o to make it an outlier (here o deter-
mines the outlier severity). We train the models on the noisy
tasks (i.e., tasks with outlier), and after training, we evaluate
on clean test set tasks. Figure 5 (a)-(b) shows the comparison
results of the ECNP and ECNP-A models with their corre-
sponding baselines of CNP and ANP models. Across both
experiments, ECNP models remain robust to the outlier as
their test set performance remains relatively unaffected even
for severe outliers. Such outlier robustness in our model can
be attributed to the heavy tailed predictive distribution that is
inherently introduced by the hierarchical structure. In com-
parison, the baseline models lack the required robustness
characteristics and their performance degrades severely as
the outlier becomes extreme. Such baseline models may re-
quire additional mechanisms to handle the outliers, some-
thing our model can automatically do. These results empir-
ically validate the robustness superiority for the proposed
ECNP model.

Effectiveness of Uncertainty Decomposition
In this set of experiments, we show that the proposed ECNP
models can capture fine-grained uncertainty to best support
few-shot learning through epistemic-aleatoric (EP-AL) un-
certainty decomposition that can enable active context set
construction and effective meta-knowledge transfer.
EP-AL decomposition. Our proposed model can perform
Epistemic-Aleatoric uncertainty decomposition for any test
task. Here, we compare the predicted uncertainty for the pro-
posed ECNP model with the respective CNP baseline in si-
nusoidal regression task. Both models are trained for 20,000
iterations using training tasks with data in range [−5, 5]. As
shown in Figure 6 (c)-(d), outside the training range (i.e.,
xt ∈ [5, 10]), prediction from both CNP and ECNP is in-
accurate as expected. The CNP model continues to remain
confident in regions far from the data whereas our ECNP
model correctly outputs high epistemic uncertainty in the re-
gions far away from the observed data.

Next, we experiment with noisy test tasks to analyze the
aleatoric uncertainty of our proposed model. We consider a
model trained on clean 5-shot regression tasks and evalu-
ate on 5-shot noisy test tasks. Specifically, we add random
Gaussian noise to the context set of the test tasks (yc =
yc + ζε, ε ∼ N (0, 1)) and vary the level of noise (i.e., ζ)
to study the model behavior. Figure 6 visualizes the impact
of the noise on the predicted performance (MSE) and the
model’s predicted aleatoric uncertainty for two datasets av-
eraged across 2000 test tasks. As expected, the model’s pre-
dictive accuracy decreases as tasks become more noisy. Our
proposed model accurately identifies the noisy tasks and out-



Table 2: Comparison on 50-Shot Image Completion Problems

Dataset MNIST Cifar10 CelebA
Model MSE(↓) LL(↑) MSE(↓) LL(↑) MSE(↓) LL(↑)
NP 0.048±0.001 0.538±0.010 0.027±0.000 0.434±0.003 0.025±0.000 0.433±0.006
CNP 0.044±0.001 0.710±0.009 0.023±0.000 0.576±0.005 0.021±0.001 0.660±0.004
ANP 0.045±0.001 0.702±0.007 0.017±0.000 0.765±0.004 0.014±0.000 0.850±0.002
ECNP 0.041±0.002 0.734±0.014 0.022±0.001 0.601±0.004 0.020±0.000 0.694±0.004
ECNP-A 0.043±0.001 0.713±0.013 0.016±0.001 0.764±0.004 0.014±0.000 0.852±0.002

Table 3: Comparison of representative CNP and ECNP mod-
els on Inclusion and Uncertainty Increase Metrics for 50-
Shot Image Completion Problem

Metric: Inclusion@K (↑)
Dataset CNP model ECNP model
MNIST 0.622 ± 0.001 0.828 ± 0.000
Cifar10 0.129 ± 0.005 0.144 ± 0.003
CelebA 0.133 ± 0.004 0.156 ± 0.003
Metric: Uncertainty Increase (↑)
Dataset CNP model ECNP model
MNIST 0.306 ± 0.000 0.524 ± 0.000
Cifar10 0.505 ± 0.005 0.531 ± 0.004
CelebA 0.519 ± 0.003 0.541 ± 0.003

(a) CNP (b) ECNP

(c) Sinusoidal Regression (d) GP Regression

Figure 6: (a)-(b) ECNP vs. CNP on a sinusoidal task; (c)-(d)
ECNP performance for noisy test tasks

puts more aleatoric uncertainty as tasks become more noisy
showing the effectiveness of our model’s predicted aleatoric
uncertainty in identifying noisy tasks.

Active context set construction. The proposed ECNP
model can capture both aleatoric and epistemic uncertainty
in a single forward pass. We investigate the effectiveness of
the captured epistemic uncertainty in a context point selec-
tion experiment (Figure 7). We randomly select a test image
and both models start with random 10 context points as visu-
alized by the context mask (CM), which represents the pixel
positions that are included in the context set. CNP model and
ECNP model randomly select the next 100 context points.

b) ECNP Baseline Model

c) ECNP Model Active d) Performance Comparison

a) CNP Model Output

Figure 7: Active context set construction

ECNP-Active model iteratively queries the epistemic uncer-
tainty for different target positions and includes the queried
data with the greatest epistemic uncertainty in the context
set for the next iteration. By including the most informative
points in the context set using the epistemic uncertainty in-
formation, ECNP-Active performs significantly better than
the other models (Figure 7 (d)) illustrating the effectiveness
of our proposed model’s uncertainty.

Ablations Study and Additional Experiments

We carry out a detailed ablation study to investigate some
key model parameters. The results along with some addi-
tional illustrative examples are presented in the Appendix.

Conclusion

We propose evidential conditional neural processes, that can
conduct epistemic-aleatoric uncertainty decomposition in
few-shot learning. ECNPs introduce a hierarchical Bayesian
structure to replace the standard Gaussian distribution. The
hierarchical bayesian structure enables the model to quan-
tify fine-grained uncertainty in an efficient way. Moreover,
our theoretical results reveal a deep connection with the
CNP models and further justify why a richer hierarchical
structure provides a more principled way to capture the
meta-knowledge through higher-order priors, making it fun-
damentally more suitable for meta-learning over few-shot
tasks. Experiments over various 1D regression and 2D im-
age completion tasks demonstrate the superiority of our pro-
posed model and its uncertainty capabilities.
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Appendix
Organization of Appendix. We first present the proof of
the theoretical results presented in the main paper. We then
present the analysis of the hierarchical Bayesian structure
introduced in the ECNP model that extends evidential learn-
ing to meta-learning models and discuss additional relevant
works in evidential learning. Next, we provide the details of
the datasets, experimental settings, model architectures, and
discuss complexity. We then carry out an ablation study to
demonstrate the effect of different parameters. We then pro-
vide additional experimental results across different datasets
and settings that demonstrate the effectiveness of the pro-
posed evidential model. Finally, we discuss some limitations
of the work that we aim to address in our future works. The
codes for all the experiments in this paper can be found at
this link1.

Proofs of Theoretical Results
In this section, we show the proofs of the theoretical results
presented in the main paper.

Theorem 1
The ECNP model with a hierarchical Bayesian structure in
the decoder is guaranteed to be more robust to outliers in
the training tasks as compared to the CNP models that use
a Gaussian structure.

Definition 3. Outlier: Consider a task defined by an under-
lying generating function f(·). A data point (xo, yo) in the
target set of the task is an outlier with severity os if the value
of the output yo deviates from the ground truth value ytrue
with a margin of os. i.e |ytrue − yo| > os, ytrue = f(xo).

Proof. Consider we have a task with the context set C, and
Nt input output pairs of the form (xt, yt) in the target set.
The meta-learning model has to be able to correctly predict
for each target set input xt after learning from the context
set C.

Consider a CNP model that outputs the mean γt and vari-
ance s2t for a target input xt given the context set C. Consider
the model parameters ψγ output the prediction for the target
set i.e. fψγ (xt|C) = γt. Now, for a task withNt points in the
target set, the Maximum Likelihood estimate of the model
parameters ψγ is given by

∂L
∂ψγ

=
∂
(∑Nt

t=1 L
NLL
t

)
∂ψγ

(11)

=
∂
(∑Nt

t=1− logN (yt|γt, s2t )
)

∂ψγ
= 0 (12)

or,

Nt∑
t=1

s−2t (yt − γt)
∂γt
∂ψγ

= 0 (13)

Consider the ECNP model that outputs the prediction γt
along with the evidential parameters vt, αt and βt leading
to scale parameter st and 2αt degrees of freedom. Consider

1Source codes:https://github.com/pandeydeep9/ECNP

the model is trained without regularization and assume that
the model parameters ψγ output the prediction γt are i.e.
fψγ (xt|C) = γt. Now, for a task with Nt points in the target
set, the Maximum Likelihood estimate of the model param-
eters ψγ is given by

∂L
∂ψγ

=
∂
(∑Nt

t=1 L
NLL
t

)
∂ψγ

= 0 (14)

or,
∂
(∑Nt

t=1− logSt(yt|γt, st, 2αt)
)

∂ψγ
= 0 (15)

or,

Nt∑
t=1

∂
(

(αt + 1
2 ) log(2αt + s−2t (yt − γt)2

)
∂γt

∂γt
∂ψγ

= 0

(16)

or,

Nt∑
t=1

(2αt + 1)

(2αt + δ2t )
s−2t (yt − γt)

∂γt
∂ψγ

= 0 (17)

or,

Nt∑
t=1

wts
−2
t (yt − γt)

∂γt
∂ψγ

= 0 (18)

where δ2t = s−2t (yt − γt)
2 is the Mahalanobis distance

between the prediction and the ground truth, and wt =
(2αt+1)
(2αt+δ2t )

is the outlier dependent scaling factor. As the out-
liers in the target set of training tasks become more extreme,
δ2t increases, outlier scaling factor wt decreases proportion-
ally for ECNP model to down-weight the impact of the out-
liers in estimation of the model parameters, effectively en-
abling the ECNP model to be robust to outliers.

Remark 1. The ECNP model is least robust to outliers
when the ECNP model realizes the CNP model, i.e., 2αt →
∞, & αtvt = const =⇒ wt = 1.

Remark 2. The robustness ECNP model and the maxi-
mum likelihood estimate of the parameters ψγ are unaf-
fected by the proposed kernel based regularization.

Impact to generalization: As shown by Theorem 1,
ECNP is robust to outliers in training tasks. The robustness
ensures that the model learns from true signals, avoiding out-
liers, which is expected to improve generalization compared
to a less robust model.

Empirical Validation
We carry out experiments with Cifar10 and CelebA datasets
across 50-shot and 200-shot settings (Figure 8 and Figure
9) to empirically validate above theoretical claims. We con-
sider the CNP and ANP models as the baselines and com-
pare with their evidential extensions: ECNP and ECNP-A.
For all the evidential models, we set both λ1 and λ2 to 0.1.
In absence of any outliers in the training tasks, our evidential
model shows comparable to marginally better performance.
As the outlier in training tasks become more extreme, the
baseline models start to break down and their performance
degrades significantly, In comparison, our model continues
to remain robust to outliers for different severity level across
all datasets and settings. Experiments clearly demonstrate
superiority of our proposed model for outlier robustness.
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Figure 8: Impact of outlier to NP based models for different 50-shot image completion tasks.
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Figure 9: Impact of outlier to NP based models for different 200-shot image completion tasks.

Theorem 2
The conditional neural process is one instance of an evi-
dential neural process when two of the evidential hyperpa-
rameters meet the following conditions: (i) αt → ∞; (ii)
αtvt = const.

Proof. Let vtαt
βt(1+vt)

= k. Now, consider one instance of our
model when 2αt →∞ and vtαt is a constant. The condition
vtαt = const can easily be satisfied e.g., by setting vt = 1

αt
.

In this case, k → 1
β and we get

p(yt|xt,pt) ∝
(

1 +
k(yt − γt)2

2αt

)−(αt+1/2)

(19)

= e−
k(yt−γt)2

2 +O( 1
2αt

) (20)

The predictive distribution is an exponential quadratic
function w.r.t. yt, which gives rise to a Gaussian yt ∼
N (yt|γt, β−1t ). This matches the predictive distribution out-
put by a CNP model.

Posterior Analysis of the Hierarchical
Bayesian Model for Evidence Quantification

In the ECNP, we assume a hierarchical Bayesian model in
which each observation yn is a sample from a Gaussian with
unknown mean and unknown variance, with a higher-order
Normal-Inverse-Gamma prior NIG(µ, σ2|p) over the Gaus-
sian likelihood function

yn ∼ N (µ, σ2) (21)

µ ∼ N (µ|γp, σ2v−1p ), σ2 ∼ Γ−1(σ2|αp, βp) (22)

NIG(µ, σ2|p) = N (µ|γp,
σ2

vp
)Γ−1(σ2|αp, βp) (23)

where p = (γp, vp, αp, βp) represents the parameters of the
NIG distribution and Γ−1 represents the inverse-gamma dis-
tribution. The evidential hyperparameters are governed by
data observations where each new observation contributes
to the model’s predictive behavior.

To illustrate the model behavior, let us assume that we
observe N i.i.d. data points YN = {y1, y2, ...yN} and study
the impact of the observations on our hierarchical eviden-
tial model. Due to the conjugacy between the prior and the
likelihood, the posterior is also an NIG distribution:

p(µ, σ2|YN ) ∝ NIG(µ, σ2|p)

N∏
n=1

N (yn|µ, σ2) (24)

This posterior factorizes as p(µ, σ2|YN ) =
p(µ|σ2, YN )p(σ2|YN ). The conditional posterior of
the mean (p(µ|σ2, YN )) is

p(µ|σ2, YN ) = N (µ|γN , σ2v−1N ) (25)

where the parameters of the conditional distribution are
given by

vN = vp +N (26)

γN =
vp
vN

γp +
N

vN
ȳN , ȳN =

1

N

N∑
n=1

yn (27)

Here, vN effectively serves as the evidence for the obser-
vations: as we collect more data, vN increases leading to
reduced variance and more confident predictions. The pos-
terior over the variance (p(σ2|YN )) is an inverse-gamma dis-



tribution of the form

p(σ2|YN ) =

∫
p(µ, σ2|YN )dµ (28)

∝σ2

∫ N∏
n=1

N (yn|µ, σ2)N (µ|γp,
σ2

vp
)Γ−1(σ2|αp, βp)dµ

(29)

= Γ−1(σ2|αN , βN ) (30)

where the parameters of the posterior are

αN = αp +
N

2
(31)

βN = βp +
1

2

N∑
n=1

(yn − ȳN )2 +
Nvp

2(vp +N)
(ȳN − γp)2

(32)

The parameters αN and βN contribute to the model’s con-
fidence (i.e., the model evidence) indirectly through the
higher-order Inverse gamma (IG) distribution. The expected
value of σ2 is βN

αN−1 . When αN is high and βN is small,
the IG samples σ2 ∼ Γ−1(αN , βN ) are close to zero indi-
cating low variance and high confidence in prediction. Con-
versely, when αN is small and βN increases, the variance σ2

increases indicating low confidence in the prediction. Based
on the above analysis, we define the evidence for the predic-
tion (E) in the evidential hierarchical model as

EN = vN + αN +
1

βN
(33)

In this hierarchical Bayesian model, the N training data ob-
servations interact with the prior distribution NIG(µ, σ2) to
output the hyperparameters for the NIG posterior. Equiv-
alently, in the proposed evidential conditional neural pro-
cesses as shown in Figure 2 right, the context set C interacts
with the meta knowledge in the meta-learning model to out-
put the posterior NIG parameters pt = (γt, vt, αt, βt) for
a target input xt. The parameter γt corresponds to the pre-
diction, and the remaining NIG parameters work together to
quantify the aleatoric uncertainty, the epistemic uncertainty,
and the evidence for the prediction.

Related works on Evidential Deep Learning
In Evidential Deep Learning models, ideas from Subjective
Logic (Jøsang 2016) are used to equip Deep Learning mod-
els with accurate uncertainty quantification capabilities. Ev-
idential Deep learning has been extended to both classifi-
cation and regression problems. EDL(Sensoy, Kaplan, and
Kandemir 2018) introduces higher-order evidential Dirichlet
prior for the multinomial likelihood in classification prob-
lems that enables the deterministic neural network model
to capture different uncertainty characteristics. Units-ML
(Pandey and Yu 2022) extends EDL for few-shot classifica-
tion. ETP (Kandemir et al. 2021), an improvement on EDL,
develops an uncertainty-aware classification model by inte-
grating parametric Bayesian and evidential Bayesian model
into a complete Bayesian model that addresses the issue of

total calibration in classification. DER (Amini et al. 2020)
extends evidential learning to regression problems by intro-
ducing a NIG prior for the Gaussian likelihood that leads
to effective aleatoric-epistemic uncertainty quantification.
NatPN (Charpentier et al. 2022) develops an unified eviden-
tial deep learning model for both classification and regres-
sion by introducing exponential family distributions as ef-
fective prior distributions. Compared to the above evidential
works, our work can be seen as a novel extension of DER
work (Amini et al. 2020) to the meta-learning setting that
enables fine-grained uncertainty quantification in the few-
shot regression tasks.

Details of Datasets and Experimental Settings
In this work, we consider two synthetic regression ex-
periments (sinusoidal regression and GP) and three real-
world benchmark datasets for image completion experi-
ments: MNIST, Cifar10, and CelebA. For the synthetic re-
gression experiments, we consider K-shot tasks with ad-
ditional u samples (i.e. effectively K + u samples where
u ∼ U(3,K), represents sampling from a uniform distribu-
tion in range (3,K)) in the target set of training tasks and
400 samples in the target set of test tasks. For image com-
pletion experiments, we consider K random pixel positions
(K = 50/200) in the context set and all the pixel positions
in the target set. The details of the image datasets are pre-
sented in Table 4.

Table 4: Dataset Details

Characteristic MNIST CelebA Cifar10

Image Size 28×28 32*32 32×32
Channels (ch) 1 3 3

Training Images 60,000 162,770 50,000
Test Images 10,000 19,962 10,000

Details of Uncertainty Metrics
In this work, we use Mean Squared Error (MSE) and
Log Likelihood (LL) to compare the generalization perfor-
mance; and consider Inclusion@K and Uncertainty-Increase
(Grover et al. 2019) to evaluate the uncertainty estimates of
the models.
Inclusion@K(I(k)) is defined as:

I(k) = Ex∼Uniform(X )[I(|f(x)−m(x,S)| < ks(x,S)]
(34)

where the model outputs the prediction m(x,S) and uncer-
tainty s(x,S) for the task T defined by the true function
f(.). The task has support set S, query set Q, and X repre-
sents the entire set of inputs in the task. To compute inclu-
sion, we consider the variance of the predictive distribution
as the uncertainty s(x,S). Moreover, we consider query set
inputs for X .
Uncertainty-Increase(UI) is defined as:

UI =

∑
x∼Uniform(X ) I(s(x,S)−NN(x,S))

|X |
(35)



where NN(x,S) represents the uncertainty of the datapoint
in support set S that is closest to the datapoint x. In our
experiments, we consider query set inputs for X and |X |
represents the number of datapoints in the query set.

In our model, the proposed kernel based regularization en-
courages the model to correct its epistemic uncertainty that
is expected to lead to accurate predictive uncertainty and im-
proved performance on Uncertainty increase metric. Simi-
larly, the proposed evidence regularization term encourages
the model to have low confidence for wrong predictions.
Such regularization are expected to lead improved uncer-
tainty characteristics in our model.

Model Architectures and Setup
Our ECNP model can capture both the aleatoric and epis-
temic uncertainty in the few-shot tasks in a single forward
pass without the need of sampling. In our experiments, for
the context set encoder, we use a 4 layer neural network
with 128 dimensional hidden layers that leads to 128 di-
mensional features. For the decoder, we use the 3 layer neu-
ral network with 130 dimensional input (129 dimensional
input for function regression experiments), and 128 dimen-
sional hidden layers across all experiments. In all the models
with attention mechanism, we use multihead cross-attention
with 8 heads in the encoder similar to (Kim et al. 2019). To
obtain the evidential hyperparameters for ECNP, we trans-
form the output representation using a 2 layer neural net-
work with a 64 dimensional hidden layer. We apply ReLU
activation function in the intermediate layers and apply the
softplus activation on the final layer to obtain the eviden-
tial parameters. In the NP model with latent variable, we
sample 5 instances from the latent variable to train (i.e.,
ELBO estimation) and evaluate the model similar to (Gar-
nelo et al. 2018b). In the NP model, the reparameteriza-
tion trick of variational-auto-encoders (Kingma and Welling
2013) is used for the Gaussian distribution. Unless speci-
fied, for the CifarFS and CelebA evidential neural process
experiments, we set λ1 = 0.01, λ2 = 0.01, and for all
remaining experiments, we set λ1 = 0.1, and λ2 = 0.1.
For the NIG hyperparameters, we set βt = fθ(.) + 0.2,
and upper bound the αt and vt to 20. Models are trained
with the learning rate of 0.001 and Adam optimizer. For
the quantitative results (Table 1, 2, 3), we average the re-
sults over 5 independent runs of the model and report the
mean and standard deviation. The experiments use Pytorch,
and are carried out on a 8GB GeForce RTX 2070 SUPER
GPU-enabled PC and on a cluster with 8GB P4 Nvidia
GPU using resources at (Rochester Institute of Technology
2022). The codes for both the baselines and evidential mod-
els are available at https://anonymous.4open.science/r/ENP-
DB67/README.md.

Complexity Discussion
Compared to other meta-learning works such as MAML
(Finn, Abbeel, and Levine 2017), the proposed model has
rapid inference capabilities, and computationally cheaper
training. During training, MAML-based models formulate
meta-learning as a bilevel optimization problem that intro-
duces computationally expensive Hessian-gradient products

for global model parameter update. Specifically, when train-
ing on one task, for each inner loop update over the support
set, one additional hessian term needs to be computed for
the global parameter update that leads to multiple forward-
backward passes over the network. MAML’s bayesian ex-
tensions for uncertainty quantification further increase com-
putational cost. For instance, BayesianMAML introduces
expensive ensembling of MAML models for uncertainty
quantification. In contrast, CNP/ECNP training does not in-
volve any bi-level optimization/hessian gradient products,
and learning from a task only involves one forward pass and
one backward pass, making it computationally cheap.

Also, during inference, optimization based models are rel-
atively slower/computationally expensive as they need to up-
date the model with the support set information over K gra-
dient steps, whereas CNP/ECNP inference only requires a
single forward pass through the network, a highly desirable
characteristic in meta-learning algorithms. A similar model,
VERSA (Gordon et al. 2018), is also computationally cheap
to train, achieves rapid inference for prediction, and has un-
certainty quantification capabilities. However, to quantify
uncertainty, VERSA requires multiple rounds of sampling
from the posterior distribution over the class weights of the
linear classifier network. In contrast, ECNP leverages evi-
dential learning for uncertainty quantification which avoids
posterior sampling, making it even faster than VERSA.



Ablation Study

For the loss function of our ECNP model given by (10), we
introduce two novel regularization terms: incorrect evidence
regularizerLR

t and epistemic uncertainty regularizerLKER
t to

guide the model to have accurate uncertainty estimation. The
contribution of these terms to model training is controlled
by the two parameters λ1 and λ2, respectively. Here, we
study the impact of these hyperparameters in model training
and performance. Figure 10 shows the impact of λ1 on the
test set accuracy, average test set epistemic uncertainty, and
aleatoric uncertainty on 10-shot function regression tasks
from the GP dataset. The model tends to underestimate the
uncertainty values (i.e., epistemic and aleatoric uncertain-
ties) when λ1 is low whereas a large λ1 value causes the
model’s uncertainty to be large even for accurate model pre-
dictions. The model’s training is optimal when there is a
good balance between minimizing the NLL loss and mini-
mizing the incorrect evidence (e.g., λ1 = 0.1).

The regularization parameter λ2 controls the uncertainty
estimation in regions far away from the context points. Fig-
ure 11 shows the impact of λ2 to the model behavior as
training progresses in a 5-shot sinusoidal regression prob-
lem. A large λ2 leads to a sensitive model that outputs very
a high epistemic uncertainty as the target data points be-
come far from the context set observations and also hurts the
model’s generalization performance (i.e., average test loss).
Conversely, a very low λ2 value does not train the model
to consider the neighborhood information for uncertainty.
The regularization term λ2 provides the model with flexibil-
ity to consider the neighborhood information (i.e., LKER

t =
vt×D(xt, C) in determining the uncertainty. Next, we carry
out extrapolation experiments where the trained model is
evaluated outside its training data range (i.e., x > 5.0).
Figure 12 visualizes the epistemic uncertainty for a random
task. When the kernel based regularization term is intro-
duced in training (i.e., λ2 > 0), the model accurately outputs
a high epistemic uncertainty outside the training data range,
which is desirable.

Impact of Regularization to Model’s Uncertainty
Characteristics

We also study the impact of regularization terms to uncer-
tainty using MNIST dataset over 50-shot Image Completion
experiments. Figure 13 shows the effect of different evi-
dence regularization values λ1 when λ2 = 0.1. As can be
seen, larger regularization leads to improved Inclusion per-
formance without any impact the Uncertainty Increase met-
rics. Figure 14 shows the effect of kernel based regulariza-
tion when evidence regularization term λ1 = 0.1. Reason-
able value of kernel based regularization helps improve the
Uncertainty Increase metric without any impact to the In-
clusion. Finally, very large values of the uncertainty regular-
ization terms (both evidence regularization and kernel based
regularizations) hurt the model’s generalization capabilities
as shown in Figure 13 (c) and Figure 14 (c).

Additional Experimental Results
We present additional qualitative results with GP samples
and CelebA that visualize the estimated uncertainty. We also
conduct a deeper analysis on the behavior of the evidential
parameters that reveal important insights on how the pro-
posed evidential neural processes effectively combine the
learning from few-shot samples (i.e., context data) and the
meta-knowledge from other tasks to achieve accurate pre-
diction performance and fine-grained uncertainty quantifi-
cation.

Regression experiments on GP tasks. We trained the
ECNP model for 20,000 iterations on 10-shot GP tasks and
evaluated the model performance on a random test task. Fig-
ure 15 shows the model’s behavior on random GP tasks for
ECNP as we increase the number of data points on the con-
text set. The model outputs a high uncertainty at regions
where the model has not observed the context point/s and
it believes that the meta knowledge is not sufficient for ac-
curate prediction. A low uncertainty will be predicted other-
wise. For instance, in Figure 15 (b), the model outputs con-
fident correct predictions in the region between the 3rd and
4th context points even though they are relatively far away
from both context points. This may be due to that the meta-
knowledge learned from other tasks is rich enough to lower
the uncertainty. As we increase the number of observations
in the context set, the model’s confidence increases along
with the predictive accuracy as indicated by Figures 15 (c)
and 15 (d).

Image completion experiments on CelebA. Figure 16
shows the qualitative results of the evidential attentive neu-
ral process model on a random CelebA test task. The model
was trained for 50 epochs using 200-shot CelebA tasks with
λ1 = 0.1 and λ2 = 1.0. As we increase the number of
context points in the task (indicated by Context Mask CM),
the average epistemic uncertainty decreases rapidly whereas
the aleatoric uncertainty decreases at a slower pace. This
could be because there may be inherent noises associated
with the few-shot tasks that may not be addressed by newly
added context points. Furthermore, from (16) and (17), the
epistemic and aleatoric uncertainties vary by a factor of vt,
which captures the meta-knowledge according to our previ-
ous discussions. More context points could allow the model
to better relate to other meta-training tasks, leading to a
larger vt as shown by 16 (b). This also contributes to a faster
decrease of the epistemic uncertainty. Moreover, with addi-
tional data points on the context set, the model has greater
evidence for its prediction and the model’s predictive accu-
racy increases as indicated by decrease in the MSE error.

Figure 17 visualizes the three higher-order hyperparame-
ters α, β, and v along with the epistemic and aleatoric un-
certainties for a CelebA test task with varying number of
context points. We average the evidential hyperparameters
and uncertainty across the 3 channels for illustration. When
the number of context points in the task is low, the epistemic
uncertainty and aleatoric uncertainty show similar trends. As
we observe more data, the model evidence (i.e., α, β, and v)
gets updated to reflect the model’s knowledge. When there
are a few context points in the task, these hyperparameter



(a) Test Loss Trend (b) Epistemic Uncertainty Trend (c) Aleatoric Uncertainty Trend

Figure 10: Impact of Regularization parameter λ1 in a 10-shot GP function regression task

(a) Test Loss Trend (b) Epistemic Uncertainty Trend (c) Aleatoric Uncertainty Trend

Figure 11: Impact of regularization parameter (λ2) in a 5-shot sinusoidal function regression task

values are guided by the meta-knowledge. As the model ob-
serves more context points, the model integrates the meta-
knowledge with the information to update the evidential pa-
rameters. Specifically, the model considers the evidential hy-
perparameters α and β to estimate the aleatoric uncertainty
that seems to be high around the edges and the boundaries.
The model considers the evidential hyperparameter v along
with α and β to estimate the epistemic uncertainty that de-
creases gradually with more data in the context set. Similar
trends are observed across the experiments.

Evidential parameters guided local vs. meta-learning.
We further inspect the evidential hyperparameters to bet-
ter understand the model behavior. We first experiment with
relatively simple function regression tasks over the sinusoid
dataset. We train the evidential conditional neural process
model with λ1 = 0/0.1 and λ2 = 1.0 for 30,000 meta it-
erations and evaluate on a random test task. The test task
consists of 400 target points from which we randomly se-
lect K-shots in the context set. We track the average MSE
error and the evidential hyperparameters α, β, and v on the
target set across all the test tasks. Figures 18 and 19 show
the results of the experiments where we observe an inter-
esting trend. As can be seen from Figure 18 (d) and Figure
19 (d), the model performance converges after a few con-
text points (i.e., < 10) along with the (average) predicted
evidence score. Meanwhile, both α and v predicted on the
testing points also stop increasing. This implies that adding
additional context points no longer helps to improve learn-
ing from local data (i.e., context points), which is captured
by α based on the hierarchical structure defined in (1)-(3).

Similarly, it does not help to learn from the meta-knowledge,
either, which is captured by v. This example clearly shows
that how the proposed model effectively combines the learn-
ing from the local context data points while leveraging meta-
knowledge from other similar few-shot task to achieve a fast
convergence for relatively simple tasks.

For a more challenging CelebA task as shown in Fig-
ure 20, we observe a similar trend for α, which increases
along with the addition of context points but starts to con-
verge after a number of context points have been included.
However, v shows a very different trend that continues to
increase along with the addition of context points. The dif-
ferent behavior in these two evidential parameters precisely
captures how the proposed model conducts effective learn-
ing for more challenging tasks. In particular, for such tasks,
the local data (i.e., context points) contribute relatively less
since they are inherently limited in the few-shot setting for
more complex tasks. Meanwhile, meta-knowledge is ex-
pected to play a more important role given a potential large
number of training tasks available for the model to learn
the meta-knowledge (and using the context points related
to the learned meta-knowledge). This exactly matches the
faster convergence of α and continuous growth of v. Fur-
thermore, we also observe a more random trend in β due to
a higher noise ratio in the image completion tasks. Finally,
the MSE/Evidence trend matches the changes on α and v:
evidence continues to grow due to the contribution from v
and MSE converges at a slower pace than the simpler tasks
and its decrease at the later stages of the leaning is mainly
attribute to the increase of v (i.e., the meta-knowledge).



(a) λ2 = 0 (b) λ2 = 1.0 (c) λ2 = 10.0

Figure 12: Model behavior for different λ2 values in a 10-shot sinusoidal function regression task
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Figure 13: Impact of Evidence Regularization (λ1) to different uncertainty metrics

Limitations and Future Work
In this work, we focus on the CNP family because of their
rapid inference, scalability, and competitive predictive per-
formance. More importantly, they naturally quantify uncer-
tainty by simulating a stochastic process like a GP. We in-
troduce a novel hierarchical Bayesian structure that can be
viewed as a general augmentation to the CNP family of mod-
els to achieve fine-grained uncertainty decomposition and
theoretically guaranteed robustness. Proposed novel struc-
ture can be combined with and enhance other models of
the CNP family. To this end, we experiment with ConvCNP
(Gordan et.al, 2020), a recent improvement of CNP, on 5-
shot GP regression. The results are ConvCNP: MSE: 0.268,
LL: -0.239, Evidential-ConvCNP: MSE: 0.228, LL:-0.012,
which shows the potential of our method to augment recent
CNP models. We leave additional exploration of the effec-
tiveness of the proposed structure to other CNP works as a
future work.

We developed evidential meta-learning model for fine-
grained uncertainty quantification. The proposed ECNP
model introduces two additional hyperparameters and re-
quires hyperparameter tuning. Moreover, in this work, we
experimented on few-shot regression tasks with 1D regres-
sion and 2D image completion. For the considered datasets,
a relatively simple distance function such (the Euclidean dis-
tance) was effective for kernel based regularization. How-
ever, epistemic uncertainty guidance using kernel-based reg-
ularization in more challenging datasets such as image and
videos may require better and efficient design of the dis-
tance function D(.) (e.g. distance/similarity in the embed-

ding space). Also, it can be an interesting future work to
extend this work to other meta-learning approaches to equip
them with fine-grained uncertainty quantification capabili-
ties in a computationally efficient manner. We now plan to
address the issues and experiment on larger datasets such as
ImageNet with deeper neural networks as our future work.



0.00 0.25 0.50 0.75 1.00
Evidence Regularization ( 1)

0.70

0.75

0.80

0.85

0.90

0.95

Va
lu

e

Inclusion@0.1
Inclusion@1.0
Inclusion@2.0

(a) Impact to Inclusion@K

0.000 0.025 0.050 0.075 0.100
Evidence Regularization ( 1)

0.3

0.4

0.5

0.6

0.7

Va
lu

e

Uncertainty Increase

(b) Impact to Uncertainty Increase

0.00 0.25 0.50 0.75 1.00
Evidence Regularization ( 1)

0.03
0.04
0.05
0.06
0.07
0.08
0.09

M
SE

 V
al

ue

MSE

0.6

0.7

0.8

0.9

Lo
g 

Lik
el

ih
oo

d

LL

(c) Impact to MSE and LL

Figure 14: Impact of Kernel Based Regularization (λ2) to different uncertainty metrics

(a) 3 Context Points (b) 5 Context Points

(c) 10 Context Points (d) 20 Context Points

Figure 15: ECNP model performance on a GP function re-
gression task

(a) Epistemic Uncertainty Visualization

(b) Uncertainty Trends (c) MSE/Evidence Trend

Figure 16: Evidential ANP model performance on a CelebA
task



(a) 20 Context Points (b) 50 Context Points

(c) 100 Context Points (d) 200 Context Points

Figure 17: Visualization of the evidential hyperparameters and predicted uncertainty on a CelebA task

(a) α trend (b) β trend (c) v trend
(d) MSE/Evidence trend

Figure 18: Evidential CNP model performance on a Sinusoid Regression task for λ2 = 0

(a) α trend (b) β trend (c) v trend (d) MSE/Evidence trend

Figure 19: Evidential CNP model performance on a Sinusoid Regression task for λ2 = 0.1

(a) α trend (b) β trend (c) v trend
(d) MSE/Evidence trend

Figure 20: Evidential ANP model performance on a CelebA task for λ2 = 1.0


