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Abstract

Recently, driven by a large number of datasets,
the field of natural language processing(NLP)
has developed rapidly. However, the lack of
large-scale and high-quality Chinese datasets
is still a critical bottleneck for further research
on automatic text summarization. To close
this gap, we searched Chinese news websites
of domestic and abroad media, designed the
algorithm HSS(hidden topic, semantic, and
syntactic) to crawl and filter these records to
construct NEWSFARM. NEWSFARM is the
largest highest quality Chinese long news sum-
marization corpus, containing more than 200K
Chinese long news and summaries written by
professional editors or authors, which are all
released to the public. Based on the corpus,
we calculated the static metrics and designed
many experiments with the baseline models.
By comparing with the common datasets, the
experiment results show that the high quality
of our dataset and training effect of the mod-
els, which not only demonstrates the useful-
ness and challenges of the proposed corpus
for automatic text summarization but also pro-
vides a benchmark for further research.

1 Introduction

Automatic text summarization is one of the central
problems in Natural Language Processing(NLP),
posing two aspects challenges mainly about un-
derstanding and generation. After years of deep
learning development, the quality of models has
significantly improved, especially in some data-
driven models, such as sequence-to-sequence ar-
chitecture(Nallapati et al., 2016b; Rush et al.,
2015; See et al., 2017a), transfomer(Vaswani et al.,
2017), bert(Devlin et al., 2018), bart(Lewis et al.,
2019), GPT-3(Brown et al., 2020), Presumm(Liu
and Lapata, 2019), MatchSum(Zhong et al., 2020),
PanGu(Zeng et al., 2021), etc. However, the lack
of large-scale and high-quality Chinese datasets
for model training leads to the superiority of these

models cannot being fully demonstrated, which
greatly limits the further development of Chinese
automatic summarization. In a sense, pre-training
models, which have become popular in recent
years, are designed to overcome the lack of spe-
cific datasets for specific NLP tasks(Xu et al.,
2021). Numerous NLP tasks were unified into one
type of task, the existing datasets were used to
train the model, and then the pre-training model
was transferred to specific tasks by fine-tuning.
The fine-tuning process also requires a large num-
ber of task-specific datasets. In the automatic sum-
marization task, the annotated data consists of the
summary and source text. The summary serves as
the label of the data. On the premise of the same
summary quality, the length of the source text can
improve the quality of the trained model to some
extent. Therefore, the longer the text, the harder it
is to get a good summary.

Current dataset work has made some progress,
but there are the following problems. Insufficient
amount of data in the dataset. Data cleaning algo-
rithms are too simple to get high-quality data. The
effect of the models can not be fully demonstrated
with these data.

To tackle these problems, we checked Chi-
nese news websites of domestic and abroad me-
dia. More than 200K Chinese long news <arti-
cle,summary> pair were crawled. Afterward, the
crawled data was cleaned with HSS and a high-
quality dataset was obtained.

The  contributions are as  follows:
(1)NEWSFARM is the largest highest qual-
ity Chinese corpus for long news summarization,
up to now. To a certain extent, it makes up for the
lack of Chinese datasets in the field of automatic
summarization. (2)We design a comprehensive
data filtering algorithm HSS based on hidden
topics, semantic similarity, and syntactic sim-
ilarity, which can help improve the quality of
datasets. (3)The whole dataset is divided into



three parts: training, verification, and test set. We
compare the static metrics of common datasets,
the superiority of NEWSFARM is demonstrated
with these detailed metrics. (4)We designed many
experiments based on the baseline models and
calculated all kinds of metrics’ scores. The results
of the evaluation proved the utility and challenges
of this dataset.

2 Related work

2.1 Common datesets

According to the advances in research, the English
summarization datasets are superior to the Chinese
in both quality and quantity.

English summarization datasets such as
short summaries Gigaword(Napoles et al,
2012), Newsroom(Grusky et al., 2018). Long
text CNN/DM(Hermann et al., 2015; Nalla-
pati et al., 2017; See et al., 2017b), multi-
document DUC2004(Harman and Over, 2004),
TAC2011(Giannakopoulos et al., 2011), Multi-
News(Fabbri et al., 2019), WCEP(Ghalandari
et al, 2020), dialogue summarization cor-
pus(Gliwa et al., 2019), patent documents(Sharma
et al., 2019), scientifific papers(Cohan et al., 2018;
Yasunaga et al., 2019), bills(Kornilova and Eidel-
man, 2019), Crowdsourcing(Falke and Gurevych,
2017), besides there are XSUM(Narayan et al.,
2018), MDSWriter(Meyer et al., 2016), TALK-
SUMM(Lev et al., 2019), etc.

Chinese summarization datasets have the large-
scale Chinese short text summarization dataset
LCSTS(Hu et al., 2015), the Chinese long text ex-
tractive summarization dataset CLES(Chen et al.,
2021), the sports game summarization dataset
SPORTSSUM(Huang et al., 2020), the long Chi-
nese summarization of police inquiry record
dataset LCSPIRT(Xi et al., 2020), and a Chinese
e-commerce product summarization dataset(Yuan
et al., 2020).

Minority language summarization dataset only
have INDOSUM(Kurniawan and Louvan, 2018).

The neural Cross-Lingual summarization
dataset have NCLS(Zhu et al., 2019).

2.2 Construction method and research

At present, there are mainly four methods to con-
struct text summarization datasets:

(1)Find the appropriate text source, directly
crawl these records and clean it up.  The
CNN/DM(Hermann et al., 2015) directly collect

93K articles from the CNN and 220K articles from
the Daily Mail websites with summaries. The Gi-
gaword(Napoles et al., 2012) corpus collect 9.5
million news articles from the New York Times.
The BigPatent(Sharma et al., 2019) through Big-
Query to obtain 1.3 million US patent documents
and abstract summaries of human writing. The
Billsum(Kornilova and Eidelman, 2019) comes
from two sources: the US bill and the Califor-
nia bill. The INDOSUMU(Kurniawan and Lou-
van, 2018) use a dataset provided by Shortir, an
Indonesian news aggregator and summarizer com-
pany. Multi-news(Fabbri et al., 2019) is composed
of news articles and artificial summaries of those
articles from Newser.com. Newsroom(Grusky
et al., 2018) uses social media and search engine
metadata to collect short news and summaries.
XSUM(Narayan et al., 2018) is built by collect-
ing BBC articles and accompanying one-sentence
summaries. CLES(Chen et al., 2021) extract the
<article,summary> pairs from the Chinese Sina
Weibo. Besides, using existing datasets of con-
versation documents and create similar datasets by
linguists(Cohan et al., 2018), using the 1000 most
cited papers from the American Civil Liberties
Union Anatology Network(AAN)(Radev et al.,
2009), and their citation information to create
dataset(Yasunaga et al., 2019).

(2) Find some data sources, select some of them
as seeds, and then get more data through some pro-
cessing. The LCSTS(Hu et al., 2015) collects 50
very popular organization users as seeds, capturing
the aggregator followed by these seed users, and
using manually written rules to filter them, then
use selected users and text crawlers to capture their
micro-blogs.

(3)Crowdsourcing method, using the internet in
the form of questions to obtain the dataset. An
improved crowdsourcing approach is used to build
the dataset(Falke and Gurevych, 2017).

(4)Some special ways. Following the NLP and
ML conferences, 1,716 video interviews from the
ACLU, ACLU, EMNLP, Sigdal, and ICML were
analyzed, the videos were downloaded, and voice
data were extracted to construct dataset(Lev et al.,
2019). The MDSwriter system proposed by the
writer to construct the dataset(Meyer et al., 2016).

3 Dataset

NEWSFARM construction processes for this pa-
per is as follows:



Step1:Target selection.

Step2:Crawl data.

Step3:Data filtering.

Step4:Forming the final dataset.

The specific processes is shown in Figure 1.

3.1 Data collection

To build a high-quality dataset, we must choose
some high-quality data source that contains arti-
ficial summaries, which should cover news from
various fields. We checked news websites of do-
mestic and abroad media. After extensive screen-
ing, we select some websites that meet the require-
ments, such as the United Nations News Network,
China Daily website, etc. Designed a crawler pro-
gram(Zhang et al., 2018), which can filter out the
noise in the page, such as advertisements, pictures,
etc, to automatically extract effective information
from the websites. After simple processing, the
preliminary dataset is obtained.

3.2 Filter algorithm

The preliminary dataset is filtered in two aspects:
format and content.

3.2.1 Format filter

We define short summaries as those with less than
45 words and short news as those with less than
600 words.

Step1:Error format filtering. Traverse all the
collected records. If a summary or news body is
missing from the record pair, delete this record.

Step2:Short summaries filtering. Traverse all
the collected summaries records. If the summary
words are less than 45, delete the record pair.

Step3:Short news filtering. Traverse all the col-
lected news body records. If the news words are
less than 600, delete the record pair.

After format filtering, the average length of sum-
mary in our dataset is 87 words and the average
length of an article is 1048 words.

3.2.2 Content filter

To further improve the quality of the dataset, we
need to strictly detect the matching degree be-
tween the summary and the article, and filter out
those records that do not match between the sum-
mary and article.

There are many ways to calculate text similarity,
some are based on the theme of the texts, some are
based on the semantics of the texts, and some are
based on the structure of the texts. In the task of

text summarization, the summary is a short text
and the original is a long text, which brings great
difficulty to the calculation of text similarity. To
calculate text similarity from any single point of
topics, semantics, and structure will miss informa-
tion.

On this issue, we propose a comprehensive algo-
rithm HSS to calculate the text similarity of differ-
ent lengths based on the hidden text topic(Gong
et al., 2018) and the short text similarity with
semantic and syntactic information(Yang et al.,
2021). The hidden text topic ignores the impact
of word ambiguity and the semantic information
contained in the structure of the text. The short
text similarity with semantic and syntactic infor-
mation(Yang et al., 2021) complements the former
approach. We compare the HSS score with the
threshold value and filter out the records below the
threshold. Here we only describe the idea of this
method. Please refer to Appendix A for specific
algorithms.

(1)The hidden text topic:

Step1:The preprocessing module tokenizes arti-
cles and removes stop words and prepositions.

Step2:Topic generation from articles, the word
vectors in a article are W = {wy, ws, ..., w, }, and
the hidden topic vectors of the article are H =
{h1, ha, ..., hy, }. We define the reconstructed word
vector w; for the word w; as the optimal linear ap-
proximation given by topic vectors. The goal is to
find the optimal H* so as to minimize the recon-
struction error E for the whole article. The detailed
introduction is in Appendix A.

Step3:Topic mapping to summary. We have ex-
tracted K topic vectors {h}}¥=1from the article
matrix W. Suppose the vectors of the words in a
summary are S = {s1, $2, ..., Sm }-

Let 'SV;“ be the reconstruction of the summary
word s; given by one topic hj. The r(h},s;) is
the relevance between a topic vector h;, and sum-
mary word s;. Itis defined as the cosine similarity
between §§ and s;

Therefore, the topic_sim = r(W, S) as the rel-
evance between the article W and the summary S,
and r(W,S) is the sum of topic-summary relevance
weighted by the importance of the topic. The de-
tailed introduction is in Appendix A.

Step4:The higher (W, S)(topic_sim) is, the
better the summary matches the article.

(2)The text similarity with semantic and syn-
tactic information:
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Figure 1: NEWSFARM construction processes

Measuring the text similarity based on seman-
tic.

Definition 1(Term). A term tis a word or a mul-
tiword expression(MWE).

Definition 2(Instance). An instance € is a con-
crete object.

Definition 3(Concept). A concept c is defined
as a general and abstract description of a set of
instances.

a.Semantic similarity between terms:

The term similarity calculation can be roughly
divided into the corpus based method and
knowledge-based method. Both types of methods
have shortcomings, so we combine the two meth-
ods to get a better solution.

First, in the corpus based method, we use se-
mantic composition to obtain semantic vectors of
terms. Given a term t and the semantic vector
of each word in t, the semantic vector of t can
be calculated by Vi = 15, Vi, * SIF(wy).
Where K stands for the number of words, SIF is
the smooth inverse frequency based on the atten-
tion mechanism. The similarity of terms is com-
puted using the two semantic vectors R.(t1,t2) =
(Vi, *Viy) /(|Viy | % |Vi,|) The detailed introduction
is in Appendix A.

Second, the similarity of terms based on knowl-
edge is obtained by Probase(Wu et al., 2012)
and calculated based on the two concept vectors.
Ry(ti,t2) = (It * It,) /(| It, | * |I1,]). The large-
scale knowledge base Probase(Wu et al., 2012),
which is a probabilistic semantic network that con-

tains millions of concepts and instances. The Iy,
and I, is the concept vector. The detailed intro-
duction is in Appendix A.

Finally, a linear method is adopted to fuse R,
and Ri, R = a* R + (1 — a) * R.. Where « is
a tuning parameter. Since R, plays a subordinate
role in term similarity, o should be a value greater
than 0.5. The detailed introduction is in Appendix
A.

b.Semantic similarity of texts:

Step1:Text segmentation. We split the text into
set of terms.

Step2:Part of speech judgment. For the terms
set after segmentation, we need to determine the
POS of each term in the current context. Stanford
CoreNLP is used to determine the POS of each
term. We use the method in(Li et al., 2017) to
further distinguish the type of terms(concept or in-
stance). The detailed introduction is in Appendix
A.

Step3:Conceptualization of term. With the help
of Probase(Wu et al., 2012), we can easily obtain
concepts of instances. However, in natural lan-
guage, instances are often ambiguous, it has at
least two completely unrelated concepts. For am-
biguous terms, we need to select appropriate con-
textual terms to eliminate ambiguity. Based on the
context selection and assigned weights, the con-
cept with the maximum score is considered the
meaning of the target word in the current context.
The detailed introduction is in Appendix A.

Step4:Semantic vector of texts. After the above



three parts, we have constructed the semantic vec-
tor. Using the semantic vector of the article
and summary, the similarity score of the <arti-
cle,summary> pair is obtained by using the simi-
larity calculation formula(semantic_sim). The de-
tailed introduction is in Appendix A.

c.Syntactic similarity of texts:

The above semantic similarity calculation
method of texts is simple and effective, but
it ignores the impact of syntactic informa-
tion. We compute the syntactic similarity of
texts(syntactic_sim) based on a constituency parse
tree(CPT). Here, we use term as the minimum se-
mantic unit to construct the CPT of texts. The de-
tailed introduction is in Appendix A.

d.Overall text similarity based on the semantic
and syntactic information:

A linear method is adopted to fuse
the semantic and syntactic information.
sim(article, summary) = ¢ * semantic_sim +
(1 — @) * syntactic_sim, where ¢ is a tuning
parameter. Since semantic_sim plays a subor-
dinate role in text similarity, ¢ should be a value
greater than 0.5. The detailed introduction is in
Appendix A.

(3)Overall<article,summary>pair similarity

The linear method is adopted to fuse the
topic, the semantic and syntactic information.
sim(article, summary) = (1 — 0) % [p *
semantic_sim + (1 — ) * syntactic_sim| + 6 x
hiden_topic, where 0 is a tuning parameter. Since
hiden_topic plays a subordinate role in text sim-
ilarity, € should be a value greater than 0.5. The
detailed introduction is in Appendix A.

We compare the sim(article,summary) with the
threshold value, and filter out the records below
the threshold. Afterward, high-quality data was
obtained for our dataset.

3.3 Build the dataset

After data collection and data filtering, we col-
lect these records and finally construct the NEWS-
FARM. An example of the dataset is shown in Ap-
pendix B, Figure 1.

4 Data analysis

4.1 Data statistics

The NEWSFARM contains a total of 200K pieces
of data, each including a summary and a news
story. We count the size of the corpus, the size
of training, validation, and test set, the average

document (source), and summary (target) length
(in terms of words and sentences). We compare it
with the common datasets, as detailed in Table 2.

According to the content of 2.1, the Chinese
summarization datasets have CLES(Chen
et al, 2021), LCSTS(Hu et al, 2015),
SPORTSSUM((Huang et al., 2020), LCSPIRT(Xi
et al., 2020), and a Chinese e-commerce product
summarization dataset(Yuan et al., 2020). The
LCSTS is a short text summarization dataset and
is not comparable to our dataset. Other Chinese
summarization datasets are quite different from
ours in both quality and quantity, so we chose
the best of them to compare. By comparing with
CLES(Chen et al., 2021), it can be seen that the
scale of our dataset is larger than CLES(Chen
et al., 2021), and it has advantages in the number
of sentences. Compared with CNN/DM(Hermann
et al., 2015; Nallapati et al., 2017; See et al.,
2017b), our dataset has obvious advantages in
terms of document length and summary length.
In addition, our dataset covers a wider range of
fields than CLES(Chen et al., 2021), including the
world’s politics, economy, culture, tourism, and
other aspects. These metrics fully demonstrate the
superiority of our dataset.

4.2 Bound

LEAD-3:A common automatic summarization
strategy of online publications is to copy the first
sentence, first paragraph, or first K words of the
text and treat these as the summary. According
to the prior work(Mihalcea and Tarau, 2004), we
use the LEAD-3 baseline, in which the first three
sentences of the text are returned as the summary.
This part makes LEAD-3 can be competitive with
some state-of-art systems.

ORACLE:Given an article text A =<
ai,ar,...a, > consisting of a sequence of to-
kens a; and the corresponding article summary
S =< s1,581,...8m > consisting of tokens s;, the
set of extractive fragments F(A,S)(Grusky et al.,
2018)is the set of shared sequences of tokens in
A and S. We identify these extractive fragments
of an article-summary pair using a greedy process.
Oracle represents best possible performance of an
ideal extractive system.

We selected three different metrics(Lin and
Hovy, 2003), namely ROUGE-1 which measures
the overlap of unigrams, ROUGE-2 which mea-
sures the overlap of bi-grams, and ROUGE-L



Datasets #docs(total/train/val/test) avg.document length|avg summary length
words sentences | words sentences
NEWSFARM | 206,480/185,125/18,123/21,232 |1,048.00  39.29 86.90 3.05
CLES 103,893/95,000/3,839/5,000 1,584 36.00 [106.00 3.00
LCSTS 2,412,163/2,400,391/10,666/1,106| 108.80 10.13 19 1.00
CNN/DM 312,085/287,227/13,368/11,490 | 687.09 31.66 48.49 3.73

Table 2: Comparison of summarization datasets with respect to overall corpus size, size of training, validation, and
test set, average document and summary length.(Statistical length is divided into sentence level and word level)

which measures the longest common subsequence.
Use the two baseline models introduced above to
compare the scores corresponding to the three met-
rics on different datasets. If summaries generated
by the above model achieve a high ROUGE score,
it means that the dataset has a low level of abstrac-
tion. The comparison results of NEWSFARM and
other datasets are shown in Table 3.

The LCSTS(Hu et al., 2015) is a short text sum-
marization dataset and is not comparable to our
dataset. By comparison with CLES(Chen et al.,
2021), it can be seen that all metrics of our dataset
in n-gram are higher than that of CLES. All the
rouge scores in LEAD-3 and ORACLE are lower
than CLES. These data demonstrate that the qual-
ity of our dataset is superior to the CLES, espe-
cially in terms of abstraction. Compared to the En-
glish summarization dataset CNN/DM(Hermann
et al., 2015; Nallapati et al., 2017; See et al.,
2017b), our dataset is slightly inadequate, but not
by much.

5 Experiment

In this part, we prove the quality of the dataset
from three aspects:

(1)Automatic evaluation. Demonstrate the high
quality of our dataset by demonstrating the quality
of the models trained by our dataset.

(2)Human evaluation. Demonstrate the high
quality of our dataset by showing the scores of the
human evaluation metrics.

(3)Experiment  with  out-of-domain  data.
Demonstrate the high quality of our dataset by
demonstrating the actual effects of the model
tested with additional data.

First, we select twelve existing baseline mod-
els which are frequently used, obtain the ROUGE
scores of these models on CNN/DM(Hermann
et al.,, 2015; Nallapati et al., 2017; See et al.,
2017b) and NEWSFARM. After that, we evaluate
the quality of the dataset by analyzing the ROUGE

scores.

Second, we select five human evaluation met-
rics, such as fluency, coherence, consistency, in-
formativeness, and novelty to evaluate our dataset
by questionnaire.

Third, we design a set of experiments to com-
pare the effects of training the same model with
different datasets when using additional data for
testing.

5.1 Baseline

Twelve existing automatic text summarization
models of different categories were selected to
evaluate the datasets.

Among them, the extractive model include
LEAD-3, TextRank(Mihalcea and  Tarau,
2004), MatchSum(Zhong et al., 2020) and
BertSumExt(Liu and Lapata, 2019).

The LEAD-3, which extracts several sentences
in front of the text paragraphs as the summary, and
the TextRank(Mihalcea and Tarau, 2004) based on
the PageRank algorithm, which extracts several
sentences with the highest score as the summary.
The BertSumExt(Liu and Lapata, 2019), which
is based on bert(Devlin et al., 2018) pretraining
model and Oracle algorithm. MatchSum(Zhong
et al., 2020), which based on bert(Devlin et al.,
2018) pretraining model and BertSumExt(Liu and
Lapata, 2019).

The abstractive model include seq2seq-
att (Chopra et al., 2016; Nallapati et al.,
2016a), pointer-gen(See et al., 2017a), Pointer-
gen+cov(See et al.,, 2017a; Zeng et al., 2016),
Transformer(Vaswani et al.,, 2017), Bert-
SumAbs(Liu and Lapata, 2019) and Bert-
SumExtAbs(Liu and Lapata, 2019).

Seq2seq-att: A novel recurrent neural network
for the problem of abstractive sentence summariza-
tion.

Pointer-gen:Pointer-generator ~ network(See
et al., 2017a) is a hybrid between seq2seq and a



Datasets % of novel n-grams in gold summary LEAD-3 ORACLE
unigrams bigrams trigrams 4-grams| R-1 R-2 R-L | R-1 R-2 R-L
NEWSFARM | 18.85 19.59  30.51 4242 |45.44 30.03 38.44 | 59.79 53.11 55.52
CLES 6.75 6.86 5.10 7.81 |48.59 3553 4532 |73.46 66.21 72.15
CNN/DM 16.89 54.06  72.28 80.33 |40.34 17.70 36.57 | 55.12 30.55 51.24
NYTimes 22.64 55.59 71.93 80.16 |31.85 15.86 23.75|52.08 31.59 46.72

Table 3: Corpus bias towards extractive methods in the NEWSFARM, CLES, CNN/DM and NY Times datasets.
We show the proportion of novel n-grams in gold summaries. We also report ROUGE scores for the LEAD-3 and
the extractive oracle baseline. Results are computed on the test set.

pointer network(Vinyals et al., 2015), as it allows
both copying words via pointing, and generating
words from a fixed vocabulary.

Pointer-gen+cov:Coverage mechanism(Zeng
et al., 2016) is added to Pointer-gen(See et al.,
2017a).

Transformer:This model has an encoder-
decoder structure. The encoder is composed of
a stack of N = 6 identical layers. Each layer
has two sub-layers. The first is a multi-head self-
attention mechanism and the second is a simple,
position-wise fully connected feed-forward net-
work. The decoder is also composed of a stack
of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder in-
serts a third sub-layer, which performs multi-head
attention over the output of the encoder stack.

BertSumAbs and BertSumExtAbs:A new
fine-tuning schedule based on bert(Devlin et al.,
2018) pre-training model, which adopts different
optimizers for the encoder and the decoder as a
means of alleviating the mismatch between the
two (the former is pre-training while the latter is
not). This two-staged fine-tuning approach can
further boost the quality of the generated sum-
maries.

5.2 Automatic Evaluation

Using the baseline model mentioned in 5.1, we
train the model on NEWSFARM, and CNN/DM
respectively. The ROUGE score results obtained
are shown in Table 4(extractive model) and Ta-
ble 5(abstractive model), we can find that NEWS-
FARMSs scores, whether its ROUGE-1, ROUGE-
2, or ROUGE-L are higher than CNN/DM in
all abstractive baseline models. Especially, the
Transformer(Vaswani et al., 2017) showed the
greatest performance improvement. Compared
to CNN/DM, NEWSFARM has produced better
models, and this result is a testament to the quality
of our dataset. In addition, our dataset also ob-

tained better results on the extractive models. Due
to the characteristics of TextRank(Mihalcea and
Tarau, 2004) algorithm, its rouge score does not
have strong proof significance, so it is only used
as a comparison here.

The experimental results also showed that al-
though the Chinese pre-training model has devel-
oped in recent years, there is still a certain gap be-
tween it and English pre-training. We transferred
the original English pre-training baseline model to
Chinese pre-training and adjusted the parameters
repeatedly, but the results were even worse than
some traditional models without pre-training. This
indicates that Chinese pre-training still needs fur-
ther development, but it does not affect us to use
them as a baseline to prove the high quality of
our dataset. The scores of our dataset on mod-
els requiring pre-training also exceeded those of
CNN/DM, this is further evidence of the high qual-
ity of our dataset. Actual training effects on six ab-
stractive baseline models are shown in Appendix
B, Figure 2.

5.3 Human Evalution

There are five significant metrics in human evalua-
tion.

(1)Fluency: The summary is written smoothly
and there are no grammar mistakes.

(2)Coherence: Each sentence in the summary
needs to be connected organically and meaning-
fully.

(3)Consistency:The facts stated in the summary
should be consistent with the source text.

(4)Informativeness:The summary captures key
points from the source text.

(5)Novelty:Use as few sentences, phrases, and
words as possible from the source text in the sum-
mary.

In this part, the corresponding score was ob-
tained by questionnaire. The full score of each



NEWSFARM CNN/DM

models Rouge-1 | Rouge-2 | Rouge-L | Rouge-1 | Rouge-2 | Rouge-L
LEAD3 45.44 30.03 38.44 40.42 17.62 36.67
oracle 59.79 53.11 55.52 52.59 17.62 36.67
TextRank 43.08 26.86 33.35 35.23 13.90 31.48
BertSumExt 47.74 35.62 43.24 43.23 20.24 39.63
MatchSum+bert 46.56 32.77 46.46 44.22 20.62 40.38
MatchSum+roberta 44.98 31.62 44.89 44.41 20.86 40.55

Table 4: ROUGE scores of extractive models on NEWSFARM, and non-anonymized version of the CNN/DM.

NEWSFARM CNN/DM
models Rouge-1 | Rouge-2 | Rouge-L | Rouge-1 | Rouge-2 | Rouge-L
Seg2seg-att 56.35 47.06 54.85 31.33 11.81 28.83
Pointer-gen 58.70 47.84 54.58 36.44 15.66 3342
Pointer—-gen+cov 56.37 44.44 51.49 39.53 17.28 36.38
Transformer 61.08 49.94 56.30 40.05 17.72 36.67
BertSumAbs 51.77 38.35 44.97 41.72 19.39 38.76
BertSumExtAbs 52.50 39.24 45.90 42.13 19.60 39.18

Table 5: ROUGE scores of abstractive models on NEWSFARM, and non-anonymized version of the CNN/DM.

OURS|CLES|CNN/DM
Fluency 4.62 | 436 | 4.56
Coherence 4.23 | 3.87 3.90
Consistency 4.36 | 3.89 3.72
Informativeness| 4.26 | 3.86 3.96
Novelty 3.60 | 3.56 3.58

Table 6: Human evaluation on NEWSFARM, CLES,
and CNN/DM respectively.

metric is 5 points. The scoring standards and sam-
ples of human evaluation metrics are shown in Ap-
pendix B, Figure 3. Different groups of people
were selected and the mean value was obtained
according to the statistical results of the question-
naire. The average score of the questionnaire sur-
vey is shown in Table 5. Comparison results of dif-
ferent metrics of different datasets, it can be found
that NEWSFARM achieved high scores on all five
metrics, which exceeded other datasets. These
scores fully demonstrate the high quality of our
dataset.

5.4 Results on Out-of-domain Data

To further demonstrate the superiority of the
model trained by our dataset, we designed some
experiments to test the effects when using ad-
ditional data(some data which is not in NEWS-
FARM). The results of the test are shown in Ap-

pendix B, Figure 4.

The experiments show that the model trained
by our dataset has a good test effect on Out-of-
domain data, and a relatively ideal summary has
been obtained.

Through the above three aspects of experiments,
we can find that each experiment has achieved pos-
itive results, which fully proves the high quality of
our dataset from three aspects: the quality of the
model trained by datasets, the score of the human
evaluation indicators, and the actual effect of the
model trained by NEWSFARM.

6 Conclusion and future work

NEWSFARM is the largest highest quality Chi-
nese long news summarization dataset at present,
which contains long news and corresponding sum-
maries in various fields. The HSS algorithms help
improve the quality of our dataset. Moreover, data
analysis shows the scale of our dataset, and the
experiments fully demonstrate the quality of our
dataset. We hope that NEWSFARM can not only
accelerate the development of automatic text sum-
marization but also promote the formation of a
higher-quality summarization system to facilitate
our lives.

In the future, more and larger datasets of various
types need to be proposed to support larger and
larger models.
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A Appendix

This part is a detailed introduction of HSS
algorithm.  HSS algorithm consists of three
parts:the hidden text topic(hiden_topic), seman-
tic similarity(semantic_sim) and syntactic similar-
ity(syntactic_sim).

The hidden text topic:

Step1:The preprocessing module tokenizes arti-
cles and removes stop words and prepositions.

Step2:Topic generation from articles, the word
vectors in a article are W = {w, wo, ..., wy, }, and
the hidden topic vectors of the article are H =
{h1, ha, ..., hy }. We define the reconstructed word
vector w; for the word w; as the optimal linear ap-
proximation given by topic vectors: w; = Hay
where:
(1

a; = argmin|jw; — &i”%

aiGRk

The reconstruction error E for the whole article is
given by:

2
2

2

n
E="Y"||w— |
=1
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The goal is to find the optimal H* so as to mini-
mize the error E. H € R%*,

2

n
H" = argmianinHwi — Hail|3

i=1

3)

With the orthonormal constraints, we simplify the
form of the reconstructed vector w; as:
w; = HH w; “4)

Define E;. as the reconstruction error when we
only use topic vector hj; to reconstruct the article:

®)

Now define i as the importance of topic A} ,
which measures the topics ability to reconstruct
the words in a article: i, = ||[h;TW||3. We nor-
malize iy as i) so that the importance does not
scale with the norm of the word matrix W, and so
that the importances of the K topics sum to 1.

Ey, = [|W — hit WIJ3

Uk
(51 is)

The number of topics K is a hyperparameter in
model.

Step3:Topic mapping to summaries. We have
extracted K topic vectors {h}}*=from the text
matrix W, whose importance is reflected by
{ix}F=1. This part, we measure the relevance of
a article-summary pair. Suppose the vectors of
the words in a summary are S = {s1, s2, ..., Sy }-
Similar to the reconstruction of the article, the
summary can also be reconstructed from the arti-
cles topic vectors as shown in Eq.(4). Let §§ be
the reconstruction of the summary word s; given
by one topic hj. §] = h;h;TS;. The r(h},s;) is
the relevance between a topic vector hj, and sum-
mary word s;. It is defined as the cosine similarity

between §f and s;:

(6)

k=

STsk

(N

r( Za Sj )= ~%
[Isll2 * 1155112

Let r(h}, s;) be the relevance between a topic
vector and the summary, defined to be the average
similarity between the topic vector and the sum-
mary words:

1 &4
r(h, S) = — > (b}, s;) ®)



Therefore, the r(W,S) as the relevance be-
tween the text W and the summary S, and »(W, S)
is the sum of topic-summary relevance weighted
by the importance of the topic:

k=1
r(W,8) =Y i« r(hi, S) ©)
K

Step4:The higher (W, S) is, the better the sum-
mary matches the article.

Measuring the text similarity based on se-
mantic

Definition 1(Term). A term t is a word or a
multiword expression(MWE).

Definition 2(Instance). An instance € is a con-
crete object.

Definition 3(Concept). A concept c is defined
as a general and abstract description of a set of
instances.

a.Semantic similarity between terms:the term
similarity calculation can be roughly divided into
a knowledge-based method and a corpus based
method. Both types of methods have shortcom-
ings, so we combine the two methods to get a bet-
ter solution.

First, the corpus based method. We use se-
mantic composition to obtain semantic vectors of
terms. Given a term t and the semantic vector of
each word in t, the semantic vector of t can be cal-
culated by Eq.(10).

K

Vi= Vi, * STF(wy)
k=1

(10)

Where K stands for the number of words, SIF is
the smooth inverse frequency based on the atten-
tion mechanism. The similarity of terms is com-
puted using the two semantic vectors.

(Viy * Vi, )

ot 1) = ot
Rt t2) = oL

(11

Second, the similarity of terms based on knowl-
edge is obtained by Probase and calculated based
on the two concept vectors.

(Itl * Itz)
([Le, | * [L2,])

The large-scale knowledge base Probase(Wu
et al., 2012), which is a probabilistic semantic net-
work that contains millions of concepts and in-
stances. The I;, and I, is the concept vector.

Ry(t1,t2) = 12)
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A linear method is adopted to fuse R, and Ry,

R=axRp+ (1—a)*R, (13)
Where « is a tuning parameter. Since R, plays a
subordinate role in term similarity, « should be a
value greater than 0.5.

b.Semantic similarity between article and sum-
mary:

Stepl:Text segmentation. Recently, the sim-
plest and most effective method for segmentation
is dictionary-based matching. It is a greedy algo-
rithm to match the longest length, which only op-
timizes the local solution, not global optimization.
We rely on a fact that the segmented terms should
be semantically related.

First, all possible segmentations are generated
recursively.

Second, terms that do not have segmentation
ambiguity from all text segmentation cases are
chosen. These terms are used as a reference to
select the most related segmentation.

Third, the semantic similarity between the seg-
ment and each reference term is calculated, and
the highest score is preserved.

Finally, the segment with the maximum score is
selected as the best segmentation.

Step2:Part of speech judgment. For the terms
set after segmentation, we need to determine the
POS of each term in the current context. Stanford
CoreNLP is used to determine the POS of each
term. We use the method in(Li et al., 2017) to fur-
ther distinguish the type of noun terms(concept or
instance).

Step3:Conceptualization of term. With the help
of Probase(Wu et al., 2012), we can easily obtain
concepts of instances. However, in natural lan-
guage, instances are often ambiguous(’apple’ can
stand for both fruit and company), it has at least
two completely unrelated concepts. For ambigu-
ous terms, we need to select appropriate contex-
tual terms to eliminate ambiguity.

All contextual terms are considered, and a prior-
ity is assigned to each informative contextual term
by a variant sigmoid function.

weight(t;) = 1.5 (14)

Cltew

Where x represents the contextual distance, and
the contextual distance refers to the number of
terms between ¢; and the target instance. Based on
the above context selection and assigned weights,



the concept with the maximum score is consid-
ered the meaning of the target word in the cur-
rent context({apple,pos}— {apple,pos,company},
the company is the concept information).

Step4:Semantic vector of texts. After the
above three parts, we have constructed the se-
mantic vector. Using the semantic vector of
the article and summary, the similarity score of
the<article, summary> pair is obtained by using
the similarity calculation formula(semantic_sim).

First, a matrix S is constructed based on the
number of terms in article of summary.

Second, the similarity of each term pair is com-
puted based on the Eq.(12).

Finally, we compute the sum of all values in S
and normalize it, obtaining the similarity score.

S(Th,T>)

semantic_sim =
\/S(,Tl7 Tl) * S(TQ, TQ)

15)

Where the T7 and T5 is terms set of the article
and summary. Each term in the term set is rep-
resented as a triple (term, POS, concept). The
semantic vector of S1 and S2 following(Li et al.,
2018).

First, based on 7} and 75, a joint term set 7' =
T1 U Tsis formed and each entry of the semantic
vector corresponds to a term in T.

Second, obtaining the value of the each entry
based on term similarity.

-If ¢; belongs to 77, the value is set to 1.

-If t; does not belong to 77, we calculate the
semantic similarity between ti and each term in 77 .

In essence, the attention mechanism is added in
Eq.14.

Measuring the text similarity based on Syn-
tactic

The above semantic similarity calculation
method of texts is simple and effective, but it ig-
nores the impact of syntactic information. We
compute the syntactic similarity of texts based on
a constituency parse tree(CPT).

step1:Construct the CPT with terms as the min-
imum semantic unit.

step2:Compute the similarity of each node pair
based on rules.

PTK(T\,T)= Y. Y  A(nl,n2) (16)

ni GNTI n2€NT2

Where 17 and 75 are the CPTs of S and Ss,
NTy and NT5 are the sets of nodes in 77 and 75,
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and A(ny,ng) refers to the number of common
fragments rooted at the n; and ny nodes which is
the core of the tree kernel.

We define A(nq,ng)(Moschitti, 2006) as fol-
lows.

A(ni,ng) = similarity(ni,n2), when
ni,ng € leafnodes.
A(n1,ne) =U(N? + Ep:]_ ImAp(eny, cng)),

when n; == nsandni, ny € non — leafnodes

Otherwise,A(n1,n2) =0

Where u is the height of the tree and A is the
length of the child sequences, cni and cny are the
ordered child sequences of n; and ng, Im returns
the minimum sequence length between cn; and
cng, and Ap evaluates the number of common sub-
trees rooted in the subsequence of exactly p chil-
dren. Ap is a recursive function.

Ap(eny, eng) = A(a,b) * Z |n] Z |na]
=1 r=1

)\|n1|+\n2|—i—r * A(p — ]_) * (7’[,1[1 : Z},’I’Lg[l . 7"])
a7
where ni[1 : i] and ny[l : 7] are the child sub-
sequences from 1 to i and from 1 to r of n; and ns.

A(p — 1) is recursively computed using Eq.(17)
step3:Sum all similarity values and normalize
the sum to get the syntactic similarity(Moschitti,

2006)(syntactic_sim)

Overall text similarity:A linear method is
adopted to fuse the hidden text topic approch and
the text with semantic and syntactic information.

sim(summary, article) = 0(p * semantic_sim

+(1 — @) * syntactic_sim) + (1 — 0) x hiden_topic
(18)

Where 6 is a tuning parameter. Since
hiden_topic plays a subordinate role in text simi-
larity, 6 should be a value greater than 0.5.

The overall flow of the HSS is as follows:

stepl:The preprocessing module tokenizes
texts and removes stop words and prepositions

step2:Topic generation from texts and mini-
mize the reconstruct error E.

step3:Topic mapping to summaries, and get the
r(W, S) as the relevance between the text W and
the summary S.

step4:Obtaining the term set 77(article) and
Ts(summary) according to the text segmentation
technique.

stepS:Judging the POS of each
and get T7{(termy,pos)...(termy,,pos)}
To{(term1,pos)...(termy,,pos)}.

term
and



step6:Conceptualizing each term and get
T1 {(term1,pos,concept)...(term,,,pos,concept) }

and T5{(termy,pos,concept)...(termy,pos,concept) }.

step7:Constructing the semantic matrix S of the
two text, then using Eq.(15) to obtain the semantic
similarity semantic_sim.

step8:Constructing the CPT of each text based
on the term set obtained in stepl. And then using
the rules defined in Eq.(16) to obtain the syntactic
similarity syntactic_sim.

step9:Using the rules defined in Eq.(18) to
obtain the overall text similarity. The higher
sim(article,summary) is, the better the summary
matches the article. We compare the score with
the threshold value, and filter out the records be-
low the threshold.

B Appendix
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Summary : I B P EZE 5 414222 51 20 AR R AT T 2019-20204E [ “ Bl HU X 223 Atk & R R  (Survey of Economic
and Social Developments in the Arab Region) %5, FdEE R, FTHi{HHLX 2021 S HIGEFEFILEFF R ERMAIFL T,
WRETT N3 5%, AEAFUMELT, 8 KETIHEAEIL2 8%

Summary:The United Nations Economic and Social Commission for Western Asia today released its "Survey of
Economic and Social Developments in the Arab Region” for 2019-20. The data show that the Arab region faces
two economic scenarios in 2021: in the optimistic case, growth is expected to be 3.5 percent, and in the less
optimistic case, growth is expected to be no more than 2.8 percent
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News:Escwa: Optimistic forecast for Arab economic growth of 3.5% in 2021 Actual growth in the Arab region will
depend on how well Arab countries respond to the COVID-19 pandemic, which has cost the region an estimated
$140 billion and caused economic growth to contract by 3 percent this year, the report said.

While positive growth is expected in both cases, it is not enough to create decent jobs, the report warns. In
fact, the region’s unemployment rate is expected to rise to 12.5 percent by 2021. Palestinian and Libyan
unemployment rates will be the highest in the region, at 31 and 22 per cent respectively. In Jordan and
Tunisia, the figure will be more than 21 per cent, and in the Gulf Cooperation Council it will be about 5.8
per cent. Moreover, the region s exports fell 50 percent this year and are expected to grow another 10.4
percent in 2021.

The report’ s lead author, Mohamed Hedi Bchir, says the crisis facing the Arab region is no longer limited to
the economic sphere, but also includes major social challenges. The region also faces increasing poverty, with
an average poverty rate likely to reach 32 percent by 2021, affecting 116 million people. The region is
struggling with rising youth unemployment, averaging 27 per cent, and persistent gender inequality, the
highest in the world, at 40 per cent.Middle—income countries are expected to have the highest growth rates in
the region, reaching 5 percent in an optimistic case and 4.1 per cent in a less optimistic case, the report
said. GCC countries will achieve growth rates of 2.3 to 2.1 percent and the least developed countries will not
exceed 0.5 or 0.4 percent.

Bichir further stressed that the challenges facing the region require extensive efforts by Arab governments to
provide the necessary social safety nets, particularly in communities hosting refugees and migrants, where
fears of further deterioration in living conditions are growing as economic recession afflicts donor
countries.

This year' s report focuses on debt levels in the Arab region, which have doubled in the past decade to about
$1.2 trillion in conflict—free Arab countries, or about 80 percent of the GDP of middle—income Arab countries.
This dire situation is due to the fact that most countries in the region still rely on borrowing to finance
government spending, which has a negative impact on productivity and growth. The report says the situation
shows weak governance and requires countries to decide “how” to spend, not how much. The report also notes that
if the current debt situation continues, it will only deepen the current socio—economic crisis, especially in
middle—income countries that will not benefit from the G20 debt standstill initiative for low—income
countries. Low-income countries have saved about $294 million through this initiative. The report therefore
calls for the initiative to be extended to middle—income countries, which have already reached $18 billion in
debt service, but only if they set a ceiling on their fiscal deficits to ensure debt sustainability.

Figure 1: An example of the NEWSFARM.
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Since last vear, only one—third of blockchain concept stocks have outperformed the market and many companies
have reduced their. In recent years, the “blockchain” craze has swept the world, and many listed companies have
jumped into it. In January last vear, when the price of blockchain and cryptocurrency was at its peak, a
number of listed companies announced their entry into blockchain. At that time, the market saw 11 related
stocks rise by their daily limit in one day. But after more than a vear, blockchain concept stock trend?
Securities Daily reporter according to the eastern wealth Choice data statistics, as of vesterday s close, 80
blockchain concept stocks outperforming the market of nearly 28 companies, accounting for only about 35%.

Most stocks have retreated from their gains. Despite the continuous development of the blockchain industry,
the large—scale application of blockchain technology is still a long way off. After the boom in the a—share
market blockchain market last vear, since this year, more than one A-share company has begun to shift its
focus from the blockchain. “Securities Daily” reporter according to the eastern wealth Choice data
statistics, in June last vear, the inclusion of block chain concept stocks of A shares listed companies 55,
and up to now, the number has reached 80. Our reporter statistics from the beginning of last year to
vesterday, the rise and fall of blockchain concept stocks, the range of 80 companies rose or fell between —72%
to 62%. Among them, yonyou Network rose the most (62.43 percent), followed by Hang Seng Electronics (45.31
percent). Only 28 blockchain—based stocks outperformed the broader market, and only 10 stocks finished higher
— meaning that investors picking from blockchain—based stocks with a “closed eye” have a 35% chance of
outperforming the market and a 12.5% chance of going red.

Gold summary: “¥#iBEALEK” B2 ZE LSRN /3K EREEME ST B m i, E AR AR A o Tk, “CIXHEE”
AWRE S Rk, A i as - SkH A . MESFLAY],  EiTs alim GRS 5 R, IREERS I X e e b 2 e 57
B

Since last vear, only 1/3 blockchain concept stocks have outperformed the market, and many companies have
reduced their investment this vear. In recent vears, the “blockchain” craze has swept the world, and many
listed companies have jumped into it. In early January this yvear, listed company Yuanguang software announced
that the reduction of investment in the blockechain industry fund.

SeqZ2seqtatt:1/3XREEML SRR, T AFSFERBHRTEA, T4k, “XIE” Wl E2R, A0 EmA=Rd
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1/3 blockchain concept stocks have outperformed the market, and many companies have reduced their investment
this vear. In recent years, the “blockchain” craze has swept the world, and many listed companies have jumped
into it.
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Despite the continuous development of the blockchain industry, the large—scale application of blockchain
technology is still a long way off.
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In January last vear, at the peak of the blockchain and cryptocurrency prices, a number of listed companies
announced they were entering the trial chain, with the market seeing 11 rallies in one day and concept stocks
trading of the grand situation

Transformer : I 2547 LRI 1/ 3X SRR S I B B K 2 A 5] 5 S B AL gk, « XKEBE” s &Rk, A bEma
A kAL A, FIREIR, 20184 X R A IR L T B2, 3%.

In recent years, the “block chain” craze has swept the world, and many listed companies have plunged into it
The data showed that blockchain overall fell 2.3 percent month—on—month in 2018

BertSumAbs: “WEGEMLEK” LN, EFLORMNL/SXEFEM SR AR Z A 7 S F IR UL AR, 7 XEUEE < 3
AR, A EWATN S HANF A, BFELAG. EXRESNERTFREMEAESAN, 2R ETATNESS5H
.

Many companies have reduced their investment this year. In recent vears, the “blockchain” craze has swept the
world, and many listed companies have plunged into it. In January last year., when blockchain and
cryptocurrency prices were at their peak, a number of listed companies also got involved.

BertSumExtAbs: “yiFERUEK” Auid & HE DRI/ SRR BEML S IR RO, 2 AR S sta. Mk, “XEE” M
WA AR, A BT AR — LN P,

Only one—third of blockchain stocks have outperformed the market since last vear, and many companies have
reduced their investment this year. In recent years, the “blockchain” craze has swept the world, and many
listed companies have also jumped into it

3k

Figure 2: Actual training effects on four generation baseline models using NEWSFARM.
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Fluency
5 points: The summary is written smoothly and there are no grammar mistakes.
{RIEFIERERSFISRENHALSINERA, (hESMEER/NRSANZOENFIE. SR, ESMERE "—=—I\"
IR, INPBBIGFEIRBIAR, RIS HEAETEITERS. SUURY, EATEALERLE, WERFSSEINESLR, N
REHFERIGEESRE .
4 points: Only a few logical sequence errors but no grammar mistakes.
MRS RERESFFI SR EAVEN AL AR, (hESEmERNFIISANOENFIE. SR, BEMFIRE "—=—/I\"
B, ISR EREAR, e hBREEETERS. SUUEL, BREEALERE, BRASSENEEAR, N
RHEHFE (R SESZE . (You need “guarantee” to get “improve “.)
3 pomts There are a few grammar mistakes.

TS REANHAERITENR, hESEEMR/NRII=AMROENRTE. IR, ZEEN "—E—\ [ERR, DOERER
uﬁ%ﬂﬁ%ﬁt?\ SRS HBEAEEEITERS. SUREH, BEMTEAREERE, Eﬁ!{%%%ﬁﬁ?ﬂjﬁﬁ”ﬁﬁﬁ hObRHEHFFER
[ELES%E . (eg:The lack of the subject)

2 points: Logical sequence errors exist in the summary and there are a few grammar mistakes.
EEFIEREAVEI AT AR, (DEEEEM/NRESAROENE. SR, BEEMFRGE "—E—/\" [alEl, HnRE
IRFERSHR, S HERREEITERS. SR, ERFEALTRE, MEFESSIRIEEUR, INRHEHFER
[ELES% . (You need “guarantee” to get “improve “. The lack of the subject. Miscollocation of words.)
1 pomts Logical sequence errors exist in the summary and there are many grammar mistakes.

BEFFTSREIEHAT AR, BESEEMR/NRESIROENATE. SUURH, ESEWRRET —E—/)\" [GlRE, IRk
UFERSHR, SHFHIENEREEEITERS. SR, ERFEREFERES, WEFSSIRMEIURI, IMRIESFHFER

[ELESZ . (You need “guarantee” to get “improve “. The lack of the subject. Miscollocation of words.)

Coherence

5 points: Each sentence in the summary needs to be connected organically and meaningfully.
BrRaIRICE48 1SEM@EIEﬁ'HieiizomEﬁ%ﬁﬁé‘%ﬁl‘l‘ﬁﬂ]iﬁziﬁbﬁ; NEFERM= LR, ISIRFESEFFEAE, 7
FHEEEFRIS BRNEEINACIZE R A RIS EILHI IR 20 ASERIPIRIGXT A ARTT N (SEIACIRRIZ20/EFRIMEEERN
SEBEIMNCIRES. EBAE. TR, SFEER20ERERmARERIS AREBRRIEE L.
4 points: There are a few problems with the internal connection of sentences.
BERIRICE48 158 NS SIR2021 FF2iSRmE S TIFIEUENBERNMEFEAT = ERE, H=ilama2ear
HERRATERIRINHAR, BEEEE/NRITSA 0 OENFE, fﬁgIIZJHmiEE}Z_LZOJﬂEF—ElF NREEASTHIZEEITMNCIZE
=. BRLENG. FRPE. ﬁfﬁmzofﬁéﬁﬁﬁﬁﬁéﬂﬁ AIEBRIZE L.
3 points: There are a few problems with sentence to sentence connections.
Em AIRICE4H 15 H AMBETIISIR202 1 FiBmaEa LIFIEENERNEHEAHS LIRE, iSIzFeB A8, i
FEEERIS B ANSETNCIEE R A FEF S EI M CIR 7 20 BERIPRIGRTAMRITI. LAESRESNEGR I3 EF 4, LAESREE
shESREsNRISWSRERE, BOFHIE— "“SiE2m .
2 points: There are few problems with connections between sentences and connections within sentences.
S ARIcE4H158 }J\iégﬂz;‘ﬂﬁﬁﬁzoz 1FF2EmEEE LIFIERUENMERNBFERSS LIRE, s fF e 25T
HEAEAERRMEHAZR, 12 ERNEIH SR OEN T, LISREHISSIr a4, LISsERIESRERHSE S
RERRE, BIOFHIE— "Ei *Ziﬁz
1 points: There are many problems with connectlons between sentences and connections within sentences.
.ﬁﬁﬁEﬁEﬂ%ﬂﬂ 158 AIEEETE 152021fEfF-Aléﬁé‘%ﬁlfﬁﬂiEﬂ‘%ﬁb%:ﬁ'.f\f”%‘ﬂ@Zi?EAJ:&;E. HETMRERERLEST
E!’J f%ﬁg’]ﬁﬁiﬂ :‘fﬂtﬂ“&ﬁ R RN SRR OEN FTE. LISEEHISHRIr - R R, SR 20EkEmAE

9 AEERIZE(L.

Consistency
5 points: The facts stated in the summary are consistent with the source text.
4 points: The facts stated in the summary and the original are basically the same, and are easily distinguishable.
3 points: The facts stated in the summary and the original are basically the same, and there are no ambiguity.
2 points: The facts stated in the summary and the original are basically the same, but there may be ambiguity.
1 points: The facts stated in the summary deviate completely from the source text.
Informativeness

5 points: The summary contains all the key points in the news.
4 points: The summary contains most of the key points in the news.
3 points: The summary misses some key points in the news, but it does not affect the understanding.
2 points: The summary misses many key points in the news and affect understanding.
1 points: The summary misses many key points in the news and is barely understandable.

Novelty
5 points: Only proper nouns in the summary are the same as in the source news.
4 points: Except for proper nouns, part of the content of some sentences in the summary comes from the source text.
3 points: Except for proper nouns, most of the content of some sentences in the summary comes from the source text, but the
sentence is slightly different from the original text .
2 points: A few sentences in the summary come from the source text.
1 points: The summary is a complete sentence from the source text.

Figure 3: The scoring standards and samples of human evaluation metrics. Colored fonts indicate penalty points
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MNRE L G EVIERR R I g b2 “REESrHEa” o SR D IRTESE R sRIA T AT, 2 s ARl SRS B
TV, fhER, ERTE AT HAEL Bl {%'?%IEL‘ETF’\]E’JH’ILJ&LHER LA -

The UN secretary—general today urged governments to “do everything in their power” to support free,
independent and diverse media, while THE UN High Commissioner for Human Rights, Michelle Bachelet, stressed
that press freedom is a “cornerstone of democratic societies”.In his address, Secretary-General Guterres
stressed the importance of reliable, verified and accessible information. He said that during the COVID-19
pandemic and in other crises, including climate emergencies, journalists and...

Transformer trained on NEWSFARM:

I FE A I R T A R FBUR & BIBURF <R HRR” kSR rE d . MRS AE, BIECE E ARGS9 L 5 EUER
PRI E " REM2MEAT .

UN Secretary-General Antonio Guterres today urged governments to “do everything in their power” to support
free, independent and diverse media, while UN High Commissioner for Human Rights Michelle Bachelet stressed
that press freedom is a “cornerstone of democratic societies”.

Figure 4: An example on the out-of-domain data of Transformer model trained on NEWSFARM. The underlined
words are creative enhancing part.
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