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Abstract

Knowledge Editing—Efficiently modifying
the knowledge in large language models has
gathered great attention.  Current bench-
marks primarily use multi-hop question an-
swering to assess and analyze newly in-
jected or updated knowledge. However, we
argue that these benchmarks fail to effec-
tively evaluate how well the updated mod-
els apply this knowledge in real-life scenar-
ios, particularly when questions require com-
plex reasoning, involving one-to-many rela-
tionships or multi-step logical intersections.
To fill in this gap, we introduce a new bench-
mark, COMPKE: Complex Question Answer-
ing under Knowledge Editing, which includes
11,924 complex questions that reflect real-
life situations. We perform a comprehensive
evaluation of four different knowledge edit-
ing methods on COMPKE, and our results
show that the performance of these methods
varies between different models. For exam-
ple, MeLLo achieves an accuracy of 39.47 on
GPT-40-MINI but drops significantly to 3.83
on QWEN2.5-3B. We further analyze the rea-
sons behind these results from both method-
ological and model perspectives. Our dataset
will be publicly available on GitHub.

1 Introduction

Despite large language models (LLMs) are power-
ful in solving a wide range of real-world scenarios,
they often generate outdated or incorrect knowl-
edge (Wang et al., 2023b; Zhang et al., 2024b).
Therefore, Knowledge Editing (KE), i.e., updat-
ing the model’s knowledge by avoiding expen-
sive fine-tuning, has become an active research do-
main (Wang et al., 2023b; Zhang et al., 2024b).
To comprehensively evaluate the effectiveness
of KE methods, a common approach is to assess
whether the model can reproduce the newly in-
jected knowledge, as demonstrated in ZsRE (Levy
et al., 2017) and COUNTERFACT (Meng et al.,
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Figure 1: (a) An example of a multi-hop question in-
volving only one-to-one sequential step-by-step rea-
soning. (b) An example of a complex problem involv-
ing one-to-many knowledge mapping, logical opera-
tions, and conditional confirmation.

2022a). However, these benchmarks cannot de-
termine whether the model genuinely utilizes the
newly injected knowledge or simply memorizes
and regurgitates it. MQuUAKE (Zhong et al., 2023)
addresses this issue through multi-hop question
answering (MQA). An example in this regard is il-
lustrated in Figure 1 (a), which shows a question:
“Who is the spouse of the president of U.S.?” This
question requires multiple reasoning steps: (a)
identifying who is the current president of U.S.;
and, (2) determining the president’s spouse.

However, the evaluation dimensions of multi-
hop questions remain too narrow to fully assess
the model’s ability to flexibly apply the newly inte-
grated knowledge. This limitation manifests itself
in three key areas: (i) linear question structure,
the questions follow a strict pattern, resulting in an
overly simplistic structure that can be arranged in
a linear sequence. (ii) one-to-one relations, each
fact triple in the sub-questions adheres strictly
to a one-to-one relation, which fails to reflect
real-world knowledge representations. In prac-




tice, many facts involve one-to-many relation-
ships, such as “Who are the major shareholders of
a company?”—where a single subject is linked to
multiple entities. (iii) limited edit operations, the
knowledge edits are limited to substitutions, over-
looking more complex real-world modifications.

To address this gap, we propose a new bench-
mark for complex questions, ie., COMPKE:
Complex Question Answering under Knowledge
Editing. COMPKE, originally derived from Wiki-
data, comprises 11,924 complex questions. As
shown in Figure 1 (b), compared to the multi-hop
knowledge editing benchmark, COMPKE offers
the following advantages:

(i) Diverse structures: Individual sub-questions
in COMPKE are combined in multiple ways to
create complex questions, integrating logical op-
erations, conditional verification, and knowledge
mapping.

(ii) One-to-many relations: The fact triples that
formulate complex problems encompass both one-
to-one and one-to-many relations.

(iii) Expanded capabilities: COMPKE systemati-
cally incorporates real-world knowledge updates,
extending beyond simple substitutions to encom-
pass additions and deletions.

We perform a comprehensive evaluation of ma-
jor KE methods across five LLMs from differ-
ent model families, including both open-source
and closed-source architectures with varying pa-
rameter sizes. The results show that most meth-
ods demonstrate relatively low performance. Ad-
ditionally, we analyze the effectiveness of each
method across models with different parameter
scales. Our findings suggest that parameter-based
approaches are more effective for smaller models,
whereas memory-based methods achieve better re-
sults in larger models with stronger reasoning ca-
pabilities. We summarize the key contributions of
our work as follows:

¢ We introduce COMPKE, a novel KE bench-
mark that overcomes existing limitations
by incorporating diverse question structures,
one-to-many relations, and expanded edit
types.

* We comprehensively evaluate major KE
methods across five LLMs, uncovering sig-
nificant differences in their ability to handle
complex logical problems in diverse KE sce-
narios and providing an in-depth analysis of
the underlying factors.

2 Related Work

Knowledge Editing Benchmarks. KE is a cru-
cial research area for LLMs, enabling them to up-
date information and adapt to evolving real-world
queries. Various benchmarks have been estab-
lished to assess the effectiveness of KE methods.
Early works like COUNTERFACT (Meng et al.,
2022a) assess counterfactual updates, while ZsRE
(Levy et al.,, 2017) and MzsRE (Wang et al.,
2023c¢) extend evaluations to zero-shot and multi-
lingual settings. ECBD (Onoe et al., 2023) exam-
ines whether newly injected facts can propagate
reasoning across related entities. Easyedit (Wang
et al., 2023a) propose an easy-to-use framework
for LLMs that supports a variety of cutting-edge
KE approaches. More recent works such as
MQuAKE (Zhong et al., 2023), MQA-AEVAL
(Ali et al., 2024) extend the evaluation to multi-
hop reasoning under KE. TEMPLAMA (Zheng
et al., 2023a) and ATOKE (Yin et al., 2023)
explore the task of time-series knowledge edit-
ing, aiming to modify knowledge without affect-
ing knowledge from other time periods. How-
ever, these benchmarks fall short in capturing real-
world complexity, such as reasoning with one-to-
many relations or combining entities via logical
operations such as intersection and union.
Knowledge Graph Question Answering. There
exist several complex question-answering datasets
in the Knowledge Graph (KG) domain. Com-
plexQuestions (Bao et al., 2016) evaluates KG-
based systems’ ability to handle multi-constraint
queries. MetaQA (Zhang et al., 2018) is a
multi-hop dataset in the movie domain, incor-
porating both textual and audio data and requir-
ing reasoning over up to three hops. Com-
plexWebQuestions (Talmor and Berant, 2018),
built on the Freebase knowledge base, involves
answering complex questions by reasoning across
multiple web snippets. = CR-LT-KGQA (Guo
et al., 2024) focuses on commonsense reason-
ing and long-tail knowledge. Although com-
plex questions have been extensively studied in
the KG domain, they cannot be directly ap-
plied to the knowledge editing field due to two
key challenges: (i) Omission of sub-questions and
(ii) Knowledge dependency. A detailed explana-
tion is provided in Appendix A.2.
Knowledge Editing Methods. We sub-divide ex-
isting research on KE into parameter-based and
memory-based methods.




Parameter-based KE methods aim to directly
modify the model’s internal parameters to re-
flect updated knowledge. For example, ROME
(Meng et al., 2022a) and MEMIT (Meng et al.,
2022b) focus on identifying and modifying param-
eters associated with specific knowledge, while
Transformer-Patcher (Huang et al., 2023) edits
facts by adding neurons. To reduce computational
costs and prevent catastrophic forgetting, tech-
niques such as: LoRA (Hu et al., 2021), Prompt
Tuning (Shi and Lipani, 2024), and QLoRA
(Dettmers et al., 2023) have been proposed.

However, after KE, these methods struggle
with multi-hop and complex questions and can-
not be applied to closed-source models like Ope-
nAl GPTs, which are accessible only via APIs.
Moreover, they are more computationally expen-
sive than memory-based approaches.

Memory-Based methods store updates in exter-
nal memory and retrieve them as needed during
inference. For instance, SERAC (Mitchell et al.,
2022) combines semi-parametric editing with re-
trieval augmented counterfactual models for ef-
ficient knowledge updates. GRACE (Hartvigsen
et al., 2022) integrates adapters into LLMs and
uses vector matching to modify knowledge en-
tries. IKE (Zheng et al., 2023b) applies in-context
learning with stored demonstrations for knowl-
edge modification, MeLLo (Zhong et al., 2023)
stores edited facts externally and utilizes prompts
to incorporate edits during inference. PokeMQA
(Gu et al., 2023) separates question decomposi-
tion and conflict detection using a two-stage pro-
grammable scope detector. GLAME (Zhang et al.,
2024a) employs a knowledge graph module to en-
hance retrieval efficiency.

We observed, MeLLo and PokeMQA excel at
multi-hop problems, therefore in our experiments,
we use them as baselines to assess the generaliza-
tion of memory-based methods to complex ques-
tions. We provide further details about related
work in Appendix A.

3 Preliminaries

We use D = {(s,7,0)} € & xR x & to de-
note the set of knowledge triplets, where £ and
‘R denote the set of entities and relations respec-
tively. Each triple (s, r, 0) represents a knowledge
instance, implying that the subject entity s and the
object entity o are related by relation r. In order
to represent one-to-many knowledge instances, we
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Figure 2: An example of a complex question under
knowledge editing. Knowledge editing occurs in the
first sub-question, where the filming location of Chris-
time is modified from { Los Angeles} to {San Fran-
cisco, Los Angeles, New York}.

expand the original definition of knowledge in-
stance to (s,r,O), where O = {o1,09, -} is
a set of object entities, e.g., (Avatar, actors_are,
{Worthington, Saldana,: - - }).

3.1 Complex Questions

Building on the example in the introduction, we
formally define the complex questions to be ex-
plored in this paper. A brief recap of multi-hop
question answering (MQA) and MQA under KE is
provided in the Appendix B.1. We define a com-
plex question () as a question that could be rep-
resented as a graph-like reasoning structure, i.e.,
Q = (S,L), where S = {5}, Ss. - - - } represents a
set of intermediate entities and L = {Ly, Lo, -- }
denotes a set of reasoning links. Each S; € S is
a set of entities, i.e., S; = {s1,--- }, used to rep-
resent one-to-one and one-to-many knowledge in-
stances. Each L; € L is a reasoning link. Note
that unlike the relation typically used in knowl-
edge graphs (used to map one entity s; to another
sj via the relation r), reasoning links offer ex-
tended operations by allowing conditional confir-
mation and logical operations, which are formally
explained below.

Reasoning Links. We categorize the reasoning
links into two distinct categories:

(a) Knowledge-related Links: These links fa-
cilitate entity traversal along the link, e.g., given
a set of entities S; € S, a reasoning link may be
used to obtain the next step entities S; € S. We
subdivide these links into:

(i) Knowledge Mapping. For S;, we consider




a knowledge mapping link as a mapping to the
set of adjacent entities S; = Uscg, Ar(s), where
A, (s) ={s | (s,1, ") € D} represents the enti-
ties related to s via relation 7.

(ii) Condition Confirmation. Given r and s', this
link aims to identify a set of entities S; = {s €
S; | C(s,r,s") = True} conforming to the con-
dition [C(s,r, s") € D], which is used to examine
whether s can obtain s via r.

(b) Logical Links: Given a set of intermediate
entities {S1,S52,---,S,} € S, these reasoning
links perform logical operations among the ele-
ments of .S;. Specifically, we use logical links for
the following operations:

(i) Intersection. The intersection operation iden-
tifies adjacent entities shared across all sets, i.e.,
S; = Ng_1Sk-

(ii) Union. The union operation computes the set
of adjacent entities, including all entities from any
of the sets, i.e., S; = Uy_,S}.

Example 1. An example of a complex ques-
tion with reasoning links is illustrated in Figure
2. It shows the question: “Where were the movies
Christine and Pacific Heights filmed?”. The inter-
mediate entities are S1={Christine}; So={Pacific
Heights}; S3= {Los Angeles}; S4={San Franciso,
Los Angeles}; and Ss={Los Angeles}. The rea-

. . filmi
soning operations are: Lj : S Hming_at, S3;
filmi .
Lo : Sy e, Sy; followed by L3 : logical

operation on S3 and Sy (53 N Sy) to obtain the fi-
nal answer, i.e., S5 = {Los Angeles}.

Complex Question Answering under KE. We
use e = (s,7,0 — (') to represent knowl-
edge editing for one-to-many instances showing
that O is updated to O'. The task assumes
that the language model has access to origi-
nal knowledge base D. Given a batch of edits
E = {e1,ea, -}, the knowledge to be deleted
as Dgel = {(84,7i,0;) | e; € £}, and the newly
added knowledge as D¢, = {(s;,7:,0)) | e; €
£}, the end-goal is to update the LLM’s knowl-
edge by D/, define as: D' = (D — D§,;) UDE,,.
Finally, updated knowledge D’ is used to generate
the final answer to the complex question ().

4 CoMPKE

While complex questions are common in real-
life scenarios, they remain underexplored in LLM
question answering under KE. We argue that ex-

isting benchmarks predominantly focus on linear
multi-hop questions, limiting their effectiveness in
evaluating complex queries. To bridge this gap,
we propose COMPKE: Complex Question An-
swering under Knowledge Editing. In the follow-
ing, we provide a brief overview of COMPKE fol-
lowed by a detailed flow of the process.

4.1 Dataset Construction

Overview. The workflow of our data construc-
tion process, illustrated in Figure 3, follows six
key steps. First, we extract factual triples from
Wikidata. Next, we select relevant relations and
sample triples corresponding to those relations. In
the third step, these triples are combined into com-
plex questions with diverse reasoning structures,
and edits are introduced at appropriate positions
within the questions. This is followed by the in-
troducing counterfactual modifications in step four
and the filtering of conflicting instances in step five
to maintain consistency. Finally, in step six, the
structured questions are converted into natural lan-
guage. Further details on each step are provided
below.

Step 1: Collecting Relation Templates. In step
1, we carefully select 37 relations from Wikidata’s
List of Properties, through a two-step process.
First, we identify essential one-to-many relations
(e.g., family-child, book-authors, movie-actors)
for one-to-many knowledge mapping. Next, we
incorporate one-to-one relations (e.g., country-
capital, person-hometown) that capture fundamen-
tal entity attributes, enabling one-to-one knowl-
edge mapping and conditional confirmation. In
addition, we prioritize relations commonly en-
countered in everyday scenarios to enhance the
practical utility of the data set for the relevance of
the real world. The full list of relation templates
used in COMPKE is provided in Appendix Table 9.

Step 2: Sampling Facts. After selecting rela-
tion templates, we build the knowledge base D
with a focus on commonly known rather than
obscure knowledge. Using the collected rela-
tion templates, we sample single-hop knowledge
triples from Wikidata and rank them by access fre-
quency, prioritizing the most frequently accessed
triples. To refine this selection, we employ GPT-
3.5-TURBO-INSTRUCT to filter out knowledge the
model cannot recall. The finalized knowledge
base D serves as the basis for generating complex
questions.



. N [¢]
actor is ppen.
Oppen. ——>Cillian, Robert, Matt. '@' @Construct
_ president is =, Quesﬁon

America ——> Biden
p— )
Twitter ——> Elon Musk
e Structure  Allyson
Template
w |'_ _________ \|
1
1 A : Oppen.
®Sample ' '
! 1
Facts ! 0
! 1
1 1
1 1 Allyson.
! 1
WIKIDATA ! '
\ 7’

CiIIian4 Matt

(raic)

sibling of
>

Edit types
E{) Add new knowledge

T 3
. Delete wrong knowledge

% Retain factual knowledge

®Introduce
Edits

Figure 3: The construction process of COMPKE.

Step 3: Constructing Complex Questions. We
observe that complex questions often follow struc-
tured reasoning patterns, as shown in Figure 2,
where knowledge mapping is followed by logi-
cal operations (e.g., intersection). To systemat-
ically collect these reasoning structures, we first
manually curate a high-quality subset of complex
questions as seed examples. We then extract their
underlying reasoning structures by removing in-
termediate entities, forming reusable templates.
These templates are instantiated with real-world
facts from D to generate specific complex ques-
tions. The process begins with the random initial-
ization of the leaf nodes, followed by the iterative
identification of intermediate entities using logical
operations or knowledge of D, continuing until all
entities are fully determined.

To ensure the practical relevance of instantiated
questions, we filter out cases that meet the fol-
lowing criteria: (i) questions with no valid an-
swer, (ii) questions yielding an empty set of in-
termediate entities, and (iii) cases where entities
involved in logical operations are of incompatible
types. For illustration, exemplar relational struc-
tures and their corresponding instantiated complex
questions are provided in Appendix (Figure 10).

Step 4: Introducing Counterfactual Edits. To
simulate knowledge edits, we construct counter-
factual knowledge updates.  For each complex
question, we randomly select knowledge map-
pings with knowledge of the form: (s,r, Q) and
introduce an edit e = (s,7,0’). Unlike previ-
ous benchmarks that only involve one-to-one re-
lations with edits limited to entity replacement,
our dataset introduces edits that involve one-to-
many relations, leading to more complex edits. To
clearly represent the changes in a fact triple, we
define three basic operations, each of which can
be combined to form an edit:

& (Christine, filming location, { Los Angeles}—
{San Francisco, Los Angeles, New York})

Q  i)Where were the movies Christine and Pacific Heights filmed?
ii)In which locations were both the movie Christine and
Pacific Heights filmed?
iii)What were the filming locations for both the movie Christine
and Pacific Heights?

A {Los Angeles}
A*  {San Francisco, Los Angeles}

T  (Christine, filming location,{Los Angeles})
(Pacific Heights, filming location, { San Francisco, Los Angeles})

T* (Christine, filming location,{San Francisco, Los Angeles, New York})
(Pacific Heights, filming location, { San Francisco, Los Angeles})

L {Los Angeles} N {San Francisco, Los Angeles} = {Los Angeles}
L£*  {San Francisco, Los Angeles, New York} N {San Francisco, Los Angeles}
={San Francisco, Los Angeles}

Table 1: A case from COMPKE, illustrating the com-
ponents involved in question editing. Here, £ repre-
sents the edit, Q is the natural language question, .A and
A* denote the answers before and after editing respec-
tively. 7 and 7™ are the sets of fact triples before and
after editing, which form the complex question. Addi-
tionally, £ and £* indicate the logic operations applied
to the question before and after editing.

(i) Addition: Oygq = O’ \ O, where Oyqq repre-
sents the set of newly added entities;

(ii) Deletion: Oge) = O\ O’, where Oy represents
the set of removed entities;

(iii) Retention: Oy = O N O, where Oy repre-
sents the set of retained entities.

Example 2. An example of an edit to change
the management of the “Microsoft” may be ex-
pressed as: (Microsoft, managers_are, {John,
Smith, Dave} — {Smith, Eden, Keyes}), which
involves deleting {John}, retaining {Smith}, and
adding {Eden, Keyes}.

Step 5: Filtering Conflicting Edits. Since the
counterfactual edits in Step 4 are introduced ran-
domly, for a batch of edits £ = {ej,ez2,...}
there may be edits corresponding to different
cases where e; = (s4,7;,0; — Of) and e; =
(Sj,?”j,@j — O;k), with s; = 84 and r; = 5,
but Of # OF. This indicates the presence of



conflicting facts within the batch. Simultaneously
introducing such conflicts can severely compro-
mise the validity evaluation. To mitigate this, we
identify and group conflicting cases, and then ran-
domly select only one to retain.

Step 6: Phrasing in Natural Language. Build-
ing on steps 1-5, we construct complex ques-
tions involving edits, each comprising multiple
fact triples. To facilitate evaluation by the tar-
get LLMs, these questions must be translated
into natural language. For each reasoning struc-
ture defined in Step 3, we first manually curate
eight high-quality examples. Then, using GPT-
4o0-mini, we generate three natural language ques-
tions for each structured question. Further details
on constructing the dataset are provided in the Ap-
pendix C.

4.2 Dataset Summary

Table 2 presents the dataset distribution across
two dimensions: Edit_num and Step_num.
Edit_num represents the number of triples
edited in a complex question. In COMPKE, most
cases involve editing a single triple, followed by
cases with two edits. Step_num denotes the
number of reasoning steps required to answer the
complex question, with 3-step questions being
the most prevalent, followed by 4-step and 5-step
questions respectively.

Example 3. Table 1 presents a detailed example
from COMPKE, illustrating a complex question
constructed by combining two sub-questions with
an intersection operation. We assume that the edit-
ing takes place in the first sub-question (i.e., Chris-
tine’s filming locations are updated from {Los
Angeles} to {San Francisco, Los Angeles, New
York}), leading to the addition of San Francisco in
the final answer.

5 Experiments

In this section, we conduct a comprehensive eval-
uation of recent knowledge editing methods in
COMPKE, assessing them from three aspects:
whether newly added knowledge can be recalled,

#Edits 1 2 3 4 5 Total
Edit_num 9,697 1,118 998 103 8 11,924
Step_num 200 424 5770 2,949 2,581 11,924

Table 2: Statistical Results of COMPKE.

whether existing knowledge is retained, and over-
all accuracy. We also analyze how the perfor-
mance of different methods changes when the edit
batch size (i.e., the number of edits performed at
once) increases. Additionally, by case studies,
we observe several interesting phenomena, includ-
ing overfitting in parameter-based methods, model
collapse when increasing edit batch size, and the
omission phenomenon in memory-based methods.

5.1 Experimental Settings

Language Models. We conduct experiments
using five different target LLMs corresponding
to three model families. For open source models,
we select LLAMA-3.1-8B-INSTRUCT (Ab-
himanyu Dubey et al., 2024), QWEN2.5-
3B-INSTRUCT (Team, 2024), QWEN2.5-7B-
INSTRUCT (Team, 2024). For closed source
models, we select GPT-3.5-TURBO and GPT-
40-MINI (Achiam et al., 2023).

Baselines. For performance comparison, we
use the best performing methods for MQA un-
der KE as baselines. These include parameter-
based variants: ROME (Meng et al., 2022a),
and MEMIT (Meng et al., 2022b); and memory-
based variants: MeLLo (Zhong et al., 2023), and
PokeMQA (Gu et al., 2023). Since GPT-3.5-
TURBO and GPT-40-MINI can only be accessed
through APIs, parameter-based knowledge editing
methods cannot be applied to them.

Evaluation Metrics. We use the following met-
rics for evaluation:

(i) Augment Accuracy (Aug): The number of
newly introduced entities added to the answer list
after the knowledge edit that are correctly identi-
fied compared to the original list.

(ii) Retain Accuracy (Ret): The number of enti-
ties present in both the original and edited answer
lists, indicating the model’s ability to preserve un-
modified knowledge.

(iii) Accuracy (Acc): The average of Aug and
Ret, offering a holistic measure of the model’s ac-
curacy in answering complex questions under KE.
The detailed mathematical formulations of these
metrics are provided in Appendix D.3.

Example 4. Following the example in Figure 2,
the final answer changes from {Los Angeles} be-
fore editing to {San Francisco, Los Angeles} af-
ter editing. Aug evaluates whether the model cor-
rectly includes the newly added entity, {San Fran-
cisco}, while Ret assesses its ability to retain



Model Method 1-edited 100-edited 3000-edited

Aug Ret Acc Aug Ret Acc Aug Ret Acc

ROME 12.61 1791 1526 480 440 460 082 159 1.21

QWEN2.5-3B MEMIT 2099 2386 2243 7.80 6.73 7.27 152 375 2.64
MeLLo 540 225 383 306 339 323 069 200 135

PoKeMQA 426 1.8 3.06 285 138 212 071 0.62 0.67

ROME 22.82 25.09 2396 750 798 774 0.73 098 0.86

QWEN2.5-7B MEMIT  29.40 27.72 2856 24.11 2480 2446 188 205 197
MeLLo 17.78 13.38 1558 1035 17.32 13.84 898 12,59 10.79

PoKeMQA 1559 11.41 13,50 8.17 13.67 1092 504 9.15 7.10

ROME 744 2484 16.14 150 1.14 132 056 0.61 0.59
MEMIT 490 3322 19.06 5.00 2927 1714 5.03 29.20 17.12
LLAMA-3.1-8B MeLLo 14.06 1795 16.00 9.17 17.84 1351 898 14.17 11.58
PoKeMQA 11.40 15.10 13.25 8.87 1685 12.86 7.45 1273 10.09
GPT-3.5-TURBO MeLLo 49.21 44.88 47.05 37.10 44.09 40.60 32.61 38.58 35.60
PoKeMQA 2320 25.15 24.18 21.47 2328 2238 20.20 2220 21.20

GPT-40-MINI MeLLo 22.07 25.19 23.63 2031 23.62 2196 1875 22.14 2045
PoKeMQA 36.60 42.33 3947 3542 4135 38.39 2836 35.02 31.69

Table 3: Experimental results for COMPKE. We boldface the best results.
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Figure 4: Variation of Accuracy (Acc) across QWEN2.5-3B, QWEN2.5-7B, and LLAMA-3.1-8B models with
varying edit numbers. Results for GPT-3.5-TURBO and GPT-40-MINTI are provided in Appendix E.2.

the existing entity, {Los Angeles}, which appears
both before and after editing. Acc, as the average
of Aug and Ret, measures the model’s effective-
ness in integrating new knowledge while preserv-
ing existing information.

Experiment Setup. We conduct experiments
on varying scales of knowledge edits, i.e., us-
ing a batch of k-edits at a time with &k =
{1,100, 1000, 3000}. To ensure a fair comparison
with existing memory-based methods, we use the
decomposition examples of complex questions for
MeLLo and PokeMQA, as prompts. Additional
details on the experimental setting are provided in
Appendix D.

5.2 Experimental Results

The experimental results are summarized in Ta-
ble 3. In general, MeLLo achieves the highest per-
formance in the 1-edit setting on GPT-3.5-Turbo,
yielding Aug score = 49.21. When comparing

different approaches, memory-based methods per-
form poorly on smaller models (e.g., QWEN2.5-
3B) due to their reliance on the instructions’ fol-
lowing and reasoning capabilities. In contrast,
parameter-based methods are more effective for
smaller models, but suffer substantial performance
degradation as the edit batch size increases. In the
following, we provide a detailed analysis of these
findings.

Batch Editing (#k-edits). Figure 4 illustrates the
accuracy of the four methods on QWEN2.5-3B,
QWEN2.5-7B, and LLAMA-3.1-8B with an in-
crease in the number of edits. Performance varia-
tions for GPT-3.5-TURBO and GPT-40-MINT are
provided in Appendix E.2.

We observe that memory-based methods experi-
ence a gradual decline in performance as the num-
ber of edits (k) increases. In contrast, parameter-
based methods degrade more rapidly, especially
when the number of edits exceed a certain thresh-



old. Notably, when & > 100, the model loses
coherence, producing inconsistent responses and
generating irrelevant outputs, as detailed in the
Appendix Figure 9.

Smaller Models. For smaller models, such as
QWEN2.5-3B, memory-based methods perform
poorly compared to parameter-based methods.
This can be attributed to two key factors: (i)
Smaller models have limited instruction-following
capabilities and struggle to adhere to the required
format for response planning. (ii) During the
problem-solving process, these models fail to ef-
fectively integrate their internal knowledge with
external edits, making it difficult to address dif-
ferent sub-questions.

A notable example is the baseline model:
PokeMQA, which relies heavily on instruction-
following capabilities and performs poorly on both
LLAMA-3.1-8B and QWEN2.5-3B. This high-
lights the importance of an effective decomposi-
tion mechanism that does not depend on strong
instruction follow-up abilities, particularly for
smaller models, as it plays a crucial role in overall
performance.

Overfitting of parameter-based methods. Our
experiments reveal that parameter-based methods
perform remarkably well on models with smaller
parameter sizes. For example, in the Qwen2.5-3B
(1-edited) setting, MEMIT achieves a significantly
higher accuracy score of 22.43, compared to 3.83
for MeLLo. This result is unexpected, as prior re-
search suggests that memory-based methods gen-
erally exhibit better generalization than parameter-
based approaches. To investigate this discrepancy,
we conducted a detailed case study and found that
MEMIT’s high accuracy is primarily driven by
model overfitting.

Specifically, after injecting modified knowl-
edge, the model consistently outputs the newly in-
troduced information whenever it encounters re-
lated questions, even in contexts where it is not ap-
propriate. The example in Figure 8§ provides a de-
tailed explanation of why this phenomenon leads
to a higher augmentation bias.

Omission Phenomenon. We also analyze the per-
formance of MeLLo using the original prompts
provided with the model implementation. We ob-
serve that it leads to omission phenomenon in
the decomposition for complex questions, i.e., the
MeLLo’s decomposition plan skips certain steps,
specifically the logical intersection part. Under-

B MQuAKE-T
70| WEE MQUAKE-CF-3k
v COMPKE

Accuracy (%)
s

MeLLo
1-edited

MeLLo
3000-edited

PoKeMQA
1-edited

PoKeMQA
3000-edited

Figure 5: Performance comparison of MeLLo and
PoKeMQA on the MQuAKE-T, MQuAKE-CF-3k, and
CoMPKE datasets on GPT-40-MINI, with COMPKE
presenting more challenging than previous datasets.

lying justification in this regard is the fact that
the conditional confirmation operations, e.g., log-
ical intersection, does not appear in the multi-hop
questions. This showcases that the generalization
of decomposition operation through prompt exam-
ples is insufficient, highlighting the essence of in-
corporating examples similar to the question be-
ing decomposed. An example illustration in this
regard is provided in Appendix Table 8.
Comparision with other Datasets. We
select two popular KE datasets (MQuAKE-T
and MQuAKE-CF-3k) for comparison with our
dataset. Using GPT-40-mini as the test model, we
evaluate the performance of two methods, MeLLo
and PoKeMQA, on these datasets (detailed infor-
mation about MQUAKE and its evaluation metric
are shown in appendix D.1 and D.3) and compare
them with COMPKE. The results are illustrated in
Figure 5. Both methods exhibit lower accuracy on
CoMPKE than on MQuAKE datasets, indicating
that COMPKE presents a greater challenge then
previous ones.

6 Conclusion

In this paper, we introduce the concept of complex
questions in the context of knowledge editing and
propose a new benchmark, COMPKE. Through
a comprehensive evaluation of various knowledge
editing methods on COMPKE, we find that exist-
ing approaches struggle when dealing with com-
plex question scenarios. We analyze the cause of
these limitations and suggest that future work can
leverage our dataset and evaluation framework to
develop more robust and generalizable knowledge
editing methods.



Limitations
This work poses following limitations:

* In COMPKE, edits are randomly introduced
through counterfactual modifications, which
may result in discrepancies from actual/real-
world modifications.

* The fact triples in COMPKE are restricted
to one-to-one and one-to-many relations, ex-
cluding many-to-many and many-to-one re-
lationships.

Ethics Statement

This work directly deals with updating the capa-
bility and/or editing the knowledge of large mod-
els. It has the potential for abuse, such as adding
poisonous misinformation, malicious content, bias
etc. Keeping in view these concerns, we highlight
this work must not be used under critical settings.
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A Related Work
A.1 More detailed Related Work

Besides benchmarks, many researchers in recent
years have explored knowledge editing from var-
ious perspectives. There is a type of research
that aim to understand the working mechanisms
of knowledge editing techniques, such as the re-
lationship between model parameter localization
and editing (Wang et al., 2024; Niu et al., 2024;
Hase et al., 2024a,b; Ferrando et al., 2024; Gupta
etal., 2024; Yao et al., 2024). For example, causal
tracing does not effectively indicate the optimal
editing location (Hase et al., 2024a), and some re-
searchers have also employed computation graph
to uncover the specific impacts on the model’s in-
ternal behavior of knowledge editing (Yao et al.,
2024). Another line of research focuses on en-
hancing the effectiveness of knowledge editing in
specific scenarios (Rozner et al., 2024; Ma et al.,
2024; De La Torre et al.,, 2024; Huang et al.,
2024; Deng et al., 2024; Peng et al., 2024; Cai
et al., 2024). For instance, bidirectional relation-
ship modeling has been proposed to address con-
sistency issues in bidirectional models (Ma et al.,
2024), while real-time knowledge editing meth-
ods have been developed to adapt to dynamic en-
vironments where knowledge evolves frequently
(De La Torre et al., 2024). Additionally, this pa-
per focuses on exploring knowledge editing in the
context of complex logical reasoning. Also some
studies focus on addressing the side effects of
knowledge editing techniques (Hsueh et al., 2024;
Gu et al., 2024; He et al., 2023; Hua et al., 2024,
Yang et al., 2024; Cohen et al., 2023; Nishi et al.,
2024).

A.2 Drawbacks of KGQA Datasets

Although complex questions have been exten-
sively studied in the KG domain, they cannot be
directly applied to the knowledge editing field due
to two key challenges:

(i) Omission of sub-questions. These datasets do
not explicitly provide sub-questions of complex
questions. For example, ComplexQuestions(Bao
et al., 2016) only includes only the question
and its final answer, while ComplexWebQues-
tions(Talmor and Berant, 2018) provides only a
SPARQL statement for each complex question.
However, KE requires modifications at the sub-
question level. Without explicitly defined sub-
questions, introducing targeted edits becomes im-
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practical.

(ii) Knowledge dependency. These data sets do not
require models to rely on LLMs’ intrinsic knowl-
edge to generate answers, while KE heavily relies
on model’s internal knowledge. Directly adopting
these datasets risks introducing unlearned knowl-
edge into the evaluation, leading to unreliable an-
swers regardless of editing success. In construct-
ing COMPKE, we mitigate this by filtering out
knowledge instances that cannot be recalled by the
model.

B Additional Preliminaries

B.1 Multi-hop Question Answering

A multi-hop question can be represented as s; —»
Sp-ee 2l Sp, continuously mapping one en-
tity to another. For example. consider the

question "Who is the spouse of president of
president is

U.S.", it an be represented as U.S.

Donald Trump m Melania Trump.

B.2 Multi-hop Question Answering under
KE.

We use e = (s,7,0 — o) to represent a knowl-
edge edit indicating that the object entity of sub-
ject s with relation r is updated from o to o’. This
task is to solve multi-hop questions under a batch
of knowledge edits £ = {ej, ea,--- }.

B.3 MQA with Complex Question
Answering.

We consider the previously studied linear multi-
hop questions as a special case of complex ques-
tions involving continuous mapping of entity
through a series of relational links, forming a one-

way graph chain: S L S L. L"—_>1 Sn, where
n represents the number of reasoning hops. Note
that compared to complex questions, here the in-
termediate set .S; only encompasses a single entity,

and L; only covers one-to-one relation mapping.

C CoMPKE (Additional Details)

Figure 3 shows the process by which we con-
struct complex question. Figure 10 gives some
examples of the structures in COMPKE and the
corresponding decomposition methods. Table 7
gives the SPARQL which we used to sample facts
from WikiData. Table 6 presents the prompt used
for converting structured triples into natural lan-



guage. Figure 6 displays the distribution of rela-
tion counts across triplets in COMPKE.

D Additional Experimental Settings

D.1 MQuAKE

The existing data MQUAKE includes two
datasets: MQUAKE-CF-3K, which is based on
counterfactual editing, and MQUAKE-T, which
is based on real-world changes. These datasets
cover k-hop questions (k € {2,3,4}), each asso-
ciated with one or more edits. Statistics are pre-
sented in Table 4.

Datasets #Edits 2-hop 3-hop 4-hop Total
1 513 356 224 1,093
2 487 334 246 1,067

MQUAKE-CF-3K 3 310 262 572
4 - - 268 268
All 1,000 1,000 1,000 3,000

MQUAKE-T 1 1,421 445 2 1,868

Table 4: Statistics of the MQUAKE dataset.

D.2 Baselines

ROME. ROME by Meng et al. (2022a) uses a
locate-then-edit paradigm. For a specific knowl-
edge editing, ROME employs causal tracing to
pin-point the exact layer of the MLP module
within the Transformer model architecture that en-
codes the paticular factual association. Then it will
perform a rank-one modification on the identified
layer.

MEMIT. MEMIT by Meng et al. (2022b) is an
evolution of ROME to transcend the inherent lim-
itation that ROME can only edit a single fact at a
time. At a time, MEMIT can identify and modify
multiple layers in a single pass, allowing for the
simultaneous editing of numerous facts.

MeLLo. MeLLo by Zhong et al. (2023) adopts a
strategy that alternates between planning and solv-
ing stage to solve multi-hop question. It employ
a semantic-based retrieval to retrieve relevant ed-
its, and a self-checking mechanism to enable the
model to assess the relevance of edits and modifi-
cations.

PokeMQA. PokeMQA by Gu et al. (2023) is a
memory-based method that extends MeLLo and
proposes a two-stage retrieval process to enhance
the success rate of retrieving relevant edits.
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D.3 Evaluation Metrics

Detailed metrics and mathematical definitions are
given below:

(i) Augment Accuracy (Aug) is used to mea-
sure whether the edited model can response added
knowledge on complex questions. The formula for
calculating Aug-Acc is as follows:

Egeo(|M'(q) N Agug| / [Aaugl) (D)

Where M’(-) represents the edited model, and Q
denote the datasets for complex questions, A,y =
A"\ A, A’ is edited answer set and A is original
answer set.

(ii) Retention Accuracy (Ret) is used to measure
whether the edited model can retain the original
knowledge on complex questions. The formula for
calculating Ret-Acc is as follows:

EqEQ(‘M/(Q) N Aret} / |-Aret|)

Where A,..; = A’ N A.

(iii) Multi-hop Accuracy (M-Acc) is used to
measure the accuracy for multi-hop question un-
der knowledge editing(i.e.,. MQuUAKE). The for-
mula for calculating M-Acc is as follows:

2

1|\ [M(g) = d]

qeQ

3

Where M'(-) represents the edited model, and
Q and o’ denote the multi-hop questions and the
final-hop answers for each data, respectively.

D.4 Experiment Setup

Table 5 shows the hyperparameter settings for the
parameter-based methods. For the experiments
involving ROME and MEMIT, we utilized four
NVIDIA Tesla L20 GPUs, with 48GB of memory.
A single RTX 4090 GPU was used for MeLLo and
PokeMQA.

E Additional Experimental results
E.1 An example for overfitting phenomenon
of parameter-based methods.

Figure 8 shows an example of overfitting phe-
nomenon when MEMIT is applied to Qwen2.5-
3B.

E.2 Results for Batch Editing(#%-edits)

The results of GPT-3.5-Turbo and GPT-40-mini
for the batch editing, i.e., varying the number of
edits (k) are presented in Figure 7.



Relation Counts for CompKE

2548
2500

2000

1500

Count

1000

500 4 434426 402
3

17 303
211

142
127125 90 86 59 53 52 50 40 34 30 28 23 g8 5 4

0
C NN @A AN PN PN AT DCAAELTDR DO N DO O EF D oD
P E SR OETF T EFTGEF G T TS

Relation

Figure 6: Relations and their frequencies in COMPKE

GPT-3.5-Turbo “© GPT-40-mini
45 —4— MeLLo —*— MeLLo
—a— PoKeMQA —a— PoKeMQA
40 351
;8/35 530,
30
251
25
N \\
20— ‘ — 201 - i
1100 1000 3000 1100 1000 3000
Edit Num Edit Num

Figure 7: Variation of Accuracy (Acc) across GPT-3.5-Turbo and GPT-40-mini models with varying edit numbers.

ROME :

layers: [5],

fact_token: subject_last,

v_num_grad_steps: 25(for Llama-3.1-8B) | |15(for Qwen2.5),
v_1r: 5e-1,

v_loss_layer: 31 (for Llama-3.1-8B) | |27 (for Qwen2.5-7B) | |35 (for Qwen2.5-3B),
v_weight_decay: le-3,

clamp_norm_factor: 4,

kl_factor: 0.0625,

mom2_adjustment: false,

context_template_length_params: [rs, 101, [10, 1071

MEMIT:

layers: [3,4,5,6,7,8],

clamp_norm_factor: 4,

layer_selection: all,

fact_token: subject_last,

v_num_grad_steps: 25(for Llama-3.1-8B) | |15(for Qwen2.5),
v_1lr: 5e-1,

v_loss_layer: 31 (for Llama-3.1-8B) | |27 (for Qwen2.5-7B) | |35 (for Qwen2.5-3B),
v_weilght_decay: le-3,

k1l_factor: 0.0625,

mom2_adjustment: true,

mom2_update_weight: 15000,

mom2_dataset: wikipedia,

mom2_n_samples: 100000,

mom2_dtype: float32

Table 5: Several key hyperparameters for parameter-based KE methods
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{Stanford University, X {The Wharton School,

Glendale High School) University of Cambridge} Question: Which educational institutions did both

Ted Schroeder and Laurene Powell Jobs attend?
Correct Answer Before Editing: Stanford University
Correct Answer After Editing: The Wharton School
Model's Actual Output:

The Wharton School, University of Cambridge

educated at

Ted Schroeder

educated at
Laurene Powell Jobs

{University of Pennsylvania,
Stanford University,
The Wharton School}

Figure 8: An example of MEMIT applied to Qwen2.5-3B. The correct solution should be for the model to
take the intersection of the new knowledge about Ted Schroeder’s schools {The Wharton School, University of
Cambridge} and Laurene Powell Jobs’ schools {University of Pennsylvania, Stanford University, The Wharton
School}, yielding the final answer: The Wharton School. However, the model’s output is {The Wharton School,
University of Cambridge} (i.c., the newly injected knowledge). While the correct entity The Wharton School is
correctly included in the final answer(i.e., metric Aug is judged as correct), the model after editing merely reiter-
ated the injected knowledge without performing the intersection operation. This example illustrates why the Aug
metric is overestimated.

User Input: sl="Electric Dreams",rl="the crew members are", s2="Michael
Madsen",r2="siblings are"

System Output:

Who is someone that is both a member of the cast of the movie Electric Dreams and
a sibling of Michael Madsen?

Of all the cast members of the film Electric Dreams, who are also Michael
Madsen’s siblings?

Which members of the cast of the film Electric Dreams are also siblings of
Michael Madsen?

User Input: sl="Felix Sanchez",rl="educated at",s2="Maria Sanchez", r2="educated
at "

System Output:

Which schools have Maria Sanchez and Felix Sanchez both attended?

In the places where Maria Sanchez and Felix Sanchez received their education,
which schools do they have in common?

Which educational institutions did Maria Sanchez and Felix Sanchez both go to?

User Input: sl="Benoit Jacquot",rl="awards that subject was nominated
for",s2="The Public Woman", r2="awards that subject was nominated for"

System Output:

What awards have Benoit Jacquot and "The Public Woman" both been nominated for?
What nominations do Benoit Jacquot and "The Public Woman" share for awards?
What award nominations are shared by Benoit Jacquot and "The Public Woman"?

User Input: sl="Clara Agnelli",rl="siblings are",s2="Giovanni Agnelli",r2="The
founders of the company are"

System Output:

Who are both siblings of Clara Agnelli and founders of the company Giovanni
Agnelli started?

Among Clara Agnelli’s siblings, who are also recognized as the founders of the
company by Giovanni Agnelli?

Which individuals are both siblings of Clara Agnelli and acknowledged as the
founders of the company by Giovanni Agnelli?

Table 6: A prompt used for converting structured triples into natural language.
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SQL Query

Description

SELECT ?object WHERE {
wd: {gid} wdt:pid ?object.

FILTER (LANG (?0bject) = "en").

This SPARQL query retrieves the object asso-
ciated with the <pid> of entity.

SELECT (COUNT (?statement) AS
?referencesCount) WHERE {

?statement
prov:wasDerivedFrom ?source.

wd: {entity_id} ?p ?statement.

This SPARQL query retrieves the count of ref-
erences (i.e., the number of statements that re-
fer to a source) for a specific entity. This query
is used to filters out triples with low references
counts(i.e.,unpopular entity).

}

SELECT ?alias WHERE ({ This SPARQL query retrieves the aliases asso-
wd: {gid} skos:altLabel ?alias.| ciated with the entity,
FILTER (LANG (?alias) = "en").

Table 7: SPARQL Queries and Descriptions

Question: What nominations for awards do both "In America" and Christian Bale
share?

Edit Num=1:

Model Output: Both In America and Christian Bale share Golden Globe nominations.
Edit Num=100:

Model Output: Bailmailboxerialsf&earable standards, and it is clear that this is a difficult
task. Can you give meCloseOperationunded(bind)care(l Lothra 1000... Crimes of the Heart
is a crime novel about the heart. The book is a satire of ___ I'myncync

Edit Num=1000:

Model Output: 55 greedyiEiigEiblasnownifleyiEnown" &g E Enown Covigl nicki#
@HE=EigeltotalCount UsagiHudisisimiuEnownifEbservable finishnigfisfiziA~tHenkoimenti&iig
iZocopDAQocopHidEiR zczeenko Usaigenkoisimud f&izionom

Figure 9: When the edit batch size increases, the MEMIT method outputs a large amount of gibberish after models
like Qwen-2.5-3B and other smaller models.

Question: TIf a person is the director of both Thief and Ali, which country does
this person belong to?

Subquestion: Who is the director of Thief?

Generated answer: The director of Thief is Michael Mann.

Retrieval:The country to which Michael Mann belongs is Italy

Retrieved fact does not contradict to generated answer, so the intermediate
answer is: Italy.

Subquestion: Who is the director of Ali?

Generated answer: The director of Ali is Michael Mann.

Retrieval:The country to which Michael Mann belongs is Italy

Retrieved fact does not contradict to generated answer, so the intermediate
answer is: Italy.

Final answer: Italy

Table 8: The decomposition of a complex question by Mello did not take into account logical operations.
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Q: Which educational institutions did both Ted
Schroeder and Laurene Powell Jobs attend?

educated at

educated at

Q: What awards has either the film Gladiator
or Branko Lustig been nominated for?

nominated for

nominated for

Q: Who among the crew members of Mortal Kombat:

Annihilation holds American citizenship?

!/

‘ crew members ‘Unationality:’AmeriaLn.

Q: Which of Nikolaus Joseph von Jacquin's
PhD students did not major in computer science?

PhD students O major#! ComputerScience!

Q: Which language spoken in Palau is the
same as the official language of the country where
Ball State University is located?

language

.lncatcd at . language

Q: If someone is both a sibling of Mona Simpson
and one of the founders of Apple, what is this
person's nationality?

siblings

educated at

founders

Q: Which sports teams are associated with both
Papin and Christophe Dugarry are located in Italy?

.sports teams

sports teams

o-country:/ftaly’

T1: Which educational institution did Ted Schroeder
attend?

T2: Which educational institution did Laurene Powell
Jobs attend?

T3: Logic Operation: Intersection T1 and T2.

T1: What awards has the film Gladiator been
nominated for?

T2: What awards has Branko Lustig been nominated
for?

T3: Logic Operation: Union T1 and T2.

T1:Who are the crew members of the movie Mortal
Kombat: Annihilation?

T2:What is the nationality of each person in T1?
T3:Logic Operation: Select persons from T2 whose
nationality is American.

T1: Who are the PhD students of Nikolaus Joseph von
Jacquin?

T2: What are the majors of each person in T1?

T3: Logic Operation: Select persons from T2 whose
major is not Computer Science.

T1: What is the official language of Palau?

T2: What is the location of Ball State University?
T3: What is the official language of T2?

T4: Logic Operation: Intersection T1 and T3.

T1: Who are the siblings of Mona Simpson?
T2: Who are the founders of Apple?

T3: Logic Operation: Intersection T1 and T2.
T4: What is the nationality of T3?

T1: Which team has Papin been associated with?
T2: Which team has Christophe Dugarry been
associated with?

T3: Logic Operation: Intersection T1 and T2.

T4: Where did each team of T3 located?

T5: Logic Operation: Select team from T4 that are
located in Italy.

Figure 10: Some typical reasoning structure in COMPKE

17



Relation ‘ Question template

Cloze-style statement template

P40
P69
P3373
P50
P161
P112
P54
P915
P37
P1830
P6
P803
P185
P57
P1411
P1346
P286
P166
P800
P725
P655
P27
P21
P169
P35
P26
P1037
P20
P551
P159
P17
P108
P102
P937
P140
P106
P30
P38
P641
P36

Who are [S]’s children?

Where did [S] receive education?

Who are the siblings of [S]?

Who are the author(s) of [S]? (list all)
Who are the cast members of movie [S]?
Who are the people who founded company [S]?
Which organizations is [S] a member of?
Where were movie [S] filmed?

What are the official languages of country [S]?
Which companies does S own?

Who are the heads of government for [S]?
What are the professorship ranks for [S]?
Who are the doctoral students of [S]?

Who is the director of the film [S]?

What awards was the film [S] nominated for?
Who are the winners for [S] prize?

Who are the head coaches for team [S]?
What awards did [S] receive?

What are the notable works of [S]?

Who are the voice actors in the movie [S]?
Who are the translators of the book [S]?
Which country is [S] a citizen of?

What’s [S]’s gender?

Who is the CEO of company [S]?

Who is the head of state of country [S]?
Who is the spouse of [S]?

Who is the director of [S]?

In which city did [S] die?

Where does [S] live?

Where is the headquarters of company [S]?
In which country is [S] located?

Who is the employer of [S]?

Which political party is [S] affiliated with?
Where does [S] work?

What is the religion of [S]?

What is [S]’s occupation?

On which continent is country [S] located?
What is the currency of country [S]?
Which sport is [S] associated with?

What is the capital of country [S]?

[S]’s children are

The university where [S] was educated is
[S]’s siblings are

The author(s) of [S] is(are)

The cast members of movie [S] are

The people who founded Company [S] are
[S] is a member of the following organizations
The movie [S] was filmed at

The official languages of country [S] are
[S] owns the following companies

The heads of government for [S] are

The professorship ranks for [S] are

The doctoral students of [S] are

The film [S] is directed by

The film [S] is nominated for

The winners for [S] prize are

The head coaches for team [S] are

The award received by [S] are

The notable works of [S] are

The voice actor in the movie [S] are

The translators of the book [S] are

The country to which [S] belongs is

[ST’s gender is

The CEO of company [S] is

The head of state of country [S] is

The spouse of [S] is

The director of [S] is

[S] died in the city of

[S] lives in the place of

The headquarters of company [S] is located in
[S] is located in the country of

[S] is an employee in the organization of
[S] is affiliated with the political party of
[S] works in the place of

[S]is affiliated with the religion of

[S]’s occupation is

Country [S] is located in the continent of
The currency of country [S] is

[S] is associated with the sport of

The capital of country [S] is

— e

Table 9: Relations we use to construct COMPKE
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