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Abstract

Accurately estimating depth in 360-degree imagery is crucial for virtual reality, au-
tonomous navigation, and immersive media applications. Existing depth estimation
methods designed for perspective-view imagery fail when applied to 360-degree
images due to different camera projections and distortions, whereas 360-degree
methods perform inferior due to the lack of labeled data pairs. We propose a new
depth estimation framework that utilizes unlabeled 360-degree data effectively.
Our approach uses state-of-the-art perspective depth estimation models as teacher
models to generate pseudo labels through a six-face cube projection technique,
enabling efficient labeling of depth in 360-degree images. This method leverages
the increasing availability of large datasets. Our approach includes two main stages:
offline mask generation for invalid regions and an online semi-supervised joint
training regime. We tested our approach on benchmark datasets such as Matter-
port3D and Stanford2D3D, showing significant improvements in depth estimation
accuracy, particularly in zero-shot scenarios. Our proposed training pipeline can
enhance any 360 monocular depth estimator and demonstrates effective knowledge
transfer across different camera projections and data types. See our project page
for results: albert100121.github.io/Depth-Anywhere.

1 Introduction
In recent years, the field of computer vision has seen a surge in research focused on addressing
the challenges associated with processing 360-degree images. The widespread use of panoramic
imagery across various domains, such as virtual reality, autonomous navigation, and immersive
media, has underscored the need for accurate depth estimation techniques tailored specifically for
360-degree images. However, existing depth estimation methods developed for perspective-view
images encounter significant difficulties when applied directly to 360-degree data due to differences
in camera projection and distortion. While many methods aim to address depth estimation for this
camera projection, they often struggle due to the limited availability of labeled datasets.

To overcome these challenges, this paper presents a novel approach for training state-of-the-art (SOTA)
depth estimation models on 360-degree imagery. With the recent significant increase in the amount of
available data, the importance of both data quantity and quality has become evident. Research efforts
on perspective perceptual models have increasingly focused on augmenting the volume of data and
developing foundation models that generalize across various types of data. Our method leverages
SOTA perspective depth estimation foundation models as teacher models and generates pseudo
labels for unlabeled 360-degree images using a six-face cube projection approach. By doing so, we
efficiently address the challenge of labeling depth in 360-degree imagery by leveraging perspective
models and large amounts of unlabeled data.
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Figure 1: Our proposed training pipeline improves existing 360 monocular depth estimators.
This figure demonstrated the improvement of our proposed training pipeline tested on the Stan-
ford2D3D [2] dataset in a zero-shot setting.

Our approach consists of two key stages: offline mask generation and online joint training. During
the offline stage, we employ a combination of detection and segmentation models to generate masks
for invalid regions, such as sky and watermarks in unlabeled data. Subsequently, in the online stage,
we adopt a semi-supervised learning strategy, loading half of the batch with labeled data and the other
half with pseudo-labeled data. Through joint training with both labeled and pseudo-labeled data, our
method achieves robust depth estimation performance on 360-degree imagery.

To validate the effectiveness of our approach, we conduct extensive experiments on benchmark
datasets such as Matterport3D and Stanford2D3D. Our method demonstrates significant improvements
in depth estimation accuracy, particularly in zero-shot scenarios where models are trained on one
dataset and evaluated on another. Furthermore, we demonstrate the efficacy of our training techniques
with different SOTA 360-degree depth models and various unlabeled datasets, showcasing the
versatility and effectiveness of our approach in addressing the unique challenges posed by 360-degree
imagery.

Our contributions can be summarized as follows:

• We propose a novel training technique for 360-degree imagery that harnesses the power of
unlabeled data through the distillation of perspective foundation models.

• We introduce an online data augmentation method that effectively bridges knowledge
distillation across different camera projections.

• Our proposed training techniques significantly benefit and inspire future research on 360-
degree imagery by showcasing the interchangeability of state-of-the-art (SOTA) 360 models,
perspective teacher models, and unlabeled datasets. This enables better results even as new
SOTA techniques emerge in the future.

2 Related Work
360 monocular depth. Depth estimation for 360-degree images presents unique challenges due
to the equirectangular projection and inherent distortion. Various approaches have been explored to
address these issues:

• Directly Apply: Some methods directly apply monocular depth estimation techniques to
360-degree imagery. OmniDepth [69] leverages spherical geometry and incorporates Sph-
Conv [42] to improve depth prediction with distortion. [70, 49] use spherical coordinates to
overcome distortion with extra information. [12, 17] leverage other ground truth supervisions
to assist on depth estimation. SliceNet [31] and ACDNet [68] propose advanced network
architectures tailored for omnidirectional images. EGFormer [64] and HiMODE [18] in-
troduce a transformer-based model that captures global context efficiently, while [45, 44]
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focuses on integrating geometric priors into the learning process. [13] proposed to generate
large-scale datasets with SfM and MVS, then apply to test-time training.

• Cube: Other approaches use cube map projections to mitigate distortion effects. 360-
SelfNet [46] is the first work to self-supervised 360 depth estimation leveraging cube-
padding [9]. BiFuse [47] and its improved version BiFuse++ [48] are two-branch archi-
tectures that utilize cube maps and equirectangular projections. UniFuse [16] combines
equirectangular and cube map projections and simplifies the architecture. [3] combines
two-branch techniques with transformer network.

• Tangent Image: Tangent image projections are also popular. [37, 23, 30] convert equirectan-
gular images into a series of tangent images, which are then processed using conventional
depth estimation networks. PanoFormer [40] employs a transformer-based architecture to
handle tangent images, while SphereNet [11] and HRDFuse [1] enhance depth prediction
by collaboratively learning from multiple projections.

360 other works Beyond depth estimation, 360-degree imagery has been applied to depth com-
pletion tasks as follows [26, 8, 32, 57, 58, 15]. Other methods, such as [25] and [43] focus on the
projection between camera models, while the former projects pinhole camera model images into a
large field of view, whereas the latter transforms convolution kernels.

Unlabeled / Pseudo labeled data. Utilizing unlabeled or pseudo-labeled data has become a
significant trend to mitigate the limitations of labeled data scarcity. Techniques like [22, 71, 41, 56]
leverage large amounts of unlabeled data to improve model performance through semi-supervised
learning. In the context of 360-degree depth estimation, our approach generates pseudo labels from
pre-trained perspective models, which are then used to train 360-degree depth models effectively.

Zero-shot methods. Zero-shot learning methods aim to generalize to new domains without ad-
ditional training data. [7, 54] target this directly with increasing training data., MiDaS [35, 5, 34]
and Depth Anything [59] are notable for their robust monocular depth estimation across diverse
datasets leveraging affine-invariant loss. [61] takes a step further to investigate zero-shot on metric
depth. Marigold [19] leverages diffusion models with image conditioning and up-to-scale relative
depth denoising to generate detailed depth maps. ZoeDepth [4] further these advancements by
incorporating scale awareness and domain adaptation. [14, 50] leverage camera model information
to adapt cross-domain depth estimation.

Foundation models. Foundation models have revolutionized various fields in AI, including nat-
ural language processing and image-text alignment. In computer vision, models like CLIP [33]
demonstrate exceptional generalization capabilities. [28] proposed a foundation visual encoder for
downstream tasks such as segmentation, detection, depth estimation, etc. [20] proposed a model that
can cut out masks for any objects. Our work leverages a pre-trained perspective depth estimation
foundation model [59] as a teacher model to generate pseudo labels for 360-degree images, enhancing
depth estimation by utilizing the vast knowledge embedded in these foundation models.

3 Methods
In this work, we propose a novel training approach for 360-degree monocular depth estimation
models. Our method leverages a perspective depth estimation model as a teacher and generates
pseudo labels for unlabeled 360-degree images using a 6-face cube projection. Figure 2 illustrates
our training pipeline, incorporating the use of Segment Anything to mask out sky and watermark
regions in unlabeled data during the offline stage. Subsequently, we conduct joint training using both
labeled and unlabeled data, allocating half of the batch to each. The joint training avoids limiting
performance by teacher model. The unlabeled data is supervised using pseudo labels generated by
Depth Anything, a state-of-the-art perspective monocular depth foundation model. With the benefit
of our teacher model, the 360-degree depth model demonstrates an observable improvement on the
zero-shot dataset, as shown in Figure 1.

3.1 Unleashing the Power of Unlabel 360 data
Dataset statistics. 360-degree data has become increasingly available in recent years. However,
compared to perspective-view depth datasets, labeling depth ground truths for 360-degree data
presents greater challenges. Consequently, the availability of labeled datasets for 360-degree data is
considerably smaller than that of perspective datasets.
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Figure 2: Training Pipeline. Our proposed training pipeline involves joint training on both labeled
360 data with ground truth and unlabeled 360 data. (a) For labeled data, we train our 360 depth
model with the loss between depth prediction and ground truth. (b) For unlabeled data, we propose
to distill knowledge from a pre-trained perspective-view monocular depth estimator. In this paper,
we use Depth Anything [59] to generate pseudo ground truth for training. However, more advanced
techniques could be applied. These perspective-view monocular depth estimators fail to produce
reasonable equirectangular depth as a domain gap exists. Therefore, we distill knowledge by inferring
six perspective cube faces and passing them through perspective-view monocular depth estimators.
To ensure stable and effective training, we propose generating a valid pixel mask with Segment
Anything [20] while calculating loss. (c) Furthermore, we augment random rotation on RGB before
passing it into Depth Anything, as well as on predictions from the 360 depth model.

Table 1: 360 monocular depth estimation lacks a large amount of training data. The number of
images in 360-degree monocular depth estimation datasets alongside perspective depth datasets from
the Depth Anything methodology.

Perspective Equirectangular

Labeled 1.5M Unlabeled 62 M Labeled 34K Unlabeled 344K

Table 1 presents the data quantities available in some of the most popular 360-degree datasets,
including Matterport3D [6], Stanford2D3D [2], and Structured3D [65]. Additionally, we list a
multi-modal dataset, SpatialAudioGen [29], which consists of unlabeled 360-degree data used in our
experiments. Notably, the amount of labeled and unlabeled data used in the perspective foundation
model, Depth Anything [59], is significantly larger, with 1.5 million labeled images [24, 52, 10,
60, 55, 51] and 62 million unlabeled images [38, 63, 53, 62, 39, 21, 66, 20], making the amount in
360-degree datasets approximately 170 times smaller.

Data cleaning and valid pixel mask generation Unlabeled data often contains invalid pixels in
regions such as the sky and watermark, leading to unstable training or undesired convergence. To
address this issue, we applied the GroundingSAM [36] method to mask out the invalid regions. This
approach utilizes Grounded DINOv2 [27] to detect problematic regions and applies the Segment
Anything [20] model to mask out the invalid pixels by segmenting within the bounding box. While
Depth Anything [59] also employs a pre-trained segmentation model, DINOv2, to select sky regions.
Brand logos and watermarks frequently appear after fisheye camera stitching. Therefore, additional
labels are applied to enhance the robustness of our training process. We also remove all images with
less than 20 percent of valid pixels to stablize our training progress.

Perspective foundation models (teacher models). To tackle the challenges posed by limited
data and labeling difficulties in 360-degree datasets, we leverage a large amount of unlabeled data
alongside state-of-the-art perspective depth foundation models. Due to significant differences in
camera projection and distortion, directly applying perspective models to 360-degree data often
yields inferior results. Previous works have explored various methods of projection for converting
equirectangular to perspective depth, as stated in Section 2. Among these, cube projection and tangent
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Figure 3: Valid Pixel Masking. We used Grounded-Segment-Anything [36] to mask out invalid
pixels based on two text prompts: “sky” and “watermark.” These regions lack depth sensor ground
truth labels in all previous datasets. Unlike Depth Anything [59], which sets sky regions as 0
disparity, we follow ground truth training to ignore these regions during training for two reasons:
(1) segmentation may misclassify and set other regions as zero, leading to noisy labeling, and (2)
watermarks are post-processing regions that lack geometrical meaning.

projection are the most common techniques. We selected cube projection to ensure a larger field
of view for each patch, enabling better observation of relative distances between pixels or objects
during the inference of the perspective foundation model and enhancing knowledge distillation. The
comparison table can be find in the supplementary material.

In our approach, we apply projection to unlabeled 360-degree data and then run Depth Anything on
these projected patches of perspective images to generate pseudo-labels. We explore two directions
for pseudo-label supervision: projecting the patch to equirectangular and computing in the 360-degree
domain or projecting the 360-degree depth output from the 360 model to patches and computing in
the perspective domain. Since training is conducted in an up-to-scale relative depth manner, stitching
the patch of perspective images back to equirectangular with an aligned scale will lead to failure
in training Figure 4, which is an additional research topic that is worth investigation. We opt to
compute the loss in the perspective domain, facilitating faster and easier training without the need for
additional alignment optimization.

3.2 Random Rotation Processing
Directly applying Depth Anything on cube-projected unlabeled data does not yield improvements
due to ignorance of cross-cube-face relation, leading to cube artifacts (Figure 5). This issue arises
from the separate estimation of perspective cube faces, where monocular depth is estimated based on
semantic information, lacking a comprehensive understanding of the entire scene. To address this, we
propose a random rotation preprocessing step in front of the perspective foundation model.

As depicted in Figure 2, the rotation is applied to equirectangular projection RGB images using a
random rotation matrix, followed by cube projection. This results in a more diverse set of cube faces,
capturing relative distances between ceilings, walls, windows, and other objects more effectively.
With the proposed random rotation technique, knowledge distillation becomes more comprehensive
as the point of view is not static. The inference by the perspective foundation model is performed on
the fly, with parameters frozen during the training of the 360 model.

In order to perform random rotation, we apply a rotation matrix on the equirectangular coordinates,
noted as (θ, ϕ), and rotation matrix as R.

(θ̂, ϕ̂) = R · (θ, ϕ). (1)

For equirectangular to cube projection, the field-of-view (FoV) of each cube face is equal to 90
degrees; each face can be considered as a perspective camera whose focal length is w/2, and all faces
share the same center point in the world coordinate. Since the six cube faces share the same center
point, the extrinsic matrix of each camera can be defined by a rotation matrix Ri. p is then the pixel
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Figure 4: Qualitative visualization of a model trained directly on pseudo equirectangular data
without scale alignment. We propose calculating the loss with pseudo ground truth on cube faces
due to scale misalignment between the six faces during the cube-to-equirectangular projection. We
showcase the results of a model trained on pseudo equirectangular data without scale alignment as a
simple baseline to demonstrate the importance of calculating loss separately on each of the six faces.
The images are presented from top to bottom as follows: (a) RGB images. (b) Pseudo cube ground
truth projected directly to equirectangular. (c) Prediction trained with row 2. (d) Pseudo cube ground
truth with rotation projected directly to equirectangular. (e) Prediction trained with row 4. (f) Our
model’s predictions are trained on cube faces separately with rotation.

on the cube face
p = K ·RT

i · q, (2)

where,

q =

[
qx
qy
qz

]
=

[
sin(θ) · cos(ϕ)

sin(ϕ)
cos θ · cosϕ

]
,K =

[
w/2 0 w/2
0 w/2 w/2
0 0 1

]
, (3)

where θ and ϕ are longitude and latitude in equirectangular projection and q is the position in
Euclidean space coordinates.

3.3 Loss Function
The training process closely resembles that of MiDaS, Depth Anything, and other cross-dataset
methods. Our goal is to provide depth estimation for any 360-degree images. Following previous
approaches that trained on multiple datasets, our training objective is to estimate relative depth. The
depth values are first transformed into disparity space using the formula 1/d and then normalized to
the range [0, 1] for each disparity map.

To adapt to cross-dataset training and pseudo ground truths from the foundation model, we employed
the affine-invariant loss, consistent with prior cross-dataset methodologies. This loss function
disregards absolute scale and shifts for each domain, allowing for effective adaptation across different
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Figure 5: Cube Artifact. Shown in the center row of the figure, an undesired cube artifact appears
when we apply joint training with pseudo ground truth from Depth Anything [59] directly. This issue
arises from independent relative distances within each cube face caused by a static point of view.
Ignoring cross-cube relationships results in poor knowledge distillation. To address this, as shown in
Figure 2(c), we randomly rotate the RGB image before inputting it into Depth Anything. This enables
better distillation of depth information from varying perspectives within the equirectangular image.

datasets and models.

L1 =
1

HW

HW∑
i=1

ρ(d∗i , di), (4)

where d∗i and di are the prediction and ground truth, respectively. ρ represents the affine-invariant
mean absolute error loss:

ρ(d∗i , di) = |d̂∗i − d̂i|. (5)

Here, d̂i and d̂∗i are the scaled and shifted versions of the prediction d∗i and ground truth di:

d̂i =
di − t(d)

s(d)
, (6)

where t(d) and s(d) are used to align the prediction and ground truth to have zero translation and
unit scale:

t(d) = median(d), s(d) =
1

HW

HW∑
i=1

|di − t(d)|. (7)

4 Experiments
These notations apply for all tables: M: Matterport3D [6], SF: Stanford2D3D [2], ST: Struc-
tured3D [65], SP: Spatialaudiogen [29], -all indicates using the entire train, validation, and test sets
of the specific dataset, and (p) denotes using pseudo ground truth generated by Depth Anything [59].
Due to space limits, we provide the experimental setup in the appendix, including implementation
details and evaluation metrics.

4.1 Baselines

Recent state-of-the-art methods [1, 64, 47, 48, 16, 31, 40] have emerged. We chose UniFuse and
BiFuse++ as our baseline models for experiments, as many of the aforementioned methods did not
fully release pre-trained models or provide training code and implementation details. It’s worth
noting that PanoFormer [40] is not included due to incorrect evaluation code and results. Both
selected models are re-implemented with affine-invariant loss on disparity for a fair comparison
and to demonstrate improvement. We conduct experiments on the Matterport3D [6] benchmark to
demonstrate performance gains within the same dataset/domain, and we perform zero-shot evaluation
on the Stanford2D3D [2] test set to demonstrate the generalization capability of our proposed training
technique. To further validate its robustness, we evaluate additional baseline models [45, 64] in
zero-shot setting, showcasing the effectiveness of our approach for non-dual-projection models.
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Table 2: Matterport3D Benchmark. The upper section lists 360 methods trained with metric depths
in meters using BerHu loss. All numbers are sourced from their respective papers. The lower section
includes selected methods retrained with relative depth (disparity) using affine-invariant loss.

Method Loss Train Test Abs Rel ↓ δ1 ↑ δ2 ↑ δ3 ↑

BiFuse [47] BerHu M M - 0.845 0.932 0.963
UniFuse [16] BerHu M M 0.106 0.890 0.962 0.983
SliceNet [31] BerHu M M - 0.872 0.948 0.972
BiFuse++ [48] BerHu M M - 0.879 0.952 0.977
HRDFuse [1] BerHu M M 0.097 0.916 0.967 0.984

UniFuse [16] Affine-Inv M M 0.102 0.893 0.970 0.989
UniFuse [16] Affine-Inv M, ST-all (p) M 0.089 0.911 0.975 0.991
BiFuse++ [48] Affine-Inv M M 0.094 0.914 0.974 0.989
BiFuse++ [48] Affine-Inv M, ST-all (p) M 0.085 0.917 0.976 0.991

4.2 Benchmarks Evaluation
We conducted our in-domain improvement experiment on the widely used 360-degree depth bench-
mark, Matterport3D [6], to showcase the results of perspective foundation model distillation on the
two selected baseline models, UniFuse [16] and BiFuse++[48]. In Table 2, we list the metric depth
evaluation results from state-of-the-art methods on this benchmark. Subsequently, we present the
re-trained baseline models using affine-invariant loss on disparity to ensure a fair comparison with
their original depth metric training. Finally, we demonstrate the improvement achieved with results
trained on the labeled Matterport3D training set and the entire Structured3D dataset with pseudo
ground truth.

4.3 Zero-Shot Evaluation
Our goal is to estimate depths for all 360-degree images, making zero-shot performance crucial.
Following previous works [47, 16], we adopted their zero-shot comparison setting, where models
trained on the entire Matterport3D [6] dataset are tested on the Stanford2D3D [2] test set. In Table 3,
the upper section lists methods trained with metric depth ground truth, with numbers sourced from
their respective papers. The lower section includes models trained with affine-invariant loss on
disparity ground truth. As shown in Figure 6, [16, 48] demonstrate generalization improvements with
a lower error on the Stanford2D3D dataset.

Depth Anything [59] and Marigold [19] are state-of-the-art zero-shot depth models trained with
perspective depths. As shown in Table 3, due to the domain gap and different camera projections,
foundation models trained with perspective depth cannot be directly applied to 360-degree images.
We demonstrated the zero-shot improvement on UniFuse [16], BiFuse++ [48] and non-dual-projection
methods [45, 64] with models trained on the entire Matterport3D [6] dataset with ground truth and
the entire Structured3D [65] or SpatialAudioGen [29] dataset with pseudo ground truth generated
using Depth Anything [59].

As Structured3D provides ground truth labels for its dataset, we also evaluate our models on its test
set to assess how well they perform with pseudo labels. Table 4 shows the improvements achieved
on the Structured3D test set when using models trained with pseudo labels. It’s worth noting that
even when the 360 model is trained on pseudo labels from SpatialAudioGen, it performs similarly
well. This demonstrates the success of our distillation technique and the model’s ability to generalize
across different datasets.

4.4 Qualtative Results in the Wild

We demonstrated the qualitative results in Figure 8 and Figure 7 360-degree images that were either
captured by us or downloaded from the internet1. These examples showcase the zero-shot capability
of our model when applied to data outside the aforementioned 360-degree datasets.

1Stig Nygaard, https://www.flickr.com/photos/stignygaard/49659694937, CC BY 2.0 DEED
Dominic Alves, https://www.flickr.com/photos/dominicspics/28296671029/, CC BY 2.0 DEED
Luca Biada, https://www.flickr.com/photos/pedroscreamerovsky/6873256488/, CC BY 2.0 DEED
Luca Biada, https://www.flickr.com/photos/pedroscreamerovsky/6798474782/, CC BY 2.0 DEED
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Table 3: Zero-shot Evaluation on Stanford2D3D. We perform zero-shot evaluations with models
trained on other datasets. Following the original training settings, we train the 360 models [48, 16,
45, 64] on the entire Matterport3D dataset and then test on Stanford3D’s test set.

Method Loss train test Abs Rel ↓ δ1 ↑ δ2 ↑ δ3 ↑

BiFuse [47] BerHu M-all SF 0.120 0.862 - -
UniFuse [16] BerHu M-all SF 0.094 0.913 - -
BiFuse++ [48] BerHu M-all SF 0.107 0.914 0.975 0.989

Depth Anything [59] Affine-Inv Pers. SF 0.248 0.635 0.899 0.97
Marigold [19] Affine-Inv Pers. SF 0.195 0.692 0.942 0.982
UniFuse [16] Affine-Inv M-all SF 0.090 0.914 0.976 0.990
UniFuse [16] Affine-Inv M-all, ST-all (p) SF 0.086 0.924 0.977 0.990
UniFuse [16] Affine-Inv M-all, SP-all (p) SF 0.090 0.920 0.978 0.990
BiFuse++ [48] Affine-Inv M-all SF 0.090 0.921 0.976 0.990
BiFuse++ [48] Affine-Inv M-all, ST-all (p) SF 0.082 0.931 0.979 0.991
BiFuse++ [48] Affine-Inv M-all, SP-all (p) SF 0.086 0.926 0.979 0.991
HoHoNet [45] Affine-Inv M-all SF 0.095 0.906 0.975 0.991
HoHoNet [45] Affine-Inv M-all, ST-all (p) SF 0.088 0.920 0.979 0.992
EGFormer [64] Affine-Inv M-all SF 0.098 0.906 0.972 0.989
EGFormer [64] Affine-Inv M-all, ST-all (p) SF 0.086 0.923 0.976 0.990
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Figure 6: Zero-shot qualitative with UniFuse [16] (left) and BiFuse++ [48] (right) tested on
Stanford2D3D.

Table 4: Structured3D Test Set. We demonstrate the improvement on the Structured3D test set
using pseudo ground truth for training. The lower section shows enhancements with models trained
on pseudo ground truth from Matterport3D and SpatialAudioGen, indicating similar improvements.
This highlights the successful distillation of Depth Anything.

Method Loss train test Abs Rel ↓ δ1 ↑ δ2 ↑ δ3 ↑

UniFuse [16] Affine-Inv M-all ST 0.202 0.759 0.932 0.970
UniFuse [16] Affine-Inv M-all, ST-all (p) ST 0.130 0.887 0.953 0.977

UniFuse [16] Affine-Inv M-all, SP-all (p) ST 0.152 0.864 0.946 0.972
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Table 5: Metric depth fine-tuning. We fine-tune our model trained with Matterport3D [6] ground
truth label and Structured3D [65] pseudo label on relative depth with Stanford2D3D [2]’s training set
metric depths with a single epoch.

Method MAE ↓ Abs Rel ↓ RMSE ↓ RMSElog ↓ δ1 ↑ δ2 ↑ δ3 ↑

UniFuse [16] 0.208 0.111 0.369 0.072 0.871 0.966 0.988
UniFuse [16] (Ours) 0.206 0.118 0.351 0.049 0.910 0.971 0.987
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Figure 7: Generalization ability in the wild with depth map visualization. We showcase zero-shot
qualitative results using a combination of images we captured and randomly sourced from the internet
to assess the model’s generalization ability. For privacy reasons, we have obscured the cameraman in
the images.

Figure 8: Generalization ability in the wild with point cloud visualization. We showcase zero-shot
qualitative results in the point cloud using a combination of images we captured and randomly
sourced from the internet to assess the model’s generalization ability.

4.5 Fine-Tuned to Metric Depth Estimation

We use our pre-trained model as an initial weight and fine-tune on Stanford2D3D [2] metric depth
to demonstrate the effectiveness of our pre-trained relative depth model’s ability to adapt to metric
depth with a single epoch in Table 5

5 Conclusion

Our proposed method significantly advances 360-degree monocular depth estimation by leveraging
perspective models for pseudo-label generation on unlabeled data. The use of cube projection with
random rotation and affine-invariant loss ensures robust training and improved depth prediction
accuracy while bridging the domain gap between perspective and equirectangular projection. By
effectively addressing the challenges of limited labeled data with cross-domain distillation, our
approach opens new possibilities for accurate depth estimation in 360 imagery. This work lays
the groundwork for future research and applications, offering a promising direction for further
advancements in 360-degree depth estimation.

Limitations. Our work faces limitations due to its heavy reliance on the quality of unlabeled data
and pseudo labels from perspective foundation models. The results are significantly impacted by data
quality (Section 3.1). Without data cleaning, the training process resulted in NaN values. Another
limitation is that although with unlabeled data, the scarcity of data still exists compared to other tasks.
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A Appendix / Supplemental Material

A.1 Experimental Setup

Implementation details. Our work is divided into two stages: (1) offline mask generation and
(2) online joint training. (1) In the first stage, we use Grounded-Segment-Anything [36], which
combines state-of-the-art detection and segmentation models. We set the BOX_THRESHOLD and
TEXT_THRESHOLD to 0.3 and 0.25, respectively, following the recommendations of the official code.
We use “sky” and “watermark” as text prompts. All pixels with these labels are set to False to
form our valid mask for the second stage of training. (2) In the second stage, each batch consists
of an equal mix of labeled and unlabeled data. We follow the backbone model’s official settings
for batch size, learning rate, optimizer, augmentation, and other hyperparameters, changing only
the loss function to affine-invariant loss. Unlike Depth Anything, which sets invalid sky regions to
zero disparity, we ignore these invalid pixels during loss calculation, consistent with ground truth
training settings. We average the loss for ground truth and pseudo ground truth during updates. All
our experiments are conducted on a single RTX 4090, both offline and online. However, if future
360-degree state-of-the-art methods or perspective foundation models require higher VRAM usage,
the computational resource requirements may increase.

Metrics. In line with previous cross-dataset works, all evaluation metrics are presented in per-
centage terms. The primary metric is Absolute Mean Relative Error (AbsRel), calculated as:
1
M

∑M
i=1 |ai − di|/di, where M is the total number of pixels, ai is the predicted depth, and di

is the ground truth depth. The second metric, δj accuracy, measures the proportion of pixels where
max(ai/di, di/ai) is within 1.25j . During evaluations, we follow [16, 47, 48] to ignore areas where
ground truth depth values are larger than 10 or equal to 0. Given the ambiguous scale of self-training
results, we apply median alignment after converting disparity output to depth before evaluation, as
per the method used in [67]:

d′ = d · median(d̂)
median(d)

, (8)

where d is the predicted depth from inverse disparity and d̂ is the ground truth depth. This ensures a
fair comparison by aligning the median depth values of predictions and ground truths.

A.2 More Qualitative

We demonstrate additional zero-shot qualitative results in Figure 9 and in-the-wild results in Figure 12.
In-domain results on the Matterport3D test sets are showcased in Figure 10 and Figure 11.

A.3 Dataset Statistic

As described in Sec.3.1 of the main paper, there is a significant difference in the number of images
between the perspective and equirectangular datasets. Detailed statistics of the datasets are listed in
Table 6.

A.4 Ground Truth and Pseudo Label Ratio Ablation

Unlike many previous knowledge distillation approaches that use a higher proportion of pseudo labels
during model training, we opt for an equal ratio of ground truth to pseudo labels. Through an ablation
study exploring the relationship between this data ratio and model performance, we observe a robust
improvement starting from 1 : 1 in Table 7.

A.5 Perspective Camera Projection Ablation

There are various perspective camera projections for panoramic imagery, with cube and tangent
image projections being the most common, both widely used in previous works. In Table 8, we
compare these two projections and observe similar improvements when applying our proposed
training pipeline, demonstrating the effectiveness of our method. For robust knowledge distillation in
relative depth estimation, we select the cube projection due to its wider field of view coverage.
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Figure 9: More qualitative tested on Stanford2D3D with zero-shot setting.
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Figure 10: In-domain qualitative with UniFuse.
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Figure 11: In-domain qualitative with BiFuse++.

Table 6: 360 monocular depth estimation lacks a large amount of training data. This table lists
datasets used in 360-degree monocular depth estimation alongside perspective depth datasets from
the Depth Anything methodology. The volume of training data for 360-degree imagery (right column)
is significantly smaller than that for perspective imagery (left column) by about 200 times. This
highlights the need for using perspective distillation techniques to enhance the limited data available
for 360-degree depth estimation. Ground truth (GT) labels are noted where applicable, showing the
available resources for training in these domains.

Perspective Equirectangular
Dataset Venue # of images GT labels Dataset Venue # of images GT labels

MegaDepth [24] CVPR 2018 128K ✓ Stanford2D3D [2] arXiv 2017 1.4K ✓
TartanAir [52] IROS 2020 306K ✓ Matterport3D [6] 3DV 2017 10.8K ✓
DIML [10] arXiv 2021 927K ✓ Structured3D [65] ECCV 2020 21.8K ✓
BlendedMVS [60] CVRP 2020 115 K ✓ SpatialAudioGen [29] NeurIPS 2018 344K -
HRWSI [55] CVPR 2020 20K ✓
IRS [51] ICME 2021 103K ✓
ImageNet-21K [38] IJCV 2015 13.1M -
BDD100K [63] CVPR 2020 8.2M -
Google Landmarks [53] CVPR 2020 4.1M -
LSUN [62] arXiv 2015 9.8M -
Objects365 [39] ICCV 2019 1.7M -
Open Images V7 [21] IJCV 2020 7.8M -
Places365 [66] TPAMI 2017 6.5M -
SA-1B [20] ICCV 2023 11.1M -

Table 7: Ratios of GT and Pseudo label during training. We conduct additional experiments with
varying ratios, which shows our method is robust across different ratios starting from 1:1.

Ratio train(GT) train(Pseudo) test Abs Rel ↓ δ1 ↑ δ2 ↑ δ3 ↑

1:1 M-all ST-all(p) SF 0.086 0.924 0.977 0.990
1:2 M-all ST-all(p) SF 0.087 0.923 0.977 0.990

1:4 M-all ST-all(p) SF 0.085 0.923 0.977 0.990
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Table 8: Comparison between Tangent Image and Cube Projection. We compare two of the most
commonly used perspective camera projections for panorama images. As shown in the table, both
projections yield similar quantitative results. However, we select the cube projection for knowledge
distillation due to its broader field of view coverage.

Projection Method train test Abs Rel ↓ δ1 ↑ δ2 ↑ δ3 ↑

Cube UniFuse M-all+ST-all(p) SF 0.086 0.924 0.977 0.990
Tangent UniFuse M-all+ST-all(p) SF 0.087 0.923 0.978 0.991
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Figure 12: Additional in-the-wild results. We compare our proposed joint-training method (Matter-
port3D (GT) + SpatialAudioGen (Pseudo)) with a model trained only on the Matterport3D dataset,
using data randomly downloaded from the internet. This comparison demonstrates the significant
improvement of our method along with its generalization ability and effectiveness on real-world data.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Yes, the main claims presented in the abstract and introduction accurately
portray the contributions and scope of our paper. As evidenced by Figure 2 and Table 3, our
work indeed introduces a training pipeline that demonstrates improvements in the zero-shot
testing, making it a significant contribution.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: As described in Sec. 5, our work relies heavily on the quality of the data and
the accuracy of the pseudo labels. We have also highlighted that disregarding or neglecting
data cleaning procedures may result in undesirable training outcomes.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: As indicated in Section 4.3 and Table 3, our train pipeline numerically improves
the existing 360 methods. We’ve also demostrated the effectiveness of pseudo ground truth
on Structured3D in Table 4.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have listed all data cleaning preprocessing steps in Sec.3.1, and the
implementation details are described in Sec.A.1. This ensures transparency and enables
reproducibility of our main experimental results.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: While the code for the work will be released upon acceptance, we have chosen
not to submit it during the reviewing stage. However, as stated in the previous question,
we have provided all the necessary information in the paper for reproducibility of the main
experimental results.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: As specified in Sec. A.1, our training process follows the official implemen-
tation of [16, 48], employing an affine-invariant loss and a weighted average between loss
from ground truth labels and pseudo labels.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
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Justification: The error and metric calculations listed in Tables 2, 3, and 4 all adhere to prior
works conducted on affine-invariant relative depth on disparity, as described in Sec. A.1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: As specified in Sec. A.1, our work was conducted on a single RTX 4090, with
the possibility of scaling up using interchangeable state-of-the-art 360 depth methods.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our work focuses on an AI training pipeline that bridges the gap between
different camera models. No extra data are collected, no human-related crowdsourcing is
involved, and we address no specific topics that may lead to negative social impact.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
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10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: As our work focus on bridge the knowledge distillation between differemce
camera projection, it is a relative general research on improving training progress with no
negative broader impacts.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: As we propose a new training process to bridge the knowledge distillation
between camera models, this work does not focus on single model development or dataset
collection. Therefore, there are no safeguard issues associated with the release of data or
models.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
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Answer: [Yes]

Justification: In this work, we’ve utilized code [48, 16, 59, 20, 36, 27, 45, 64] and dataset [6,
2, 65, 29] from various sources. We’ve adhered to their respective licenses, cited them
appropriately, and incorporated their contributions into our research. For data used in in-
the-wild generalization testing, we downloaded data that are free to share and adapt. Their
authors, URLs, and licenses are referenced properly in Sec. 4.4.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: Our work focuses on improving the training pipeline of previous works [16, 48]
with the addition of [59], all of which are publicly accessible and have been fully cited in
our work. Additionally, we explain the training procedure in detail in the supplementary
materials (Sec. A.1).

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA] .

Justification: Our work does not involve any crowdsourcing or human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.
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• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Our work does not involve any crowdsourcing or human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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