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Abstract

A frequent roadblock in AI research and its001
real-world applications is that there are only002
so many potential answers one can get from a003
single prompt. In this paper we present RESt004
– a prompting technique yielding diverse out-005
puts from a single prompt without any human006
intervention. We explore AI’s proven divergent007
thinking capabilities and supplement them with008
the addition of random numbers, which spark009
association between different concepts. We010
show that, just like humans, machines can be011
creative by drawing inspiration from external012
stimuli.013

1 Introduction014

In an age where AI is being integrated into many015

aspects of life, a lot of effort is spent on refining its016

ability to provide the correct answer to a prompt.017

The correct answer can take many forms: a real-018

world fact, a solution to a problem, an assessment019

of the user’s work, an interesting story. This line of020

reasoning, where the goal is to converge on a single021

answer, is called convergent thinking. In contrast022

stands divergent thinking – an ideation process023

with the intention of generating solutions (Razum-024

nikova, 2013). AI capable of divergent thinking025

can be a great tool for inspiration that also has prac-026

tical uses in and of itself, especially in contexts027

where a large number of different outcomes is the028

target. Examples include: sentence generation for029

language learning apps, brainstorm guidance dur-030

ing team meetings, or background dialogues for031

characters in a video game.032

In this paper, we present RESt – a prompting033

method developed for maximizing the diversity of034

outputs from a single prompt. It performs better035

than traditional approaches, with an improvement036

of up to 3400% in topic diversity.037

We review the literature in Section 2. In Sec-038

tion 3, we explain how RESt works and provide an039

example of a RESt prompt. We describe our corpus 040

and evaluate our method’s performance compared 041

to other approaches in Section 4. Afterwards, in 042

Section 5, we discuss our findings and potential 043

future applications of RESt and draw conclusions 044

in Section 6. 045

2 Literature review 046

A lot of research has been conducted on the creative 047

capabilities of LLMs, with various interpretations 048

of the term. Many scientists focus on the artistic as- 049

pect of creativity, with Franceschelli and Musolesi 050

(2024) providing a comprehensive overview of cur- 051

rent research and its implications. They adopt a 052

view that creativity consists of two elements: the 053

actual content, and the reason behind its creation – 054

in other words, the intent. 055

Others focus only on the output of the LLM and 056

analyze its creative value. Under that approach, 057

creativity is generally measured using two primary 058

metrics: originality and usefulness. Originality 059

(also novelty, uniqueness) is the subject of the diver- 060

gent thinking niche of research, where AI has been 061

found to outperform humans in tasks such as the 062

Divergent Association Task (DAT) (Chen and Ding, 063

2023), the Alternative Uses Test (AUT) (Steven- 064

son et al., 2022) and the Consequences Task (CT) 065

(Hubert et al., 2024). The usefulness (also value) 066

element ensures that the ideas conceived by the 067

LLM can be used for practical purposes. Mehrotra 068

et al. (2024) found that increasing AI’s originality 069

tends to decrease its usefulness with the exception 070

of storytelling, where increasing originality also 071

increases usefulness. In that study, usefulness is 072

measured by how interested in the story the reader 073

was. It is likely that for this medium in particular, 074

originality and usefulness are therefore inherently 075

linked. 076

Divergent thinking is a powerful ability of LLMs 077

due to the multitude of its applications. It can be 078
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used for concept generation to aid with creativity079

(Zhu and Luo, 2022), improving the quality of the080

output (Liang et al., 2024) or ensuring efficiency of081

the solution by exploring different lines of reason-082

ing (Yao et al., 2023). Although existing research083

highlights the advantages of AI’s divergent think-084

ing, these capabilities are often memory-dependent.085

The ideas AI generates are diverse, but limited086

– eventually, it will return ideas it has come up087

with before. When evaluating divergent thinking,088

prompts are often structured in a way to receive089

multiple answers at once, e.g. “[...] List 10 creative090

uses for a book” (Stevenson et al., 2022). While091

this approach works well for single-use scenarios,092

it does not retain information across sessions, so093

ideas are going to repeat. In a chat setting, this094

problem is temporarily solved by memory. How-095

ever, this memory is also finite, and is not reliable096

for large-scale operations. One way researchers097

circumvent this problem is by keeping track of re-098

sponses that have already been generated and feed-099

ing them back into the LLM (Girotra et al., 2023).100

This strategy works in the short term, but it relies101

on blocking out certain ideas, rather than inspiring102

new ones. This can be an issue in highly special-103

ized contexts, where the AI has not had much input104

on the topic during its training. Such environments105

are prone to creating hallucinations (Perković et al.,106

2024). Continuing this line of research, in this pa-107

per, we develop a method for generating diverse108

outputs from the same prompt, even in highly spe-109

cialized settings. We also measure the quality of110

the results through expert annotations to ensure that111

there are no hallucinations.112

Our approach mimics a method that people use113

to come up with creative ideas – associative think-114

ing. It is the ability to find connections between115

various concepts (related and unrelated alike) and116

draw inspiration from such links. Research sug-117

gests that, in practical terms, associative thinking118

refers to a person’s capability of navigating through119

semantic memory, with more creative individuals120

capable of making connections across larger se-121

mantic distances (Beaty and Kenett, 2023). As122

DAT studies prove (Chen and Ding, 2023; Crop-123

ley, 2023; Hubert et al., 2024), LLMs outperform124

humans in their ability to make such connections,125

indicating that associative thinking has the poten-126

tial to enhance the diversity of their output.127

Associative thinking always requires a starting128

node – the original concept, from which an individ-129

ual will make connections to others. In Mehrotra130

et al. (2024), who showed that this strategy results 131

in enhanced creativity from LLMs, using a random 132

object as the starting node yields better results than 133

using the original concept. For example, if the 134

prompt is “Create an original idea for a mug”, start- 135

ing the association process at ball leads to a more 136

creative solution than starting at mug. Due to AI’s 137

inability to produce random output (Liu, 2024), we 138

believe that their method could be improved by 139

providing the LLM with an external stimulus. 140

3 RESt 141

We propose the Random External Stimulus (RESt) 142

prompting method, usable in zero-shot, one-shot 143

and few-shot environments. A RESt prompt con- 144

sists of five elements: 145

An externally generated random number 146

from 0 to 99 (Figure 1).1 It is important to note 147

here that the random stimulus need not be a number 148

in order to spark associative thinking. For example, 149

it can be a randomly picked word from a predeter- 150

mined set. However, the benefit of using numbers 151

is that their meaning is more neutral and should not 152

influence the interpretation of the instruction that 153

comes afterwards in the prompt. Its most impor- 154

tant feature is that it is generated externally, which 155

ensures true randomness across larger samples. As 156

Liu (2024) has shown, GPT can not output random 157

numbers on its own. 158

Figure 1: The random number is externally generated,
for example by Python, before it is passed on to the
LLM.

The instruction (Figure 2). This element is 159

responsible for what the LLM should produce. It 160

1Numbers greater than 100 often result in associations that
are related to the properties of the number itself (such as being
divisible by 2, being prime, or being a palindrome), resulting
in reduced diversity.
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Figure 2: Example instruction. Note that when pro-
viding the same instruction to an LLM across sepa-
rate sessions, the answers repeat.

Figure 3: Adding format reinforcement can help pre-
vent the LLM from deviating from the desired format.

should involve a command (such as write, generate,161

come up with) and the desired output (such as a162

homework assignment, a fun question, a costume163

idea). While there are no restrictions on the scope164

of what the instruction can be, it is best to stick165

to open-ended requests that do not have correct or166

incorrect answers.167

Reinforcement of the format (Figure 3). It168

is a message encouraging the LLM to retain the169

structure it had used in previous responses. While170

not relevant for zero-shot learning scenarios, its171

purpose is to prevent deviations when the input172

changes in the final message. We find that it helps173

keep the format of the output consistent, but it is174

not an important element of the prompt and can be175

omitted if consistency is not a concern. Adherence 176

to structure can also be achieved in other ways, 177

such as a system message at the start. 178

The association algorithm (Figure 4). It can be 179

any chain-of-thought process consisting of nodes 180

and transformations. Nodes are concepts the LLM 181

uses as intermediate steps. The starting node is the 182

external stimulus and the final node is the desired 183

output. The algorithm should clearly state how the 184

LLM should get from one node to the next, such as: 185

“Say what <node X> reminds you of,” an example 186

of association. Steps other than association can be 187

used too, but LLMs have proven to be particularly 188

good at making connections between concepts. A 189

viable alternative could be disassociation: “Name 190

Figure 4: Example association algorithm.
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Figure 5: Negative and positive examples. Without
them, the LLM is prone to skipping steps in the associa-
tion algorithm.

the most unrelated thing to <node X> that you can191

think of.”192

A negative and a positive example (Figure 5).193

Their goal is to show the LLM how to properly194

follow the algorithm. The negative example can195

be a reminder to ignore previous nodes in the asso-196

ciation algorithm. In an algorithm [X −→ Y −→ Z],197

X should not directly influence Z. In other words,198

a negative example can be a demonstration that199

the association algorithm is intransitive. It can also200

take other forms, and if an LLM consistently makes201

a particular kind of error, it would be worthwhile to202

include it in a negative example. A positive exam-203

ple should show an acceptable reasoning process.204

At its core, RESt is a prompting method for con-205

verting one concept into another. However, the in-206

clusion of an external stimulus that can be created207

without human or LLM input makes it an efficient208

technique for generating ideas. A full RESt prompt209

can be found in Figure 6.210

4 Evaluating RESt211

We test our method on OpenAI’s GPT-4o model212

(OpenAI et al., 2024). The primary goal of RESt213

is to ensure output diversity – how different the214

responses are from each other – which we measure215

through automatic analysis. Additionally, we mea-216

sure output quality through human annotation. The217

aim of this evaluation is to determine whether the218

problems generated using RESt prompting perform219

comparably to those produced by humans and other220

generation methods. It is important to note that this221

Context
Few-shot prompting. User messages are

“Write a recipe that involves salmon,” LLM
messages are recipes in a consistent format.

RESt prompt
({random.choice(range(100))}) Write
a recipe that involves salmon. Your output
has been great so far. This time I want you
to start with a short line about the number
in front of my message and a thing that it re-
minds you of. Then, I want you to say what
edible ingredient that thing reminds you of.
And then use that ingredient as inspiration
for your recipe. For example, if the number
reminds you of Italy, don’t write a recipe for
pizza with salmon, but instead try to come
up with your own dish that contains salmon
and mozzarella.

GPT-4o response
The number 19 makes me think of the 19th
century, a time of exploration and trade that
brought spices from around the world into
European kitchens. That, in turn, reminds
me of cinnamon, a spice that became widely
used in both sweet and savory dishes.
GPT-4o then provides recipe for Cinnamon-
Spiced Salmon with Roasted Sweet Pota-
toes.

Figure 6: An example RESt prompt for writing recipes
with salmon. The constituents are, in order of appear-
ance: random number (blue); instruction (red); rein-
forcement (green); association algorithm (yellow); ex-
amples (purple). The prompting takes place in Python.

evaluation does not validate the automatic diversity 222

analysis but rather complements it by assessing the 223

quality of the outputs. 224

4.1 Corpus 225

The corpus for this study is a collection of hands- 226

on spontaneous problems from the Odyssey of the 227

Mind (OotM) creativity competition . Each prob- 228

lem is a structured description of a task in which 229

a team of 5-7 children and/or teenagers must use 230

everyday materials to complete a challenge (such 231

as building a structure, or a device for transporting 232

items between two zones). There is always a scor- 233

ing section, which dictates how many points the 234
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System message

You are an intelligent designer of spontaneous problems for a competition for teams of 5-7 teenagers
and children. You can come up with your own problem ideas and don’t need to be prompted for
the specifics, but you do understand the nature of the competition. In front of every message there
is a number, you can use it to boost your creativity with concept ideas. For example, if the number
is (7), you can think of something involving the 7 continents. Don’t engage in conversation with
the user, just write the instruction for the task.

Exemplars

User: “({random.choice(range(100))}) Design a manual spontaneous problem.”
Assistant: (human-written problem from the corpus)

Final user message

Do nothing (temperature = 0.5, top_p = 0.5):
Design a manual spontaneous problem. Your output has been great so far.

Boost (temperature = 1, top_p = 0.95):
Design a manual spontaneous problem. Your output has been great so far.

Encourage (temperature = 0.5, top_p = 0.5):
Design a manual spontaneous problem. Your output has been great so far. I want you to
come up with a unique problem that you haven’t seen before.

RESt (temperature = 0.5, top_p = 0.5):
({random.choice(range(100))}) Design a manual spontaneous problem. Your output
has been great so far. This time I want you to start with a short line about the number and
what it reminds you of. Then, I want you to say what mechanical process that thing reminds
you of. And draw inspiration for the task from that. For example, if something reminds
you of the moon, don’t call things in the instruction "rocket" or "lunar capsule", but instead
make it about landing an object.

Figure 7: Prompts used to generate problems. Text colored in purple is used only in RESt.

team can get in each category (such as creativity,235

height of the structure, or the weight it can bear).236

An example problem can be found in Appendix A.237

This dataset was chosen because competition orga-238

nizers place a lot of importance on not publishing239

official problems, so it is unlikely that any LLM240

has been trained on it.2 The problems come from241

the Polish branch of the competition, and we have242

been granted permission to use and publish them243

through this study. We also machine-translated244

them into English. This extra precaution should245

further ensure that GPT-4o has not been trained246

2This is only true for official problems. Some schools
and organizations create their own for practice, which can be
found on the Internet. However, they rarely follow the same
format.

on the corpus. Most problems were written by the 247

same author, who has overseen the creation of all 248

of them. The role of the corpus in this study is to 249

provide examples for few-shot prompting and to 250

compare GPT-4o’s output to human-written text. 251

Besides human-written problems, RESt is com- 252

pared against 3 other generation methods. They 253

are: 254

• Do nothing – the prompt only contains the in- 255

struction and format reinforcement. 256

• Boost – the prompt contains only the instruction 257

and format reinforcement, but the LLM has en- 258

hanced creativity parameters (temperature = 1 259

and top_p = 0.95). 260
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• Encourage – the prompt only contains the in-261

struction and format reinforcement, but the in-262

struction explicitly asks for a unique output.263

We generate a total of 800 problems across 16264

distinct experimental groups, defined by the com-265

bination of four different methods (Do nothing,266

Boost, Encourage, and RESt) and four prompting267

strategies: zero-shot learning and few-shot learning268

with 1, 3, and 5 examples. The generation process269

including the precise prompts used is outlined in270

Figure 7. Throughout the generation, there was271

a total of 2,030,612 input tokens and 1,950,126272

output tokens.273

4.2 Diversity evaluation274

For evaluating the diversity, we employ ma-275

chine classification into clusters through BERTopic.276

Aside from the 800 generated problems, we add277

20 human-written problems, resulting in a total of278

820 documents. We use PCA as the dimensionality279

reduction algorithm with random state equal to 42,280

and set the minimum cluster size to 2, the lowest281

possible value. We choose to set the minimum size282

this low because the primary goal of our method283

is to produce diverse outputs, and a smaller mini-284

mum cluster size allows us to capture this diversity285

more accurately. Clusters that cannot be further286

broken down will naturally remain cohesive, while287

those that can be split into smaller clusters will be,288

providing a more nuanced understanding of the di-289

versity within our dataset. Once the problems are290

classified into clusters, we measure the diversity of291

each experimental group by summing up the total292

number of clusters in that group, treating every out-293

lier as a separate cluster. Then, that sum is divided294

by the number of documents in each group, which295

is the final diversity score, on a scale from 0 to 1.296

A score of 1 indicates maximal diversity.297

4.3 Diversity results298

We observe that RESt outperforms every other299

prompting method at each level of few-shot learn-300

ing (Figure 8) by a factor of over 100% over the301

second best performing approach, Boost, and up to302

3400% over the worst method, Do nothing. RESt303

is also on par with the human-written corpus in304

terms of diversity, which is a major accomplish-305

ment, as the LLM has no memory of what problems306

it had written before, unlike a human. A noticeable307

pattern emerges where zero-shot prompting yields308

less diverse outputs compared to few-shot prompt-309

Figure 8: Diversity of the output across 16 generation
groups compared to human-written problems.

ing across all generation methods. However, the 310

specific trend varies for each method, potentially 311

due to the limited sample size. For RESt in partic- 312

ular, the most diverse output is achieved through 313

3-shot prompting, with a diversity score of 0.72. 314

4.4 Quality evaluation 315

To measure the quality of generated results, we 316

ask experts to make judgments regarding several 317

aspects of the problems. The experts consist of 318

3 people who have experience writing, solving 319

and scoring these kinds of problems for the of- 320

ficial Odyssey of the Mind competition. They 321

are given 20 problems, which had been picked 322

randomly from a sample of problems generated 323

through 5-shot prompting3 and the human-written 324

corpus. The distribution is 4 problems from each 325

of the 4 generation methods, plus 4 human-written 326

problems. The experts judge the problems in 8 327

categories: readability, clarity, logic, practicability, 328

novelty, scoring, acceptability and human element. 329

A brief overview of what each category means is 330

outlined in Table 1. Full questions can be found in 331

Appendix B. The available responses for each cate- 332

gory are: “bad”, “not good”, “unsure”, “not bad”, 333

“good”. They are afterwards converted to a scale 334

from 1 to 5, with 1 being “bad” and 5 being “good”. 335

The participants do not know which problems are 336

generated by AI and which are human-written. 337

3This decision was motivated by the fact that 5-shot rep-
resents the highest level of few-shot learning used in our ex-
periments. By exposing the model to the largest number of
examples, we aim to ensure that the structure of the gener-
ated problems is as similar to the human-written problems as
possible.
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Category Explanation
Readability Is the problem grammatically well written and well structured?
Clarity Is the problem easy to understand?
Logic Does the problem have no contradictions or missing steps?
Practicability Is the problem possible to solve given the time and materials?
Novelty Is the problem unique and/or fun?
Scoring Does the problem have an appropriate scoring system?
Acceptability Would you accept the problem at an OotM competition?
Human element Do you think the problem was written by a human?

Table 1: Categories judged by experts in the annotation task.

Figure 9: Experts’ judgment of the quality of the problems across 4 generation methods compared with human-
written problems.

Category α CI AMD
Readability -0.01 -0.21–0.16 0.95
Clarity 0.21 -0.13–0.49 1.40
Logic 0.15 -0.13–0.40 1.30
Practicability 0.24 -0.09–0.54 1.35
Novelty 0.36 0.04–0.60 1.35
Scoring 0.31 -0.05–0.59 1.35
Acceptability -0.03 -0.26–0.22 2.00
Human element -0.27 -0.38– -0.14 2.30

Table 2: Inter-Annotator Agreement through Krippen-
dorff’s Alpha (α), its 95% confidence intervals (CI),
and average maximum disagreement (AMD) for each
category.

4.5 Quality results 338

Before analyzing the results, we calculate Inter- 339

Annotator Agreement (IAA) between the 3 experts 340

(Table 2). We calculate it using Krippendorff’s Al- 341

pha using the Krippendorff Python package (Cas- 342

tro, 2017) with the level of measurement set to 343

ordinal, together with 95% confidence intervals, as 344

recommended by van der Lee et al. (2019). Addi- 345

tionally, we calculate average maximum disagree- 346

ment (AMD) for each category to better illustrate 347

what the disparities are. The expert survey shows 348

moderate agreement in certain categories, while 349

none in others. The categories the experts agreed 350

on the most are novelty, scoring, practicability and 351

clarity, with the best alpha value being 0.36. On 352

the surface, this constitutes poor IAA, but it is im- 353
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portant to note that the task was highly subjective.354

It is expected that evaluations with few annotators355

have lower IAA scores, as well as larger confi-356

dence intervals given the variable nature of human357

language (van der Lee et al., 2019; Amidei et al.,358

2018). However, it is worth noting that in terms359

of AMD, experts seem to agree on readability the360

most, with an average AMD of 0.95. The AMD361

scores seem overall acceptable, with the excep-362

tion of two categories: acceptability and human363

element, where disagreement is high under both364

metrics.365

Despite a lack of clear agreement, there is still366

insight to be gained from the quality survey, visu-367

alized in Figure 9. Interestingly, human-written368

problems are unanimously rated at 5 out of 5 points369

by all experts. While the sizable error bars make370

it difficult to state clear patterns, human-written371

problems seem to have a lead over AI-generated372

problems in all categories but one – novelty, where373

Encourage performs the best. This category sees374

the most agreement among the experts, but con-375

tains the longest margins of error, particularly for376

the RESt method. This indicates that problems377

in that group are highly different from each other,378

most of them being either an exceptional success or379

a notable underperformance. However, the general380

consensus seems to be that, across most categories,381

RESt performs slightly worse than other generation382

methods in terms of the quality of its output.383

5 Discussion384

5.1 Practical applications385

RESt could be a crucial technique for any environ-386

ment where the goal is to generate pieces of text387

that are different from each other. In education,388

it can be used to create large sets of exercises or389

homeworks for students to practice, such as in Jor-390

dan et al. (2024). In research, it enables scientists to391

gather a rich and varied dataset with minimal inter-392

vention, without having to resort to methods such393

as feedback loops or asking for multiple answers394

in a single prompt to prevent repetitions. In the in-395

dustry, there is a multitude of use cases for diverse396

generation. These range from physical products397

like collection cards, to digital assets like unique398

customization options on a website, to tools used399

by project teams to brainstorm ideas and guide their400

discussion. There is also potential in using RESt401

for inspiration, both by real artists and LLMs them-402

selves. As Mehrotra et al. (2024) show, AI-written403

stories are much more immersive when associative 404

thinking strategies are employed. Enhancing those 405

strategies with true randomness could lead to even 406

better results. 407

5.2 RESt as a supplement 408

In this paper we proved that RESt is capable of 409

generating a number of different concepts with- 410

out any intervention, but not all of those concepts 411

will meet the expectations of the user. It is there- 412

fore worth exploring this approach not only as a 413

standalone method, but also as a complement to 414

others. Some examples include Tree-of-Thoughts 415

(Yao et al., 2023), Multi-Agent Debate (Liang et al., 416

2024), or other prompting strategies where the aim 417

is to improve the quality of the output (Sahoo et al., 418

2024). 419

6 Conclusions 420

While simple at its core, RESt is a powerful prompt- 421

ing technique for obtaining diverse outputs in mass 422

quantities, with a slight decrease in quality. Fur- 423

ther research should focus on establishing whether 424

that quality drop is statistically significant. Addi- 425

tionally, other experiments with RESt should be 426

performed – specifically, single concept generation, 427

where the LLM is asked to produce one word. This 428

approach seems easier to reliably evaluate in terms 429

of diversity, because text understanding is no longer 430

necessary. Lastly, increasing creativity parameters 431

elevated the Boost method above Do nothing. It 432

would be useful to test if adjusting those values 433

could similarly lead to RESt producing better and 434

more diverse results. 435

Limitations 436

We are confident that RESt is exceptionally promis- 437

ing. However, due to the complex nature of the 438

metrics involved, it present challenges in objective 439

measurement, which are discussed further in Ap- 440

pendix C. Furthermore, as the expert annotation 441

shows, the quality of the output is not as high as 442

standard prompting methods like Do nothing. 443

Ethical considerations 444

The data for the quality of the outputs was obtained 445

through a survey, with answers from 3 experts who 446

have experience writing, solving and scoring such 447

problems for Odyssey of the Mind Polska. Each 448

expert was paid 100 PLN (around 25 USD) for the 449

task. 450
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A Example problems 663

Figure 10 contains one of the 20 problems from 664

the human-written corpus. They all follow a simi- 665

lar structure – first, they contain meta information 666

about the problem, including its title and proce- 667

dures about asking judges for the time. Then, they 668

describe the setting of the competition. Afterwards 669

they explain the core of the problem, and then pro- 670

ceed to specific rules. The final section of the in- 671

struction is the scoring, where the team learns how 672

many points they can receive for each aspect of 673

the problem. The list of materials is not present 674

in real-world problems (because the materials are 675

visible to the participants), but we chose to include 676

them to have annotators evaluate how well suited 677

the provided materials match are to the task in 678

the practicability category. None of the problems 679

contain any personal information. An example 5- 680

shot RESt output can be found in Figure 11. The 681

reasoning part was cut out from the diversity and 682
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quality evaluations to prevent from easily distin-683

guishing them from the rest, but we include it here684

for demonstration of the algorithm.685

B Expert survey686

The survey was conducted through Google Forms.687

Participants were sequentially presented with a688

problem, followed by an explanation of the eval-689

uation categories they were asked to judge, and690

then a grid where they recorded their judgments.691

The exact questions the experts were asked can be692

found in Table 3. The problems were presented to693

each participant in the same order. All 3 experts694

are native speakers of Polish and fluent speakers of695

English.696

C BERTopic clustering697

We decided that the best minimum cluster size pa-698

rameter for evaluating diversity would be 2 – it is699

the smallest possible cluster size, which provides700

us with a granular approach. That way, we separate701

clusters that can be separated, but nearly identical702

outputs stay classified together. However, inter-703

esting trends can be observed when changing that704

parameter to higher values (Figure 12). At 5, the705

Boost method outperforms RESt in 1-shot prompt-706

ing, while at 10, all four methods perform similarly707

(except for Boost at 1-shot).708

It is likely that at higher minimum cluster size709

values, BERTopic merges problems written in a710

similar style together, which can be evidenced by711

a sudden drop of human diversity between 4 and712

5. At a minimum cluster size of 10, human-written713

problems have a diversity score of 0.05. Given that714

there is 20 of them, it means that they all become715

merged into a single cluster, despite being distinct716

from a human’s perspective. We hypothesize that717

the same happens to other methods, and Boost’s718

relatively strong performance could be attributed to719

its high temperature and top_p parameters, which720

cause it to use a more varied vocabulary, thus result-721

ing in perceived diversity. In our view, that makes722

it all the more impressive that RESt outperforms723

Boost at lower minimum cluster sizes.724
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Solve the hands-on problem titled "Lightning Structure."
All team members can participate in working on the task. The problem statement will first be read
to you in its entirety, and then its key parts will be repeated. You will have two written copies of
the instructions at your disposal, which you can use whenever you wish. Once the clock starts, you
can also ask at any time how much time you have left. Good luck!
Instructions:
1. There is a square marked with tape on the floor, along with materials you can use. You are not
allowed to use anything else. Scissors can be used for work but cannot be incorporated into the
solution.
2. Your task is to construct one solid structure from the available materials, which should be as
tall as possible. If a golf ball is placed on top of it, you will earn significantly more points for the
height of the structure.
3. The structure can only touch the floor—and only within the designated square. It cannot be
supported by anything or anyone.
4. You will have only 5 minutes to solve the problem. You will be informed when there are 2
minutes left, and then 1 minute left. You can talk to each other and ask the judges questions
whenever you want—but the time measurement will not be paused for this.
5. The task will end when the time limit is reached or when you request an evaluation.
6. You will be scored as follows:
a. For every full 5 centimeters of the structure’s height, you will receive 2 points.
b. If a golf ball is supported on top of the structure, the score for its height will be multiplied by 3.
c. You will also earn between 1 and 10 points for the creativity of your solution...
d. ...and between 1 and 15 points for teamwork.
List of available materials:
- 15 wooden toothpicks
- 7 drinking straws
- 7 cotton swabs
- 7 flexible, unbreakable paper clips
- 7 pipe cleaners
- 3 playing cards
- 3 small adhesive labels
- 2 rubber bands
- 2 sheets of A5 paper
- 1 paper cup
- 1 R20 battery
- 1 pair of scissors (can be used for work but cannot be incorporated into the solution)

Figure 10: Example problem from the human-written corpus.

12



The number 27 reminds me of the 27 letters in the Spanish alphabet. This, in turn, makes me
think of the mechanical process of a printing press, where letters are arranged to form words and
sentences. Drawing inspiration from this, let’s create a task that involves arranging elements to
convey a message.
Solve the manual problem titled "Message in Motion."
All team members can participate in working on the task. The problem’s content will first be read
to you in its entirety, and then its key parts will be repeated. You will have two written copies of
the instructions at your disposal. You can refer to them whenever you wish. Once the clock starts,
you can also ask at any time how much time you have left. Good luck!
Instructions:
1. You will have 6 minutes to complete the task. You will be informed when there are 2 minutes and
then 1 minute remaining. You can talk among yourselves and ask the judges questions whenever
you want, but the time measurement will not be paused for this.
2. On the table, there are various materials and a set of symbols. Your task is to arrange these
symbols to form a coherent message that can be "read" by moving a pointer across them.
3. The symbols must be placed on a track that you will create using the available materials. The
track should guide the pointer smoothly from the start to the end of the message.
4. You may not touch the symbols directly with your hands once they are placed on the track. You
must use the pointer to adjust their positions if needed.
5. The task will end when the time limit is reached or when you request an evaluation.
6. You will be scored as follows:
a. You will receive 1 point for each symbol correctly placed in the sequence.
b. You will earn 5 bonus points if the entire message can be read smoothly without stopping the
pointer.
c. You will also receive between 1 and 10 points for the creativity of your track design...
d. ...and between 1 and 10 points for teamwork.
List of available materials:
- 15 small cardboard squares (for symbols)
- 10 popsicle sticks
- 5 pipe cleaners
- 5 rubber bands
- 3 sheets of colored paper
- 3 adhesive labels
- 2 paper cups
- 1 marble (to be used as the pointer)
- 1 pair of scissors (can be used for work but not incorporated into the solution)

Figure 11: Example 5-shot RESt output. Purple text was cut out before evaluation.
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Figure 12: Diversity scores depending on minimum cluster size. PCA random_state parameter is 42.
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Category Question
Readability Is the instruction understandable to you from the grammatical

point of view? Does it contain typos? Do you find the wording
strange or unnatural?

Clarity Do you understand what the task is? Is the information in the
instruction presented in an appropriate order?

Logic Does everything make sense? Are there contradictions? Is there
missing information? Is the instruction consistent?

Practicability Is the task physically possible? Is it reasonable for a human or team
of teenagers to do? Are the time limit and materials adequate?

Novelty Is the problem unique? Would it be fun to solve? Have you seen a
problem like this before?

Scoring In the evaluation section, does the number of points awarded for
each category make sense? Do you find that there should be a
category that’s missing? Is there a scored category that shouldn’t
be scored?

Acceptability Would you accept this task at the Odyssey of the Mind competi-
tion? Does it follow the structure of a typical OotM problem? Is it
too easy?

Human element Does the task feel as if it was written by a human? (good if human,
bad if AI)

Table 3: Categories judged by experts in the annotation.
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