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Abstract

Public figures receive disproportionate levels001
of abuse on social media, impacting their active002
participation in public life. Automated systems003
can identify abuse at scale but labelling train-004
ing data is expensive and potentially harmful.005
So, it is desirable that systems are efficient and006
generalisable, handling shared and specific as-007
pects of abuse. We explore the dynamics of008
cross-group text classification in order to under-009
stand how well models trained on one domain010
or demographic can transfer to others, with a011
view to building more generalisable abuse clas-012
sifiers. We fine-tune language models to clas-013
sify tweets targeted at public figures using our014
novel DODO dataset, containing 28,000 entries015
with fine-grained labels, split equally across016
four DOmain-DemOgraphic pairs (male and fe-017
male footballers and politicians). We find that018
(i) small amounts of diverse data are hugely019
beneficial to generalisation and adaptation; (ii)020
models transfer more easily across demograph-021
ics but cross-domain models are more gener-022
alisable; (iii) some groups contribute more to023
generalisability than others; and (iv) dataset024
similarity is a signal of transferability.025

Content Warning: We include some synthetic examples of026
the dataset schema to illustrate its contents.027

Data Release Statement: Due to institutional guidelines con-028

cerning privacy issues surrounding the release of Twitter data,029

we are unable to release the DODO dataset.030

1 Introduction031

Civil discussion between public figures and cit-032

izens is a key component of a well-functioning033

democratic society (Dewey, 1927; Rowe, 2015;034

Papacharissi, 2004). Social media has opened035

new channels of communication and permitted036

greater access between users and public figures037

(Doidge, 2015; Ward and McLoughlin, 2020); be-038

coming an important tool for self-promotion, mes-039

sage spreading and maintaining a dialogue with040

fans, followers or the electorate (Farrington et al.,041

2014), beyond traditional media gatekeeping (Cole- 042

man, 1999, 2005; Coleman and Spiller, 2003; 043

Williamson, 2009). However, there is a cost: the 044

immediacy, ease and anonymity of online interac- 045

tions has routinised the problem of abuse (Suler, 046

2004; Shulman, 2009; Brown, 2009; Joinson et al., 047

2009; Rowe, 2015; Ward and McLoughlin, 2020). 048

Public figures attract more intrusive and abusive 049

attention than average users of online platforms 050

(Mullen et al., 2009; Meloy et al., 2008), and abuse 051

directed towards them is both highly-public yet of- 052

ten grounded in highly-personal attacks (Erikson 053

et al., 2021). There are detrimental effects to indi- 054

vidual victims’ mental health, which can ultimately 055

result in their withdrawal from public life (Vidgen 056

et al., 2021a; Delisle et al., 2019), and to society 057

from normalising a culture of abuse and hate (Ingle, 058

2021). Disengagement is particularly worrisome 059

for the functioning of democracy and political rep- 060

resentation as it might be spread unevenly across 061

groups (Theocharis et al., 2016; Greenwood et al., 062

2019; Ward and McLoughlin, 2020), e.g. women 063

MPs being more likely to leave politics than men 064

(Manning and Kemp, 2019). 065

Tackling abuse against public figures is a press- 066

ing issue, but the volume of social media posts 067

makes manual investigations challenging, and con- 068

clusions drawn from anecdotal self-reporting or 069

small sample size surveys offer limited and poten- 070

tially biased coverage of the problem (Ward and 071

McLoughlin, 2020). Automated systems based 072

on machine learning or language models can be 073

used to classify text at scale, but depend on la- 074

belling training data which is complex, expensive 075

to collect and potentially psychologically harmful 076

to annotators (Kirk et al., 2022c). 077

In this context, it is highly desirable to develop 078

general abuse classifiers that can perform well 079

across a range of different abuse types whilst being 080

trained on a minimal ‘labelling budget’. However, 081

this may be technically challenging because, while 082
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some properties of abuse are shared across settings,083

different domains (e.g., sport, politics or journal-084

ism) introduce linguistic and distributional shifts.085

Furthermore, previous reports reveal that the nature086

of online abuse is heavily influenced by the identity087

attributes of its targets, for example gendered abuse088

against female politicians (Bardall, 2013; Stam-089

bolieva, 2017; Erikson et al., 2021; Delisle et al.,090

2019); so, learnings from different demographics091

may also not transfer. Exploring the effect of dis-092

tributional shifts on model performance is useful093

for computational social scientists studying real-094

world phenomena, and for policymakers aiming to095

understand how to tackle online harm.096

Despite the promise of generalisable abuse mod-097

els for protecting more groups from harm, only a098

limited amount of research has addressed the extent099

to which models trained in one context can transfer100

to another. In this paper, we ask how well classi-101

fiers trained to detect abuse for one group transfer102

to others, with a view to building more generalis-103

able models. Our novel DODO dataset is collected104

from Twitter/X1 and contains tweets targeted at105

public figures across two DOmains (UK members106

of parliament or “MPs”, and professional footballer107

players) and two DemOgraphic groups (women and108

men). Tweets are annotated with four fine-grained109

labels to disambiguate abuse from other sentiments110

like criticism. We present results from experiments111

exploring the impacts of data diversity and num-112

ber of training examples on domain-demographic113

transfer and generalisability.114

2 Dataset115

2.1 Data Collection116

Our data is collected from Twitter. While generally117

over-researched (Vidgen and Derczynski, 2020), it118

is a dominant source for interactions between pub-119

lic figures and the general public. Most MPs have120

Twitter accounts and Twitter activity may even have121

a small impact on elections (Bright et al., 2020).122

We compiled lists of accounts for UK MPs (590123

accounts, 384 men, 206 women) and for players124

from England’s top football divisions (808 from125

the Men’s Premier League, 216 from the Women’s126

Super League). We used the Twitter API Filtered127

Stream and Full Archive Search endpoints to col-128

lect all tweets that mention a public figure’s account129

1Twitter has recently rebranded as "X". As the DoDo
dataset was collected before the rebrand, we refer to the plat-
form as Twitter exclusively.

over a given time window.2 130

Levels of abusive content ‘in-the-wild’ are rela- 131

tively low (Vidgen et al., 2019). In order to evalu- 132

ate classifiers on realistic distributions while max- 133

imising their ability to detect abusive content, we 134

randomly sample the test and validation datasets 135

(preserving real-world class imbalance) but apply 136

boosted sampling for the training dataset (ensuring 137

the model sees enough instances of the rarer abu- 138

sive class). We sample 7, 000 tweets in total for 139

each domain-demographic pair: a 3, 000 train split, 140

a 3, 000 test split, and a 1, 000 validation split. 141

Appendix C provides more detail on data collec- 142

tion, processing, and sampling. 143

2.2 Data Annotation 144

In the context of abuse detection, fine-grained la- 145

bels can provide clarity for annotators, and enable 146

more extensive error analysis, compared to binary 147

labels. We employed annotators to label tweets 148

with one of 4 classes of sentiment expressed to- 149

wards public figures: Positive, Neutral, Critical, or 150

Abusive, as defined below.3 151

1. Positive: Language that expresses support, 152

praise, respect or encouragement towards an in- 153

dividual or group. It can praise specific skills, 154

behaviours, or achievements, as well as encour- 155

age diversity and the representation of identities. 156

2. Neutral: Language with an unemotive tone or 157

that does not fit the criteria of the other three 158

categories, including factual statements, event 159

descriptions, questions or objective remarks. 160

3. Critical: Language that makes a substantive 161

negative assessment or claim about an individual 162

or group. Negative assessment can be based on 163

factors such as behaviour, performance, respon- 164

sibilities, or actions, without being abusive.4 165

4. Abusive: Language containing threats, insults, 166

derogatory remarks (e.g., hateful use of slurs 167

and negative stereotypes), dehumanisation (e.g., 168

comparing individuals to insects, animals, or 169

trash), mockery, or belittlement towards an 170

individual, group, or protected identity attribute 171

(The Equality Act (2010)). 172

2A similar approach is adopted in prior work that tracks
public figure abuse (Gorrell et al., 2020; Ward and McLough-
lin, 2020; Rheault et al., 2019).

3Labels are assigned based on the use of language, not the
target of sentiment expressed.

4The annotator guidelines focused on distinguishing be-
tween abuse and criticism. Criticism must include a rationale
for negative opinions on an individual’s actions (not their
identity)—it is not a form of “soft” abuse.
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Split Stance dodo
fb-m fb-w mp-m mp-w

Train

Abusive 867 29% 481 16% 1007 34% 870 29%
Critical 475 16% 282 9% 1283 43% 1353 45%
Neutral 647 21% 719 24% 605 20% 628 21%
Positive 1011 34% 1518 51% 105 3% 149 5%

Test

Abusive 103 3% 43 1% 392 13% 373 12%
Critical 377 13% 89 3% 1467 49% 1471 49%
Neutral 811 27% 767 26% 985 33% 927 31%
Positive 1709 57% 2101 70% 156 5% 229 8%

Validation

Abusive 33 3% 14 1% 140 14% 135 13%
Critical 93 9% 45 5% 484 48% 459 46%
Neutral 335 34% 267 27% 332 33% 337 34%
Positive 539 54% 674 67% 44 4% 69 7%

Random

Abusive 181 3% 75 1% 744 13% 661 12%
Critical 642 12% 197 4% 2676 49% 2676 49%
Neutral 1677 30% 1466 27% 1788 33% 1741 32%
Positive 3000 55% 3762 68% 292 5% 422 7%

Table 1: Tweet counts across splits, dodos, and stances, with
percentages within the dodo split. Includes counts and percent-
ages for tweets from all splits selected by random sampling
before annotation (5,500 tweets total per dodo).

173

The two domains were annotated sequentially in174

batches, but we updated our approach after the first175

batch as we found that crowdworkers struggled176

with the complexity of our task (see Appendix A for177

details). The final Cohen Kappa5 for each domain178

was 0.50 for footballers and 0.67 for MPs.179

2.3 Analysis180

Terminology We abbreviate pairs of domain-181

demographic data as: fb-m (footballers-men), fb-182

w (footballers-women), mp-m (MPs-men), mp-w183

(MPs-women). We refer to any given domain-184

demographic pair as a dodo. We refer to groups185

of models that we train by the number of dodos186

included in the training data: dodo1 for models187

trained using one domain-demographic pair, dodo2188

for models trained using two pairs, etc.189

Overview The total dataset has 28,000 annotated190

entries, 7,000 for each dodo pair, with 3K/3K/1K191

test/train/validation splits. Table 1 shows class dis-192

tributions across splits and counts of tweets sam-193

pled randomly pre-annotation.194

Class Distributions The last row of Table 1 con-195

tains the randomly sampled entries across each196

dataset (ignoring keyword sampled entries which197

would skew the distributions). The majority of198

tweets in the MPs datasets are abusive or critical,199

in contrast to the footballers datasets where the ma-200

jority class is positive, especially for fb-w. We also201

see slightly higher proportions of abusive tweets202

5Calculated using the generalised formula from Gwet
(2014) to account for variable # of annotations per entry.

targeted at male demographic groups (fb-m, mp-m). 203

Further analysis here is outside the scope of this 204

paper, but it is notable how levels of abuse vary. 205

Tweet Length The MPs data contains longer 206

tweets on average than the footballers data (125 207

vs. 84 characters), and has over twice as many 208

tweets ≥ 250 characters (1,632 vs. 556 tweets). 209

62% of these longer (≥250 characters) tweets for 210

MPs are critical, implying the presence of detailed 211

political debate. 212

3 Experiments 213

We conduct experiments to study how well model 214

performance transfers across domains and demo- 215

graphics, and how the quantity and diversity of 216

training data affects model generalisability. To re- 217

flect the focus on generalisability, we evaluate mod- 218

els on: (i) “seen” dodos (dodos used in training); 219

(ii) “unseen” dodos (dodos not used in training)6; 220

and (iii) the total evaluation set (including evalua- 221

tion splits from all dodos). We train models on data 222

from combinations of dodo pairs, and experiment 223

with continued fine-tuning on the resulting models. 224

We repeat experiments across 3 random seeds and 225

2 labelling budgets. We make predictions using the 226

total test set (12,000), and calculate mean and stan- 227

dard deviation of Macro-F1 across the seeds. The 228

Macro-F1 score represents a macro-average of per 229

class F1 scores, neutralising class imbalance. We 230

also investigate the correlation of Macro-F1 with 231

dataset similarity. 232

Models We fine-tune deBERTa-v3 (deBERT, He 233

et al., 2021)7, using Huggingface’s Transformers 234

Library(Wolf et al., 2020). We used Tesla K80 235

GPUs through Microsoft Azure, training for 5 236

epochs with an early stopping patience of 2 epochs 237

using Macro-F1 on the validation set, requiring a 238

total of 155 GPU hours. 239

Dodo Combinations Our dataset has four dodo 240

pairs, each with 3,000 training entries. There are 241

15 combinations of these pairs (if order does not 242

matter): four single pairs (dodo1), six ways to pick 243

two pairs (dodo2), four ways to pick three pairs 244

(dodo3) and all pairs (dodo4). For all combinations, 245

we randomly shuffle the concatenated training data 246

before any training commences. 247

6All test sets are fully held out from training—by “seen”
and “unseen” we only mean the domain or demographic.

7We also ran experiments on distilBERT (Sanh et al., 2019),
but deBERTa-v3 had consistently higher performance, there-
fore we only present results for deBERTa-v3.
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Labelling Budget For each training combina-248

tion, we make two budget assumptions. In the249

full budget condition, we concatenate the training250

sets: 3,000 training entries for dodo1 experiments;251

6,000 for dodo2 experiments; 9,000 for dodo3; and252

12,000 for dodo4. In the fixed budget condition,253

we assume train budget is fixed at 3,000 entries and254

allocate ratios according to the dodo combinations:255

each included dodo makes up 100% of the budget256

for dodo1 experiments; 50% for dodo2; 33% for257

dodo3; and 25% for dodo4. This allows us to test258

the effects of training data composition without259

confounding effects of its size.260

4 Results261

4.1 Small amounts of diverse data are hugely262

beneficial to generalisable performance.263

Table 2 provides an overview of the performance264

of models trained on all combinations of dodos.265

The increase in performance from adding data from266

new domains or demographics is not linear: the full267

budget dodo2 models only attain a one percentage268

point (pp) average increase in Macro-F1 Score for269

an additional 3,000 training entries. We also see270

the two dodo4 models are only separated by 3pp271

despite the full budget version being exposed to272

4 times the amount of training data as the fixed273

budget version. This shows that gains from data274

diversity outweigh those from significantly greater275

quantities of data in training generalisable models.276

4.2 Cross-demographic transfer is more277

effective than cross-domain.278

Table 3 shows the comparisons for domain transfer279

and demographic transfer by Macro-F1 score on280

the seen and unseen portions of the test set, using281

the full-budget dodo2 models. For domain transfer,282

training on footballers gives a 0.654 F1 on the foot-283

ballers dataset and 0.576 F1 on the MPs datasets.284

This is symmetric with training on MPs and testing285

on footballers. For demographic transfer, training286

on the male pairs and testing on female pairs faces287

no drop in performance. In contrast, training on288

women and testing on men leads to a small reduc-289

tion in performance on the male data. In general,290

this demonstrates that transferring across domains291

is more challenging than transferring across demo-292

graphics while keeping the domain fixed.293

Model
Group

Train on Macro-F1
fb-m fb-w mp-m mp-w Full Fixed

dodo1

✓ 0.676 -

✓ 0.612 -

✓ 0.655 -

✓ 0.643 -

dodo2

✓ ✓ 0.667 0.673

✓ ✓ 0.675 0.661

✓ ✓ 0.723 0.708
✓ ✓ 0.718 0.698

✓ ✓ 0.722 0.708
✓ ✓ 0.718 0.654

dodo3

✓ ✓ ✓ 0.702 0.695

✓ ✓ ✓ 0.724 0.706

✓ ✓ ✓ 0.727 0.708
✓ ✓ ✓ 0.725 0.700

dodo4 ✓ ✓ ✓ ✓ 0.731 0.701

Table 2: Table of Macro-F1 scores on the total test set for all
possible training data combinations, in both full and fixed bud-
get scenarios. Colour-coded according to increasing Macro-F1
Score, with best scores for each budget in bold.

Train on
Test on

Seen Unseen

fb-m; fb-w FBs 0.654 MPs 0.576

mp-m; mp-w MPs 0.682 FBs 0.560

fb-m; mp-m Men 0.718 Women 0.724

fb-w; mp-w Women 0.722 Men 0.690

Table 3: Cross-domain and cross-demographic transfer with
mean Macro-F1 for full-budget dodo2 models. We train on
two dodos and evaluate on concatenated portions of the test
set, e.g., we train fb-w; fb-m then test on fb-w; fb-m (seen) and
mp-m, mp-w (unseen). Colour-coded according to increasing
Macro-F1 Score.

4.3 Cross-domain models are more 294

generalisable than cross-demographic. 295

Figure 1 shows that, as expected, performance 296

on test sets from seen dodos is generally higher 297

than on those from unseen dodos (we investigate 298

exceptions in Appendix D.1). Within the dodo2 299

models, cross-demographic within-domain mod- 300

els (e.g., fb-m;fb-w) perform 10pp better on aver- 301

age on seen dodo evaluation sets than unseen ones, 302

compared to a much narrower gap of 1pp on av- 303

erage for cross-domain models (e.g., fb-w;mp-w). 304

We also see from Table 2 that cross-domain within- 305

demographic dodo2 models outperform all cross- 306

demographic within-domain dodo2 models on the 307

total test set. This provides evidence that models 308

trained on a single domain struggle to deal with 309

out-of-domain examples, and that cross-domain 310

models are more generalisable. 311

4



0.55 0.60 0.65 0.70 0.75
Macro-F1

fb-m

fb-w

mp-m

mp-w

fb-m; fb-w

fb-m; mp-m*

fb-m; mp-w*

fb-w; mp-m

fb-w; mp-w

mp-m; mp-w

fb-m; fb-w; mp-m

fb-m; fb-w; mp-w

fb-m; mp-m; mp-w

fb-w; mp-m; mp-w

all
Tr

ai
n 

on

dodo1

dodo2

dodo3

dodo4

dodo1

dodo2

dodo3

dodo4

dodo1

dodo2

dodo3

dodo4

dodo1

dodo2

dodo3

dodo4

Fixed Budget Full Budget Seen Eval Unseen Eval

Figure 1: Mean and std-dev Macro-F1 across seeds for models
trained on dodo combos, for fixed and full budgets, on test sets
from seen and unseen dodos. *We removed one degenerate
training seed (s=2).

4.4 Not all dodos contribute equally to312

generalisable performance.313

The average Macro-F1 increase provided by in-314

cluding each dodo in training is summarised in Fig-315

ure 2. fb-m provides the largest average increase in316

a fixed budget scenario, and mp-w in a full budget317

scenario.8 In some cases, including fb-w data dur-318

ing training can detract from performance across319

both budgets. A dodo1 model trained only on fb-m320

also outperforms all other dodo1 models on the to-321

tal test set (see Table 2), and fb-m data is included322

in the training dataset for the top ranking model for323

each dodo size across both labelling budgets. This324

suggests that training with fb-m is more important325

for good model generalisation than other dodos.326

We now consider the situation of leaving out one327

dodo pair during training. We compare this left out328

case (dodo3) to training on all pairs (dodo4) in Ta-329

ble 4. We show the change in Macro-F1 on the total330

test set and change in number of training entries.331

For the full budget, leaving out mp-w from training332

leads to the largest reduction in performance. In333

contrast, removing all fb-w or mp-m entries does334

not significantly degrade performance even with335

3,000 fewer training entries. For the fixed budget336

setting (with no confounding by training size), leav-337

ing out the two male pairs leads to a larger drop in338

performance than leaving out two female pairs.339

8According to mean change in performance across all 7
possible scenarios of adding a dodo to training data.

Raw size Fixed size

∆ F1 ∆ N ∆ F1 ∆ N

all dodos 0.731 12,000 0.701 3,000

leave out fb-m -0.006 -3,000 -0.001 0

leave out fb-w -0.004 -3,000 0.007 0

leave out mp-m -0.007 -3,000 0.005 0

leave out mp-w -0.029 -3,000 -0.006 0
Table 4: Comparing model trained on all pairs (dodo4) with
models trained on 3 pairs (dodo3). Shows relative change in
mean Macro-F1 on total test set, and relative change in N of
training entries.
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Figure 2: Violin plot displaying distribution of change in
Macro-F1 score when adding a dodo to the training data (7
possible scenarios), with mean represented by red marker.

4.5 Only small amounts of data are needed to 340

effectively adapt existing models to new 341

domains and demographics. 342

Here we start with a fine-tuned specialist dodo1 343

model (i.e., a model fine-tuned on a single dodo) 344

and adapt this model to a new dodo. We do contin- 345

ued fine-tuning of each fine-tuned dodo1 model on 346

increments added from the adapt dodo train split.9 347

For the models trained using each budget incre- 348

ment, we calculate Macro-F1 on test sets of both 349

the start and adaption dodos (see Figure 3) so that 350

we record both performance gains in adapting to 351

new dodos alongside performance losses (forget- 352

ting) in seen dodos. 353

For almost all cases, the performance gain is 354

notable after adding just 125 entries from the new 355

dodo and increases with more entries. There is 356

not a prominent performance gain after 500 entries 357

except when adapting from fb-m to mp-m. This 358

suggests that a small amount of data is efficient and 359

cost-effective for testing how well existing models 360

generalise. The importance of data composition 361

9The increments are [50, 125, 250, 500, 1000, 1500, 2000,
2500, 3000]. We train a separate model for each increment.
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Figure 3: Learning curves for starting with a dodo1 model trained on a single dodo pair and adding increments from the training
set of a new dodo pair. We show mean and std-dev Macro-F1 (across 3 seeds) on the new adapt dodo and source start dodo at
each increment.
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over data quantity aligns with the fixed/full budget362

findings from §4.1. On catastrophic forgetting, we363

generally do not find major performance drops. In364

some cases, adapting models to new data even helps365

classification in the source pair (e.g., mp-w to mp-366

m). Future work can explore where adaptation367

helps or hurts performance in source domains or368

demographics.369

4.6 Dataset similarity is a signal of370

transferability.371

Using the specialist dodo1 models, we examine if372

dataset similarity signals transferability, i.e., the373

Macro-F1 score that a dodo1 model can achieve 374

on unseen dodos. We compute three classical text 375

distance metrics with unigram bag-of-words ap- 376

proaches: Jaccard and Sørensen-Dice similarity, 377

and Kullback-Leibler divergence. In Figure 5, we 378

plot Macro-F1 scores (of unseen single dodos) 379

against Jaccard similarity for each pair of dodos. 380

The correlation coefficient is 0.7, demonstrating 381

a positive relationship between dataset similarity 382

and unseen dodo performance.10 Greater similarity 383

between demographic pairs versus domain pairs 384

10Correlation coefficients are 0.7 for Dice Similarity and
-0.66 for KL Divergence, confirming Jaccard robustness.
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Figure 5: Jaccard similarity and mean 0-shot Macro-F1 for
dodo1 deBERT models with line of best fit. On graph anno-
tations represent evaluation dodo. Shows positive correlation
(ρ = 0.7) and effectiveness of cross-demographic vs. cross-
domain transfer.

results in better cross-demographic transfer versus385

cross-domain transfer. Using these metrics could386

help estimate transfer potential before investing in387

an expensive labelling process.388

4.7 Error Analysis389

We find that errors made by dodo1 models re-390

flect the class imbalances outlined in Section 2.3.391

We also see errors relating to inherent similarities392

across bordering classes, demonstrating the value393

of fine-grained labels. We present confusion ma-394

trices on the total test in Figure 4, and full error395

analysis in Appendix D.2.396

5 Discussion397

We discuss the limitations of this work in Section 9,398

addressing difficulties in disentangling the direc-399

tion of sentiment in social media posts, limitations400

in the chosen label schema, and the consequences401

of the chosen evaluation approaches. Here, we402

present avenues for future work.403

Expanding demographics and adding more com-404

plexity to the labelling schema would provide a405

broader basis for understanding generalisability in406

abuse classification. Other promising avenues in-407

clude investigating whether active learning tech-408

niques (Vidgen et al., 2022; Kirk et al., 2022c) aid409

more efficient cross-domain/demographic transfer,410

or whether architectures better suited for continual411

learning can assist in the addition of new groups412

without forgetting those previously trained-on (Hu413

et al., 2020; Qian et al., 2021; Li et al., 2022). We414

shuffled entries during training and used all four 415

class labels but future work could assess whether 416

performance is affected by order of training on dif- 417

ferent groups, and the impact of training on binary 418

versus multi-class labels on transfer performance. 419

Finally, our experiments only use fine-tuning on 420

labelled data, but in-domain continued pre-training 421

could be explored as a budget-efficient way to boost 422

performance (Gururangan et al., 2020; Kirk et al., 423

2023). 424

6 Related Works 425

Abuse Against MPs Academics and journalists 426

account abuse against politicians, which may cause 427

politicians to withdraw from their posts (Parlia- 428

ment, 2023; Manning and Kemp, 2019; James et al., 429

2016). Empirical work commonly studies Twitter 430

(Binns and Bateman, 2018; Gorrell et al., 2020; 431

Ward and McLoughlin, 2020; Agarwal et al., 2021), 432

including across national contexts such as Euro- 433

pean Parliament elections (Theocharis et al., 2016), 434

Canadian and US politicians (Rheault et al., 2019) 435

and members of the UK parliament (Gorrell et al., 436

2020). Other studies focus on gender differences 437

in abuse (Rheault et al., 2019; Erikson et al., 2021) 438

though some datasets only contain abuse against 439

women (Stambolieva, 2017; Delisle et al., 2019) 440

which limits comparison across genders (unlike 441

DODO). Various techniques are employed to iden- 442

tify abusive tweets including rules-based or lexicon 443

approaches and topic analysis (Gorrell et al., 2018, 444

2020; Greenwood et al., 2019); traditional machine 445

learning classifiers (Stambolieva, 2017; Rheault 446

et al., 2019; Agarwal et al., 2021) or pre-trained 447

language models and off-the-shelf classifiers like 448

Perspective API (Delisle et al., 2019). 449

Abuse Against Footballers Sport presents a 450

good case for studying public figure abuse due to 451

the influence of athletes (Carrington, 2012), as well 452

as the heightened symbolic focus on in-out groups 453

and race-nation relations (Bromberger, 1995; Back 454

et al., 2001; King, 2003; Burdsey, 2011; Doidge, 455

2015). Several studies track the change from racist 456

chants at football stadiums, to the more perni- 457

cious and harder to control online abuse (King, 458

2004; Cleland, 2013; Cleland and Cashmore, 2014; 459

Kilvington and Price, 2019). Civil society organ- 460

isations track social media abuse as far back as 461

the 2012/2013 season, but are limited by a fo- 462

cus on manual case-by-case resolution and suffer 463

from chronic underreporting (Bennett and Jöns- 464
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son, 2017). We build on our previous work in465

[REDACTED], which presents some of the same466

data as the male footballers portion in DODO but467

also labels additional data using active learning.468

Abuse Datasets and Detection Developing ro-469

bust abuse classifiers is challenging (Zhang and470

Luo, 2019). Surveys on abuse detection cover471

various aspects such as algorithms (Schmidt and472

Wiegand, 2017; Mishra et al., 2019), model gen-473

eralisability (Yin and Zubiaga, 2021), and data474

desiderata (Vidgen and Derczynski, 2020). Many475

studies curate data from mainstream platforms, fo-476

cusing on abuse against different identities such477

as women (Fersini et al., 2018; Pamungkas et al.,478

2020) and immigrants (Basile et al., 2019). Re-479

cent approaches to developing abuse classifiers pre-480

dominately fine-tune large language models on la-481

belled datasets directly (Fortuna et al., 2021) (our482

approach) or in a multi-task setting (Talat et al.,483

2018; Yuan and Rizoiu, 2022), as well as incor-484

porate contextual information (Chiril et al., 2022).485

Abuse detection datasets mostly focus on binary486

classification, and few cast the predictions as a487

multi-class problem. Similarly, cross-domain clas-488

sification is under-explored to address generalis-489

ability (Glavaš et al., 2020; Yadav et al., 2023).490

The dataset we use in this paper rectifies some of491

these issues, as a cross-domain and demographic492

dataset with fine-grained labels.493

Domain Adaptation Several NLP techniques494

have been explored for model generalisation in495

abuse detection, including feature-based domain496

alignment (Bashar et al., 2021; Ludwig et al., 2022),497

regularisation methods (Ludwig et al., 2022), and498

adaptive pre-training (Faal et al., 2021). System-499

atic evaluation of model generalisability is limited,500

focusing on dataset features (Fortuna et al., 2021)501

and multilinguality (Pamungkas et al., 2020; Yadav502

et al., 2023). To our knowledge, no prior work has503

quantified the effects of cross-domain and cross-504

demographic transfer.505

7 Conclusion506

We fine-tuned language models using our new507

DODO dataset to classify abuse targeted at pub-508

lic figures for two domains (sports, politics) and509

two demographics (women, men). We found that510

(i) even small amounts of diverse data provide sig-511

nificant benefits to generalisable performance and512

model adaptation; (ii) cross-demographic transfer513

(from women to men, or vice-versa) is more effec- 514

tive than cross-domain transfer (from footballers 515

to MPs, or vice-versa) but models trained on data 516

from one domain are less generalisable than models 517

trained on cross-domain data; (iii) not all domains 518

and demographics contribute equally to training 519

generalisable models; and (iv) dataset similarity is 520

a signal of transferability. 521

There are broader policy implications of our 522

work. Policymakers, NGOs and others with an 523

interest in independently monitoring harms face 524

challenges in building models that are both broad 525

enough to capture a wide range of harms but also 526

specific enough to capture the distinctive nature 527

of abuse (e.g., the difference between hate speech 528

targeted at male and female MPs); while remain- 529

ing within resource constraints typical of policy 530

settings. Our work contributes to the policy land- 531

scape by bringing fresh perspective on the feasibil- 532

ity of transferring models created to detect harm for 533

one target to other targets. It thus provides insight 534

into developing automated systems that are cost- 535

effective, generalisable and performative across 536

domains and demographics of interest. 537

8 Ethics and Harm Statement 538

We present our limitations section in §9. In addition 539

to these limitations, engaging with a subject such 540

as online abuse raises ethical concerns. Here we set 541

out the nature of those concerns, and how we man- 542

aged them. Creation and annotation of a dataset 543

focusing on abuse risks harming the annotators and 544

researchers constructing the dataset, as repeated ex- 545

posure to such material can be detrimental towards 546

their mental health (Kirk et al., 2022a). Mitigating 547

these risks is easier with a small trained team of an- 548

notators (like those we used for the MPs datasets) 549

and harder with crowdworkers (like those we used 550

for the footballers datasets). With the trained group 551

of annotators, we maintained an open annotator 552

forum where they could discuss such issues during 553

the labelling process, and seek welfare support. For 554

crowdworkers, we had very limited contact with 555

them but include on our guidelines and task de- 556

scription extensive content warnings and links to 557

publicly-available resources on vicarious trauma. 558

We acknowledge that all experiments and data 559

collection protocols are approved by the internal 560

ethics review board at our institution. 561
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9 Limitations562

Targets of Abuse It is sometimes hard to disen-563

tangle the target of sentiment in tweets directed564

at public figures—some tweets praise public fig-565

ures while simultaneously criticising another fig-566

ure or even abusing identity groups (such as an567

praising an MP’s anti-immigration policy while568

abusing immigrants). Our label schema does not569

tag target-specific spans nor flag when it is a non-570

public figure account or abstract group is being571

abused. We also do not use further conversational572

context during annotation. Furthermore, we are573

limited by gender distinctions in UK MPs statistics574

and football leagues—the dataset does not cover575

non-binary identities or other identity attributes.576

Types of Abuse While our dataset is more di-577

verse than most abuse datasets in including four578

class labels, it does not disaggregate abusive con-579

tent into further subcategories such as identity at-580

tacks. Our preliminary keyword analysis suggested581

that identity attacks comprise a relatively small582

proportion of all abuse (especially for female foot-583

ballers) but can nonetheless cause significant harm584

(Gelber and McNamara, 2016). Further investiga-585

tion on abuse across demographic groups is needed586

to understand how women and men are targeted587

differently, and to assess distributional shifts of588

specific homophobic, racist, sexist or otherwise589

identity-based abuse.590

Language and Platform Focus Our dataset con-591

tains English language tweets associated with UK592

MPs and the top football leagues in England593

(though players come from a variety of nationali-594

ties). Prior studies suggest politicians face online595

abuse in other countries (Theocharis et al., 2016;596

Ezeibe and Ikeanyibe, 2017; Rheault et al., 2019;597

Fuchs and Schäfer, 2020; Erikson et al., 2021);598

and that the English football social media audi-599

ence is a global one (Kilvington and Price, 2019).600

However, shifting national or cultural context will601

introduce further distributional and linguistic shifts.602

Furthermore, our data is only collected from Twit-603

ter though abuse towards public figures exists on a604

variety of social media platforms (Agarwal et al.,605

2021) such as YouTube (Esposito and Zollo, 2021)606

or WhatsApp (Saha et al., 2021).607

Evaluation Approach Aggregate evaluation608

metrics may obscure per dodo and per class weak-609

nesses (Röttger et al., 2021). The Macro-F1 score610

across the combined test set from all dodos does611

not equal the averaged Macro-F1 across each dodo 612

test set (the former is 4.7pp higher on average). 613

This is due to different class distributions across 614

dodos skewing the total Macro-F1 calculation. The 615

ranking of models was consistent across these two 616

metrics. We have not investigated the relative 617

dataset difficulty (Ethayarajh et al., 2022) of in- 618

dividual dodo test sets, which may influence mea- 619

sures of generalisibility. 620
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A Data Annotation1017

We used two different sets of annotators across1018

the two domains, as we annotated the sets sequen-1019

tially. Initial annotation rounds revealed high rates1020

of annotator disagreement, with a large number of1021

entries requiring expert annotation as a result. We1022

use the same label schema for all domain and demo-1023

graphic pairs but use specific example tweets in the1024

guidelines. We only employ annotators who pass a1025

test of gold questions. Annotators were informed1026

prior to accepting the task that the data would be1027

used to train machine learning models as part of a1028

research paper.1029

We employed 3,375 crowdworkers for male foot-1030

ballers and 3,513 for female footballers. Crowd-1031

workers were paid $0.20 per annotation, earning1032

$11.30/hour on average. Each entry was annotated1033

by 3 crowdworkers, with an additional two anno-1034

tations required if no majority agreement (23 ) was1035

reached, then sent for expert annotation if still no1036

majority agreement (35 ) was reached. The average1037

annotator agreement per entry was 68%, and the1038

Cohen’s kappa was 0.50.1039

For the MP datasets, we employed 23 high-1040

quality annotators from a Trust & Safety organ-1041

isation. Annotators were paid $0.33 per annota-1042

tion, earning $16.80/hour on average. Each entry1043

received 3 annotations, then sent for expert anno-1044

tation if no majority agreement was reached (23 ).1045

The average entry-wise agreement was 82% and1046

the Cohen’s kappa was 0.67.1047

An example of instructions given to annotators1048

is displayed in Figure 6. Fictional examples of1049

tweet stances across domain-demographic pairs are1050

visible in Figure 7. Due to the potentially harm-1051

ful nature of the task, annotators were encouraged1052

to regularly take breaks, and to contact their line1053

manager in event of any problems or concerns. An-1054

notator pay was above US minimum hourly wage1055

on average.1056

B Data Statement1057

To document the generation and provenance of our1058

dataset, we provide a data statement below (Bender1059

and Friedman, 2018).1060

Curation Rationale The purpose of the DODO1061

dataset is to train, evaluate, and refine language1062

models for classification tasks related to under-1063

standing online conversations directed at foot-1064

ballers and MPs.1065

Language Variety Due to the UK-centric do- 1066

mains this dataset concerns (men’s and women’s 1067

UK football leagues, and UK MPs), all tweets are 1068

in English. 1069

Speaker Demographics All entries are collected 1070

from Twitter and therefore generally represent the 1071

demographics of the platform. The sample is 1072

skewed towards those engaging in community dis- 1073

cussion of the two domains on the platform (sports 1074

and politics). 1075

Annotator Demographics The two domains 1076

used differing annotator pools. For the MPs data, 1077

we made use of a company offering annotation ser- 1078

vices that recruited 23 annotators to work for 5 1079

weeks in early 2023. The annotators were screened 1080

from an initial pool of 36 annotators who took a 1081

test consisting of 36 difficult gold-standard ques- 1082

tions (containing examples of all four class labels). 1083

The annotators had constant access to both a core 1084

team member from the service provider and from 1085

the core research team. 1086

Fifteen annotators self-identified as women, and 1087

eight as men. The annotators were sent an optional 1088

survey to provide further information on their de- 1089

mographics. Out of 23 annotators, 21 responded to 1090

the survey. By age, 12 annotators were between 18- 1091

29 years old, eight were between 30-39 years old, 1092

and one was over 50 years old. In terms of com- 1093

pleted education level, three annotators had high 1094

school degrees, eight annotators had undergradu- 1095

ate degrees, six annotators had postgraduate taught 1096

degrees, and four annotators had postgraduate re- 1097

search degrees. The majority of annotators were 1098

British (17), and other nationalities included Indian, 1099

Swedish, and United States. Twelve annotators 1100

identified as White, with one identifying as White 1101

Other and one identifying as White Arab. Other eth- 1102

nicities included Black Caribbean (1), Indian (1), 1103

Indian British Asian (1), and Jewish (1). Most an- 1104

notators identified as heterosexual (14), with other 1105

annotators identifying as bisexual (3), gay (1), and 1106

pansexual (1). Two chose not to disclose their sex- 1107

uality. The majority stated that English was their 1108

native language (16), and four stated they were not 1109

native but fluent in the language. One chose not to 1110

disclose whether they were native English speakers 1111

or not. The majority of annotators disclosed that 1112

they spend 1-2 hours per day on social media (12). 1113

Four annotators stated that they spent, on average, 1114

less than 1 hour on social media per day (but more 1115

than 10 minutes), and five stated they spend more 1116

14



than 2 hours per day on social media. Some of1117

the annotators reported having themselves been tar-1118

geted by online abuse (9), with 11 reporting ‘never’1119

and one preferring not to say.1120

The datasets for footballers were annotated sepa-1121

rately using a crowdsourcing platform. Due to this,1122

we have significantly less detail on the demograph-1123

ics of the users. The fb-m dataset was annotated1124

by 3,375 crowdworkers from 41 countries. The1125

fb-w dataset was annotated by 3,513 crowdworkers1126

from 48 countries. The annotators for both datasets1127

were primarily from Venezuela (56% and 64% re-1128

spectively) and the United States (29% and 18%1129

respectively).1130

Speech Situation The data consists of short-form1131

written textual entries from social media (Twitter).1132

These were presented and interpreted in isolation1133

for labelling, i.e., not in a comment thread and with-1134

out user/network or any additional information.1135

Text Characteristics The genre of texts is a mix1136

of abusive, critical, positive, and neutral social me-1137

dia entries (tweets).1138

C Data Collection, Processing, and1139

Sampling1140

We chose to collect data on members of parliament1141

and footballers: two types of well known public1142

figure that both receive considerable amounts of1143

online abuse but which operate in very different1144

domains. These two domains also serve as useful1145

bases because they have demographic diversity (in1146

particular, they have both male and female partic-1147

ipants, with gender being a well known source of1148

difference in terms of abuse being received).1149

We collect all tweets mentioning a public figure1150

account, keeping only those that either directly re-1151

ply to tweets written by public figures, or directly1152

mention a public figure account without replying or1153

referencing another tweet. We term these tweets au-1154

dience contact. From the audience contact tweets,1155

we only consider tweets that contain some English1156

text content aside from mentions and URLs. Where1157

the Twitter API Filtered Stream endpoint did not1158

return sufficient data for constructing an unlabelled1159

pool, as was the case for female footballers, we1160

made use of the Twitter API Full Archive Search1161

endpoint to collect historic tweets. Table 5 contains1162

information on the unlabelled pools.1163

For each domain-demographic pair, starting with1164

the unlabelled pool, we randomly sample (and re-1165

move) 3,000 entries for the test set and 1,000 en- 1166

tries for the validation set. We then randomly sam- 1167

ple (and remove) 1,500 entries for training and 1168

concatenate these with a further 1,500 entries con- 1169

taining a keyword from a list of 731 abusive and 1170

hateful keywords (750 entries with at least one pro- 1171

fanity keyword and 750 with at least one identity 1172

keyword), such that each training set has 3, 000 1173

entries total. The list of keywords is compiled from 1174

Davidson et al. (2017); ElSherief et al. (2018); Vid- 1175

gen et al. (2021b); Kirk et al. (2022b) and is avail- 1176

able at [REDACTED]. Each training set has 3,000 1177

entries in total. Table 6 describes the counts of 1178

Tweets by stance for each sampling strategy used 1179

in the construction of datasets. 1180

We replace all user mentions within tweets with 1181

tokens relating to the domain of the public figure 1182

mentioned before tweet annotation and use in train- 1183

ing models. This does not completely anonymise 1184

tweets, as it does not account for other uses of 1185

names in tweet text. 1186

D Additional Results 1187

D.1 Where Unseen Performance Exceeds Seen 1188

Performance 1189

There are three cases where performance on unseen 1190

dodos exceeds performance on seen dodos in both 1191

full and fixed budget scenarios, visible in Figure 1. 1192

All three cases include fb-m in the training data, 1193

suggesting that the fb-m test set is more difficult 1194

that other dodos, or potentially that the fb-m train- 1195

ing split is significantly different to the test split - 1196

further investigation is needed to fully understand 1197

this dynamic. 1198

D.2 Error Analysis 1199

Our error analysis is based on each fixed-budget 1200

single dodo model (i.e. dodo1 experiments), eval- 1201

uated on seen portions of the test set. We also 1202

analyse errors made by the fixed budget generalist 1203

model (i.e. dodo4), and shared errors made by all 1204

fixed budget condition models. We choose fixed 1205

budget models to ensure all models have seen the 1206

same total amount of training data. We present 1207

confusion matrices for all experiments in Fig. 8. 1208

The fb-m model performed best on positive 1209

tweets (F1 = 0.86), and worst on critical tweets 1210

(F1 = 0.52). These results broadly hold for the fb- 1211

w model, which performed best on positive tweets 1212

(F1 = 0.91) and less well on abusive (F1 = 0.57) 1213

and critical (F1 = 0.52) tweets. The mp-m model 1214
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performed best on critical tweets (F1 = 0.77), and1215

worst on positive and neutral tweets (F1 = 0.69).1216

As with footballers, these results broadly hold for1217

the mp-w model, which performed best on critical1218

tweets (F1 = 0.74), and less well on neutral (F1 =1219

0.66) and abusive tweets (F1 = 0.63).1220

These results partly reflect class imbalance (the1221

FBs data is heavily skewed towards positive tweets,1222

the MPs data towards critical tweets), as well as1223

some inherent similarity between classes which1224

border one another i.e., positive vs. neutral, neutral1225

vs. critical, and critical vs. abusive. Recurring er-1226

rors reveal several tweet types that are challenging1227

to classify: tweets that tweets that (i) contain a mix-1228

ture of both positive and critical language; (ii) use1229

positive or sarcastic language to mock; (iii) rely on1230

emoji to convey abuse; (iv) contain niche insults;1231

or (v) short, ambiguous tweets that lack context.1232

D.3 Expanded Evaluation1233

Here we provide expanded reference tables and1234

figures on the results described in Section 4.1235

The per-class macro F1 score of each dodo11236

model and the two dodo4 models evaluated on seen1237

dodos are visible in Table 7, revealing relatively1238

low performance on the critical and abusive classes1239

for models trained on the two footballer datasets1240

compared to the positive and neutral classes. For1241

models trained on the MPs datasets, we see much1242

less variation in per class performance.1243

We also present a set of confusion matrices in1244

Figure 8 for the specialist (dodo1), fixed budget1245

generalist (dodo4, train size = 3,000), and full bud-1246

get generalist (dodo4, train size = 12,000) models1247

based on deBERT, evaluated on each evaluation set1248

and the total evaluation set.1249

Finally, we give a reference table of maximum1250

Macro-F1 scores achieved by all baselines across1251

all evaluation sets (Table 8).1252

dodo
Per-class F1 Scores

Positive Neutral Critical Abusive

fb_m 0.86 0.66 0.52 0.58

fb_w 0.94 0.81 0.57 0.62

mp_m 0.69 0.69 0.77 0.70

mp_w 0.72 0.66 0.74 0.63

All (fixed) 0.87 0.67 0.71 0.61

All (raw) 0.89 0.71 0.73 0.66

Table 7: Per-class F1-scores for dodo1 and dodo4 baselines
on seen evaluation sets.
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Overview

Content Warning: This task contains examples of hateful and abusive tweets. Please take frequent breaks
during annotation, and contact your line manager for support.

This is a task annotating tweets relating to and discussing football (soccer) and politicians (MPs). The goal
is to identify the sentiment of language used in the tweets (the options are: abusive, critical, neutral or
positive).

Apply the coding guidelines dispassionately and try to mitigate any personal biases you hold.

Only tweets in English should be annotated. If it is clearly NOT in English then flag this. Tweets with one-off
non-english words still counts as Yes.

Task

Select one option which best describes the tone of language in the tweet: abusive, critical, neutral
or positive. Definitions of these options can be found below. When you consider the stance/sentiment,
make sure to take into account all signals of a tweet’s tone such as capitalization, punctuation and emoji. If
the tweet has two parts with different stances, pick the stance which dominates the tone.

Figure 6: Instructions given to annotators.
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Footballers
Women

MPs
Women

[PLAYER] [USER] CR7 GOAT!!

Love you you absolute beast
[PLAYER]

[MP] great speech sir

[MP] you're one of the good
ones

[PLAYER] puts [CLUB] 1-0 up
against [CLUB] [URL] #goal

[PLAYER] You'll get used to the
cold eventually!

Does anyone else think [MP]
and [MP] look strangely
similar? #doppelganger

[MP] [USER] Take a look at the
report shared by [MP], pretty
stark numbers

It wouldn't be so hard to watch
[CLUB] if [PLAYER] didn't
bottle it every time #coys

[PLAYER] who keeps telling
you you should be taking pens,
it's painful to watch

[MP] Why should anyone
believe you when everything
you say gets proven to be a
lie?

[MP] good one, talk about
dignity when you and your
colleagues spent it all on filling
your own pockets...

[PLAYER] get out of my club
shithead

[PLAYER] fuck off

[MP] Who the fuck voted you in
scumbag #corrupt

[MP] Turns out this bitch is
blind as well as stupid

Footballers
Men

Positive Neutral

MPs
Men

Critical Abusive

Figure 7: Fictional example tweets for each class label, loosely based on topics and sentiment of content in the dataset. Entries
from the dataset are presented to annotators as shown, with special tokens to represent tagged mentions of public figures, accounts
representing affiliations (e.g., football clubs), and other users. Examples are fictional as the dataset will not be released.

Domain Demographic Pool Size Collection Dates Collection Method
Start End Streaming Search

Footballers Men 1,008,399 12/08/2021 02/02/2022 ✓
Women 226,689 13/08/2021 28/11/2022 ✓ ✓

MPs Men 1,000,000 13/01/2022 19/09/2022 ✓
Women 1,000,000 13/01/2022 19/09/2022 ✓

Table 5: Dates and pool sizes for each domain-demographic pair.

Split dodo

Sampling Strategy
Random Profanity Keywords Identity Keywords

Abusive Critical Neutral Positive Abusive Critical Neutral Positive Abusive Critical Neutral Positive

Train

fb_m 45 172 531 752 290 224 52 184 532 79 64 75

fb_w 18 63 432 987 346 190 211 467 117 29 76 64

mp_m 212 725 471 92 372 311 57 10 423 247 77 3

mp_w 153 746 477 124 349 322 67 12 368 285 84 13

Test

fb_m 103 377 811 1709 0 0 0 0 0 0 0 0

fb_w 43 89 767 2101 0 0 0 0 0 0 0 0

mp_m 392 1467 985 156 0 0 0 0 0 0 0 0

mp_w 373 1471 927 229 0 0 0 0 0 0 0 0

Validation

fb_m 33 93 335 539 0 0 0 0 0 0 0 0

fb_w 14 45 267 674 0 0 0 0 0 0 0 0

mp_m 140 484 332 44 0 0 0 0 0 0 0 0

mp_w 135 459 337 69 0 0 0 0 0 0 0 0

Total

fb_m 181 642 1677 3000 290 224 52 184 532 79 64 75
fb_w 75 197 1466 3762 346 190 211 467 117 29 76 64
mp_m 744 2676 1788 292 372 311 57 10 423 247 77 3
mp_w 661 2676 1741 422 349 322 67 12 368 285 84 13

Table 6: Tweet counts for dodo splits across sampling strategy and stance.
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Positive

Neutral

Critical

Abuse

fb
_m

1450 194 52 13

168 554 80 9

53 108 190 26

5 12 25 61

fb_m

1971 107 20 3

148 575 39 5

7 20 57 5

2 5 10 26

fb_w

127 22 7 0

85 669 220 11

69 383 934 81

14 51 112 215

mp_m

178 29 20 2

75 617 225 10

68 452 886 65

11 65 130 167

mp_w

3726 352 99 18

476 2415 564 35

197 963 2067 177

32 133 277 469

Total

Positive

Neutral

Critical

Abuse

fb
_w

1449 230 13 17

173 595 34 9

68 189 81 39

11 19 11 62

1984 111 4 2

118 613 25 11

9 16 48 16

4 4 3 32

126 28 2 0

93 812 67 13

118 802 455 92

38 90 63 201

197 28 3 1

87 771 57 12

124 779 485 83

27 104 66 176

3756 397 22 20

471 2791 183 45

319 1786 1069 230

80 217 143 471

Positive

Neutral

Critical

Abuse

m
p_

m

912 645 97 55

60 621 102 28

4 141 197 35

1 12 26 64

1313 702 57 29

34 658 58 17

3 22 61 3

0 3 11 29

113 28 12 3

27 654 281 23

28 198 1145 96

2 30 83 277

151 44 27 7

35 608 260 24

27 267 1072 105

0 42 106 225

2489 1419 193 94

156 2541 701 92

62 628 2475 239

3 87 226 595

Positive

Neutral

Critical

Abuse

m
p_

w

924 578 132 75

48 615 112 36

7 132 202 36

2 11 31 59

1408 574 81 38

26 646 74 21

2 28 52 7

0 4 10 29

99 29 21 7

21 649 292 23

20 207 1147 93

3 25 113 251

148 39 34 8

20 601 279 27

16 238 1124 93

0 22 120 231

2579 1220 268 128

115 2511 757 107

45 605 2525 229

5 62 274 570

Positive

Neutral

Critical

Abuse

A
ll 

(fi
xe

d)

1386 257 51 15

138 580 80 13

32 152 164 29

6 12 26 59

1942 143 14 2

124 597 36 10

9 17 52 11

2 6 5 30

106 33 15 2

36 583 350 16

21 157 1188 101

7 30 108 247

157 41 27 4

32 564 313 18

24 234 1118 95

1 34 130 208

3591 474 107 23

330 2324 779 57

86 560 2522 236

16 82 269 544
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132 601 66 12

36 144 176 21

7 12 25 59
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1990 99 11 1

118 609 35 5

8 19 54 8

3 6 5 29
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118 24 12 2

35 654 279 17

30 176 1181 80

5 29 96 262
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171 29 27 2

36 607 266 18

30 235 1115 91

4 35 107 227
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3713 379 82 21

321 2471 646 52

104 574 2526 200

19 82 233 577

Predicted Stance
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Evaluation Set

Figure 8: Grid of confusion matrices across chosen baselines, using soft voting across random seeds.
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Train On Test On
fb-m fb-w mp-m mp-w model budget total fb-m fb-w mp-m mp-w

dodo1

✓ deBERT fixed = full 0.688 0.656 0.719 0.633 0.609
✓ diBERT fixed = full 0.600 0.580 0.589 0.518 0.522

✓ deBERT fixed = full 0.628 0.586 0.676 0.539 0.545
✓ diBERT fixed = full 0.508 0.476 0.615 0.415 0.413

✓ deBERT fixed = full 0.665 0.536 0.576 0.71 0.665
✓ diBERT fixed = full 0.571 0.438 0.437 0.619 0.587

✓ deBERT fixed = full 0.675 0.549 0.578 0.681 0.683
✓ diBERT fixed = full 0.584 0.449 0.446 0.592 0.605

dodo2

✓ ✓ deBERT fixed 0.668 0.637 0.790* 0.588 0.579
✓ ✓ full 0.668 0.639 0.709 0.596 0.594
✓ ✓ diBERT fixed 0.577 0.557 0.593 0.494 0.501
✓ ✓ full 0.611 0.586 0.61 0.521 0.519
✓ ✓ deBERT fixed 0.713 0.634 0.722 0.686 0.657
✓ ✓ full 0.724 0.659 0.705 0.704 0.669
✓ ✓ diBERT fixed 0.652 0.568 0.588 0.602 0.594
✓ ✓ full 0.671 0.598 0.608 0.613 0.61
✓ ✓ deBERT fixed 0.715 0.646 0.665 0.691 0.671
✓ ✓ full 0.724 0.658 0.69 0.694 0.681
✓ ✓ diBERT fixed 0.647 0.564 0.587 0.58 0.595
✓ ✓ full 0.665 0.59 0.594 0.611 0.613

✓ ✓ deBERT fixed 0.703 0.606 0.694 0.671 0.646
✓ ✓ full 0.721 0.608 0.699 0.71 0.669
✓ ✓ diBERT fixed 0.647 0.494 0.615 0.581 0.575
✓ ✓ full 0.639 0.496 0.575 0.604 0.589
✓ ✓ deBERT fixed 0.708 0.604 0.679 0.66 0.667
✓ ✓ full 0.722 0.612 0.687 0.695 0.684
✓ ✓ diBERT fixed 0.629 0.512 0.569 0.567 0.571
✓ ✓ full 0.638 0.511 0.575 0.591 0.611

✓ ✓ deBERT fixed 0.664 0.533 0.556 0.672 0.683
✓ ✓ full 0.683 0.559 0.575 0.692 0.687
✓ ✓ diBERT fixed 0.574 0.454 0.416 0.609 0.598
✓ ✓ full 0.624 0.492 0.499 0.634 0.63

dodo3

✓ ✓ ✓ deBERT fixed 0.71 0.629 0.737 0.67 0.649
✓ ✓ ✓ full 0.721 0.623 0.736 0.701 0.664
✓ ✓ ✓ diBERT fixed 0.636 0.552 0.598 0.576 0.565
✓ ✓ ✓ full 0.659 0.577 0.611 0.616 0.591
✓ ✓ ✓ deBERT fixed 0.698 0.614 0.723 0.635 0.636
✓ ✓ ✓ full 0.734 0.648 0.726 0.694 0.682
✓ ✓ ✓ diBERT fixed 0.625 0.534 0.576 0.553 0.55
✓ ✓ ✓ full 0.672 0.576 0.634 0.591 0.605
✓ ✓ ✓ deBERT fixed 0.713 0.626 0.671 0.685 0.673
✓ ✓ ✓ full 0.736* 0.664* 0.706 0.712 0.692*
✓ ✓ ✓ diBERT fixed 0.648 0.557 0.587 0.602 0.609
✓ ✓ ✓ full 0.674 0.583 0.593 0.633 0.626

✓ ✓ ✓ deBERT fixed 0.695 0.585 0.663 0.653 0.658
✓ ✓ ✓ full 0.724 0.591 0.694 0.716* 0.692*
✓ ✓ ✓ diBERT fixed 0.642 0.488 0.569 0.592 0.602
✓ ✓ ✓ full 0.663 0.516 0.586 0.614 0.618

dodo4

✓ ✓ ✓ ✓ deBERT fixed 0.707 0.64 0.703 0.663 0.654
✓ ✓ ✓ ✓ full 0.728 0.634 0.713 0.709 0.684
✓ ✓ ✓ ✓ diBERT fixed 0.644 0.533 0.591 0.58 0.579
✓ ✓ ✓ ✓ full 0.685 0.589 0.639 0.633 0.633

Table 8: Macro-F1 score for all sets of baseline models (maximum value across three seeds). Best Macro-F1 per test set (total
and each of the four dodo splits) is bold and starred. Colour-coded according to increasing Macro-F1 Score.
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