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Abstract

Empowering large language models (LLMs) with chemical intelligence remains a
challenge due to the scarcity of high-quality, domain-specific instruction-response
datasets and the misalignment of existing synthetic data generation pipelines with
the inherently hierarchical and rule-governed structure of chemical information.
To address this, we propose ChemOrch, a framework that synthesizes chemically
grounded instruction—response pairs through a two-stage process: task-controlled
instruction generation and tool-aware response construction. ChemOrch enables
controllable diversity and levels of difficulty for the generated tasks, and ensures
response precision through tool planning & distillation, and tool-based self-repair
mechanisms. The effectiveness of ChemOrch is evaluated based on: 1) the high
quality of generated instruction data, demonstrating superior diversity and strong
alignment with chemical constraints; 2) the reliable generation of evaluation
tasks that more effectively reveal LLM weaknesses in chemistry; and 3) the
significant improvement of LLM chemistry capabilities when the generated
instruction data are used for fine-tuning. Our work thus represents a critical step
toward scalable and verifiable chemical intelligence in LLMs. The code is available
at

1 Introduction

Large Language Models (LLMs) have exhibited exceptional capabilities across a wide range of
tasks, to be widely applied in various downstream tasks [1-5]. Among these, chemistry represents a
particularly promising field where LLMs can assist in accelerating molecular design [6, 7], facilitating
scientific discovery [8, 9], and democratizing access to expert-level chemical knowledge [10, 11].
Empowering LLMs with strong chemical reasoning capabilities could significantly impact areas such
as drug discovery, materials development, and organic synthesis [12, 13].

Despite this potential and existing efforts [9, 10], empowering LLMs with chemistry domain knowl-
edge remains challenging. First of all, there exists Challenge 1: data scarcity in both training and
testing, as disclosed in recent benchmarking studies [14]: LLMs have not yet achieved the level of
performance expected by chemistry scientists. High-quality instruction datasets for guiding LLMs to
learn chemistry knowledge are extremely limited. While chemistry-related corpora have been utilized
during pretraining [4], constructing task-specific fine-tuning datasets and fine-grained evaluation sets
often requires intensive expert annotation [15], leading to high costs and limited scalability.

To overcome data scarcity, synthetic data generation offers a promising alternative. However, there
exists Challenge 2: mismatch between general-purpose synthetic frameworks and chemistry-

*Equal Contribution

39th Conference on Neural Information Processing Systems (NeurIPS 2025).


https://github.com/HowieHwong/ChemOrch

specific requirements. Most existing instruction generation frameworks are built for general text
understanding, and are fundamentally misaligned with the structured and rule-bound nature of
chemical tasks [16—18]. Chemical problems often involve operations over molecular structures,
require strict adherence to conservation laws or valence constraints, and demand accurate function
grounding. Even minor errors, e.g., invalid atoms or incorrect stereochemistry, can lead to chemically
meaningless or unreliable results, a failure mode less critical in standard NLP.

Even when domain-specific generation is attempted, there remains Challenge 3 for ensuring diversity,
executability, and controllability in the data synthesis process. Effective chemical instruction
datasets must span a wide range of tasks, from basic property prediction to complex retrosynthesis
planning, while ensuring that generated responses are chemically valid and verifiable. Beyond
diversity, maintaining executability, the ability for model outputs to conform to domain rules and
withstand external verification, is crucial for scientific reliability. Furthermore, controlling the
difficulty, specificity, and complexity of generated instructions is important for effective training of
LLMs (enabling progressive skill development and robust understanding), but remains particularly
difficult in current automated instruction generation pipelines.

To address these challenges, we propose ChemOrch, a framework for constructing synthetic
instruction-response pairs that enable LLMs to acquire chemistry domain knowledge. ChemOrch
consists of a two-stage pipeline: (1) Task-Controlled Instruction Generation. Given a chemistry
task (e.g., property prediction) along with user-defined constraints (e.g., target difficulty, required
keywords) and metadata (e.g., reference files, extra tool configuration), ChemOrch enables the
generation of diverse and controllable instructions (e.g., different molecules with various types of
properties to predict, at varying levels of prediction difficulty). While the diversity is ensured by
specifying constraints, the difficulty level is controlled by a difficulty reward model with feedback,
which evaluates and iteratively refines instructions to align with user-specified complexity levels. (2)
Tool-Aware Response Construction. To ensure precise responses, ChemOrch leverages a set of tools
to ground its outputs, as certain chemical tasks are straightforward for these tools but challenging for
LLMs due to their lack of domain knowledge. For example, tasks like name translation can be easily
handled by chemical tools, but are difficult for LLMs to generate accurately. For the given instruction
generated before, ChemOrch decomposes the associated problem into intermediate reasoning steps,
retrieves and distills relevant tools, and generates code scripts to produce accurate outputs. This
process includes multi-stage self-repair mechanisms and sufficiency checks, ensuring that generated
responses are verifiable, executable, and faithfully satisfy the original instruction intent (e.g., see
several instruction-response examples in Figure 15, Figure 16, Figure 17).

We conduct extensive experiments based on ChemOrch, evaluating its effectiveness across multiple
dimensions, including the diversity, response quality, and constraint adherence of the generated
instruction-response pairs, and its usefulness on two important applications. First, ChemOrch serves
as a reliable evaluation framework that identifies LLM weaknesses, and enables scalable, task-specific
assessments with high fidelity. Second, it enhances LLM performance in chemical QA and reasoning
tasks, when the generated instructions are used for fine-tuning.

Overall, our contributions are threefold: 1) We introduce ChemOrch, breaking the limits of instruction
data scarcity to enable LLMs to solve chemistry-related challenges more effectively. The synthetic
instruction-response pairs are diverse in topics, challenging at controllable levels, and comprehensive
for covering a wide range of chemical tasks with precise answers guaranteed, as validated by human
experts. 2) We propose a novel synthesis framework featuring a two-stage pipeline, incorporating
difficulty control, tool decomposition, and distillation, as well as self-repair mechanisms, allowing
scalable and high-quality instruction response generation. 3) Importantly, we showcase the significant
impact of ChemOrch on two key applications: facilitating chemistry evaluation and improving the
chemistry capability of LLMs, demonstrating the effectiveness of our framework.

2 Preliminary: Harnessing Chemical Tools within ChemOrch

Leveraging chemistry tools is a core aspect of our work, ensuring that the responses in the curated
instruction dataset are both accurate and reliable. Furthermore, the tool execution process itself can be
utilized to evaluate and enhance LLM’s proficiency in using tools—an important long-term objective
of our research (Our experiments presented in section 4 demonstrate that ChemOrch significantly
improves LLMs’ tool usage capabilities). Before introducing the framework of ChemOrch, this
section outlines how chemical tools are constructed and integrated.
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Figure 1: An example of a sub-tool (left) and the tool decomposition pipeline (right). Each sub-tool
includes five components: 1) a high-level operation description, 2) formal argument specification, 3)
expected return values, 4) minimal working example, and 5) real-world use case.

Tools Overview. ChemOrch leverages two categories of tools: chemistry-related tools such as
RDKit [19] and PubChem [20] and general-purpose tools that include web search and the Python
environment for code scripting. More details about tools selection are provided in Appendix L.

Motivation. In real-world scenarios, humans typically interact with chemistry tools at the function
level, selecting specific operations rather than engaging with the tool as a monolithic system. Inspired
by this, we aim to enhance the usability of foundational chemistry tools (e.g., RDKit) in instruction-
driven response generation by decomposing them into fine-grained sub-tools. This decomposition
serves three purposes: (1) it enables precise control by isolating individual functions, (2) it simplifies
tool semantics, making them more interpretable and accessible for LLMs, and (3) it mitigates the
challenges LLMs face when handling complex, multi-step operations with minimal context.

Sub-Tool Construction. We begin by feeding the official documentation of RDKit and PubChem into
an LLM (i.e., GPT-40) and applying a few-shot learning approach to guide the extraction of function-
level operations. These operations, which represent the atomic units of functionality, are identified
based on their relevance to common chemistry tasks. The LLM is then prompted to synthesize these
operations into callable Python code, each encapsulated as a sub-tool. Every sub-tool is constructed
following a schema consisting of five components, as illustrated in Figure 1. This semi-automated
process significantly accelerates tool decomposition while maintaining structural consistency. To
ensure correctness and usability, we subsequently perform a manual review of all generated sub-tools,
with review procedures introduced in Appendix C. In total, we constructed 74 sub-tools, 57 derived
from RDKit and 17 from PubChem. For each sub-tool, we provide both a minimal working example
and a real-world use case. The real-world use case demonstrates how the operation is applied in
meaningful task contexts, e.g., using a molecular descriptor computation sub-tool within a solubility
prediction pipeline. The examples help LLMs understand how to invoke a sub-tool and why and
when to use it. These sub-tools are integrated with other general-purpose tools to form a tool pool,
which is then used in the instruction-response generation process of ChemOrch.

Extensibility. While ChemOrch currently integrates a limited set of tool types, it is designed to be
extensible. A key enabler of this extensibility is the use of metadata (as shown in Figure 2), which
allows users to specify additional tool configurations at runtime. For instance, users can upload
custom wrappers or specify endpoints for private APIs, as shown in Appendix N. By doing this,
ChemOirch is able to dynamically recognize and utilize new capabilities, enabling broader coverage
of specialized chemistry tasks.

3 ChemOrch

We formalize ChemOrch as a framework consisting of a two-stage generation pipeline that produces
instruction—response pairs tailored for chemistry-related tasks.

3
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Figure 2: ChemOrch Framework. It consists of instruction generation (IG) with difficulty evaluation,
and response generation (RG) by calling tools from the tool pool.

3.1 Instruction Synthesis

Let 7 denote the space of chemistry-related tasks, and let C represent a set of user-defined constraints
(e.g., instruction length, complexity, keyword requirements, formatting, or few-shot examples for
guiding generation) that enable more controllable generation. In addition to constraints, we also
introduce a metadata set M, which includes auxiliary inputs such as reference files, specialized tool
configurations, or essential textual descriptors. These metadata items serve as seed data to guide and
condition the instruction generation process more precisely (e.g., by providing molecular structures
as input when generating instructions for reaction prediction tasks), as shown in top-left of Figure 2.

Given a task t € T, constraint ¢ € C, and metadata m € M, the instruction generation (IG)
model My (i.e., an LLM) synthesizes an instruction = My (, ¢, m). The details of instruction
generation are presented in Algorithm 1 in Appendix M. For all tasks in 7, by varying the constraint
in each running iteration alongside the metadata (check implementation details in Appendix B), the
IG model generates diverse instructions X = {z; } ;.

Difficulty Controlling. Previous studies have shown that controlling the complexity or difficulty of
LLM-generated instructions remains a non-trivial challenge [21, 22]. Maintaining calibrated difficulty
levels in the chemistry domain is essential for supporting progressive skill acquisition.

To address this, we introduce a difficulty reward model with feedback, denoted M g, which evaluates
the generated instruction = and outputs both a scalar difficulty score d (from 1-5) and a set of localized
difficulty explanations: (d,e) = Magr(x), where e indicates which aspects of the instruction (e.g.,
terminology, structure, domain scope) contribute to its simplicity or complexity.

This feedback is used to guide the instruction generation process (see Algorithm 1). Specifically,
M receives (t, ¢, m, e) as input and is prompted to revise or regenerate x such that the resulting
difficulty better aligns with user intent or target distributions. We build M ¢ by applying supervised
fine-tuning (SFT) on Meta-Llama-3.1-8B-Instruct on 3,390 annotated samples. Evaluation by human
experts indicates that M g successfully captures the nuances of chemistry instruction complexity.
See more details of implementation and evaluation about M g;¢r in Appendix D.

3.2 Response Construction: Overall Procedure

Given an instruction z, the response generation (RG) model M, (i.e., an LLM) is responsible for
generating an executable and chemically accurate output y € ) for the associated question in .
Several examples of instruction-response pairs are presented in Figure 15 and Figure 16. To ensure
factual grounding and modularity, M., does not directly generate free-form responses; instead,
it leverages a tool pool F = {fi, f2,..., fx}, as well as metadata m (the same as used in the
instruction generation), to generate the responses.

Instruction Decomposition and Tool Planning. The response model first decomposes the in-
struction into a sequence of intermediate reasoning steps, denoted as s = Decompose(x) =



(s1,82,...,s). Each step s, reflects a sub-goal necessary to fulfill the instruction, such as data
retrieval, property computation, or output formatting. Not all steps necessarily require tool usage.

The M s, model considers the entire sequence of reasoning steps and generates a set of expected
tool descriptions {d1, ds,...,dy } C D, where each d,, represents a distinct functional capability
that may be needed to support one or more steps, denoted as {d1, ..., dar} = Miep(s, m).

Tool Retrieval and Distillation. To map these expected tool descriptions to actual executable tools,
semantic retrieval is performed over the tool pool. For each d,,,, cosine similarity is computed between

its embedding and the embeddings of available tools: Top-k(d,,) = argtop-k cos (¢(d,), d(fx))-
freEF
The retrieval yields a candidate set /" for each expected tool description. The union of all retrieved

candidates forms the raw tool pool for the response: ™" = U%Zl Fiv.
Tool distillation is then performed globally using M., given the instruction x, reasoning steps

s, metadata m, and candidate tools F™%. The model iteratively refines the toolset by eliminating
redundant or ineffective tools, adhering to:

*» Usefulness Check: Remove tools that do not contribute actionable results for subgoals.
* Expert Extent: Prefer tools that align closely with reasoning intents, minimizing auxiliary steps.
* Tool Budget: Enforce a size limit 7 by pruning low-utility tools.

Formally denoted as: F* = Distill (F™¥, x, s,m, T).
Tool Execution and Answer Assembly. With the distilled tool set F*, the response model generates
and executes scripts for each f € F*, incorporating metadata m where applicable (e.g., tool

configuration or guidance, molecule information). Outputs are denoted oy = f(as). The model then
synthesizes the final response using the collected outputs: y = M, (2, {0} e+, m).

We describe the detailed procedure of tool calling and validation in the following subsection.

3.3 Response Construction: Tool Calling

Code Script Generation. For each selected tool f € F*, the model generates an executable
code script Sy based on tool specification, instruction, reasoning steps, and metadata, denoted as
S¢ = Miep(f, ,5,m), where metadata m may contain pre-specified input files, configuration
parameters, or external resources relevant to the tool.

Self-Repairing. Script execution errors are common due to issues such as incorrect input formats
or API usage. We adopt a multi-stage self-repair protocol:

O Error Catching: If execution of Sy fails, the model captures the error trace e and attempts repair:
it+1 i
S} ) = ./\/lresp(e,S](C ), m).

This process is repeated until success or a retry limit Ry, is reached.

If all attempts fail, the model consults external documentation (e.g., from RDKit or PubChem)
through web retrieval and regenerates the script based on the retrieved content and metadata.

@ Effectiveness Checking: Even successful executions are not assumed to be sufficient. If the returned
result does not meet user intent, e.g., missing keyword-level constraints or incorrect computation
granularity, the model re-evaluates and refines the tool usage.

Early Stopping & Sufficiency Validation. After each tool execution, the model assesses whether
the currently accumulated outputs {o;} already satisfy the instruction x. If so, the pipeline stops
early, skipping the execution of remaining tools to improve efficiency.

After the finish of all selected tools, M., Will check whether the outputs {os} are incomplete or
insufficient for fully answering the instruction. If yes, M., triggers a web-based retrieval step:
Oextra = WebSearch(x, m). The final output set used for response synthesis is:

0= {Of}fe}‘* U {Oextra}-

The final response is constructed by composing all outputs in O, grounded in the reasoning trace
and enriched with any metadata-derived context. The details of response generation are shown in
Algorithm 2 in Appendix M.



4 Experiments
4.1 Experiment Setup

Models. We employ GPT-40 [23] as the IG model across all experiments. For response generation,
we adopt a hybrid setting: GPT-4o0 is used for general-purpose reasoning tasks such as decomposition,
validation, and web retrieval. For components requiring fine-grained decision-making or complex
reasoning (specifically, tool distillation, code script generation, and self-repairing), we utilize the
ol-mini model [24], which demonstrates stronger reasoning capabilities. For text embedding, we
adopt the text-embedding-3-small model [25]. All generation temperatures in our experiments are set
to 1.0. Notably, ChemOrch is compatible with other models as IG/RG models as well; however, we
adopt this configuration in our experiments to ensure consistency and facilitate controlled evaluation.

Chemical Tasks in Instruction Generation. We focus on two main categories of tasks: General
Chemistry Q&A and Task-Specific Challenges. The former involves answering open-ended questions
within the chemistry domain (e.g., What are the main steps involved in synthesizing aspirin in
the laboratory?), which could be later used for evaluating/enhancing LLMs’ chemistry knowledge
and generation quality. The latter focuses on domain-specific tasks commonly used in existing
benchmarks, requiring more sophisticated chemical reasoning and planning capabilities. These
include property prediction (PP), molecule captioning (MC), name prediction (NP), and reaction
prediction (RP), among others. See task examples in Table 11 and Table 12. Moreover, we introduce
an agent-oriented task (tool usage) to assess LLM’s capability on operating chemistry-related tools.

Due to space limitations, we refer the reader to Appendix B for additional details on experimental
setup, including evaluation protocols, datasets used for analysis, training, and testing configurations.

4.2 Statistical Analysis of Generated Instruction—-Response Pairs

Word Count. The distribution of generated data is shown in Figure 3. On average, each instruction
contains 17.52 words, while the corresponding response is substantially longer, averaging 320.66
words, reflecting the detailed and comprehensive nature of model-generated outputs. Furthermore,
each response utilizes approximately 1.24 tools on average (see examples in Figure 15, Figure 16).

Topic Diversity and Coverage. To assess the instruction dataset diversity and coverage, we have
referred to the study [26, 27], and adopted two quantitative metrics: Average Pairwise Sample Similar-
ity (APS) and Remote-Clique Score. APS captures the average similarity between sample instruction
pairs—lower values indicate greater internal diversity. Remote-Clique identifies a maximally dissimilar
subset of instruction samples, with higher scores suggesting broader input space coverage.

0.005
Dataset APS | Remote-Clique T 0-08 0,008
ChemOrch (our) 0.779 0.661 2% 0.003 |
ChemLLMBench [14]  0.884 0.453 é 0.041 0.002 1 \
Mol-Instructions [15] 0.765 0.683 0.02 0.001 \
ChemBench [28] 0.784 0.613 +.00 LA 000

10 20 30 40 0 200 400 600 800

Table 1: Diversity and coverage analysis,

ChemOrch vs other datasets. Figure 3: Word-count distribution of instruc-

tions (left) and responses (right).

As shown in Table 1, datasets generated by our proposed ChemOrch achieve significantly lower
APS and higher Remote-Clique scores compared to ChemLLMBench [14] and ChemBench [28],
suggesting that ChemOrch offers improved diversity and better structural spread in generation. Its
diversity profile is comparable to that of Mol-Instructions [15], a dataset with well-curated human-
annotated molecular tasks. These results indicate that data generated by ChemOrch effectively
balances diversity and coverage, making it a competitive and diverse instruction dataset for chemistry
learning.

Generation Cost (token usage, expenses). The instruction and response generation models are both
based on LLMs. We analyze the generation cost in terms of token usage. Figure 4 shows the average
token usage per generation, in different modules of ChemOrch. Tool Selection dominates the token
usage (4094 tokens), followed by Validation (1472), Answer Generation (1165), and Web Search
(1106). These four modules together consume the majority of tokens, indicating their central role in
reasoning and verification. In contrast, modules like Embedding Token and Self-Repairing contribute
minimally. This suggests that most token cost arises from tool planning and factual grounding rather



than lightweight utility steps. The total cost per instruction-response pair remains highly affordable,
typically up to $0.05 per interaction, assuming the use of advanced reasoning models 03-mini[29].
Thus, even extensive reasoning processes involving multiple verification and generation steps are
economically viable, highlighting the practical affordability of deploying ChemOrch.

Moreover, we also analyze the reasoning steps of generated responses in Appendix G.

Answer Generation 1165 1 Sentence Length

100%

WebSearch{ ___ ]1106 i Language Style *

o Application Domain 100%
Validation ‘:l 1472 T Knowledge Level
Self-Repairing ~|:| 231 1 Knowledge Source
Code Script 1 902 4 Concreteness Extent

100%

Tool Distillation {11095 < Problem Context b
. Problem Attribution

Tool Selection 1 ‘D 4094 Specific Knowledge Usage 100%

Embedding Token <D 120 b Quantitative Level 90%
T T T T I T T T T T
0 500 1000 1500 2000 4000 4250 80 85 90 95 100 105 110
Token Consumption Percentage

Figure 4: Token usage per generation in differ- Figure 5: Constraint-following accuracy evalu-
ent modules of ChemOrch. “Answer generation” ated by human annotator across 10 categories in
denotes the final assembly of the output. instruction generation.

4.3 Quality Analysis of Generated Instruction—Response Pairs

Human Evaluation of Response. To assess the quality of the responses generated by ChemOrch,
we conduct a human evaluation along two key dimensions: 1) Instruction Following—whether
the response directly addresses the instruction; 2) Factual Correctness—whether the content is
scientifically accurate. Details of the evaluation protocol and results of each task are provided in
Appendix E. On average, the responses achieve an instruction following rate of 82.64% and a
factual correctness rate of 85.14%. These results indicate that ChemOrch can generate responses
that are aligned with user intent and maintain a high level of scientific reliability. Notably, the
gap between instruction following and factual correctness suggests that factual errors are not the
primary limitation; rather, improving instruction grounding, especially for complex multi-step queries,
remains a potential area for enhancement. It is worth noting that integrating the tool pool significantly
enhances ChemOrch’s ability to generate factual responses. On name and property prediction
tasks, ChemOrch achieves 75.00% accuracy, significantly outperforming GPT-40’s 22.50% without
tool usage (see Appendix F). Moreover, we identify some failure modes of ChemOrch in human
evaluation, providing some insights for future improvement, as detailed in Appendix K.

Constraint Following. To evaluate whether the instruction generation model adheres to user-specified
constraints, we conduct a targeted constraint-following experiment. Specifically, we define 10 distinct
categories of constraints, each encompassing multiple concrete constraint types. These categories
cover aspects such as linguistic properties (e.g., sentence length, style), domain grounding (e.g.,
application domain, problem context), and knowledge control (e.g., knowledge level, concreteness,
quantitative expression), as detailed in Appendix L.

To evaluate them, human annotators were asked to judge whether the generated instruction satisfies
the specified requirement. The evaluation results are summarized in Figure 5. We observe that the
instruction generation model demonstrates strong constraint alignment across most categories. In
particular, it achieves 100% adherence in language style, application domain, problem context, and
specific knowledge usage, indicating excellent controllability in terms of surface form and task seman-
tics. The model also performs well on sentence length and quantitative level constraints, achieving
90% consistency. Notably, slightly lower scores are observed for knowledge level, knowledge source,
and problem attribution (all at 85%), suggesting that while the model captures the intent of most
constraints, nuanced knowledge-related instructions remain more challenging.

4.4 Application 1: Facilitating LLMs’ Evaluation in Chemistry

In this section, we demonstrate the effectiveness of ChemOrch in facilitating both alignment of
evaluation signals and the identification of weaknesses in LLMs on chemistry tasks. While many
benchmarks have been proposed for evaluating the chemical abilities of LLMs [30, 11, 31, 32],
constructing such datasets is often time-consuming and labor-intensive. ChemOrch offers a scalable



alternative by enabling the automatic generation of evaluation datasets for a given task, especially for
those that are underrepresented, rarely addressed, or incorrectly handled in existing benchmarks. To
assess ChemOrch’s effectiveness in evaluation, we conduct two experiments: 1) Comparing LLM
performance on ChemOrch-generated vs. existing benchmarks for consistency in trends; 2) Testing
whether ChemOrch can expose LLM weaknesses in underrepresented chemical tasks. Additional
experimental setup details are provided in Appendix B.

1) ChemOrch vs. Existing Benchmarks: Aligning Evaluation Signals. To assess whether
ChemOrch is comparable to existing benchmarks, we select two chemical tasks, property prediction
(PP) and molecular captioning (MC), with expert-curated evaluation samples from [31]. We run
ChemOrch to generate 400 test samples for the same benchmarking tasks (used as few-shot examples
as a constraint in ChemOrch), ensuring they are comparable in scope and difficulty to those in the
benchmark. The results in Table 2 show that ChemOrch evaluation exhibits strong correlations with
the original benchmarks: for PP, the Pearson correlation is 0.735 with a p-value of 0.024; for MC,
the correlation is 0.948 with a p-value less than 0.001. While absolute error values vary across
evaluated LLMs, their relative ranking remains largely preserved, indicating ChemOrch’s consistency
in comparative evaluation. This validates the reliability of ChemOrch, and highlights its potential for
future use in scalable and adaptive evaluation.

Table 2: The evaluation results (PP: Accuracy (0-
1), MC: Score (1-5)) of two chemistry tasks on the
original dataset (Ori.)[31] and generated dataset
powered by ChemOrch (Ours).

2) ChemOrch excels at revealing LLM weak-
nesses in chemistry by generating test data.
We identify several important chemical tasks
that have not been widely covered in existing

LLM benchmarks such as Lipophilicity Predic- Property Pred. Molecule Cap,

tion. As shown in Table 3, we evaluate vari- Model
ous models on samples generated by ChemOrch Ori. ~ Ours Ori.  Ours
solely from the task metadata (from authoritative Llama-3.1-8B-Ins. 0203  0.051 328  3.52
databases) and its description, without using any ~ Qwen2.5-7B-Ins. 0.580 0277 454 534
annotated examples. The results show that most ~ GPT-4o-mini 0418 0292 552  6.56
models perform poorly on these tasks, revealing =~ GPT-4o 0.548 0441 590  6.60
significant gaps in their chemical reasoning ca- ~ Qwen3-14B 0.593 0549 5.66  6.60
gemma-3-27b-it 0.300 0.328 4.96 6.56

pabilities. This not only highlights the need for
f . . DeepSeek-V3 0.450 0.523  5.92 6.96
urther improvement in LLMs but also demon-

ChemOrch’s effecti in identifvi Llama-3.3-70B-Ins.  0.470  0.364  4.96 6.14
stra}tes emOrch’s effectiveness 1n 1dentifying Claude3.5-haiku 0565 0535 5.86 6.62
their weaknesses.

Table 3: Model performance (Accuracy) on fine-grained tasks in chemistry. B3D3 means Blood-Brain
Barrier Penetration Prediction, DDI means Drug-Drug interaction.

Model B3D3 Prediction DDI Prediction Lipophilicity Prediction
Llama-3.1-8B-Instruct 0.058+0.010 0.000+0.000 0.013+0.000
Qwen2.5-7B-Instruct 0.236+0.010 0.22440.010 0.03640.004
GPT-40-mini 0.256+0.010 0.17610.015 0.036+0.004
GPT-40 0.2854+0.020 0.133+0.012 0.027+0.007
Qwen3-14B 0.47110.004 0.347+0.007 0.088-+0.010
gemma-3-27b-it 0.34240.004 0.520+0.013 0.042410.007
DeepSeek-V3 0.313+0.018 0.280+0.012 0.062+0.004
Llama-3.3-70B-Instruct 0.133+0.007 0.140+0.000 0.03640.008
Claude3.5-haiku 0.287+0.013 0.107+0.007 0.056+0.004

4.5 Application 2: Improving LLMs’ Chemistry Intelligence

In this section, we demonstrate the effectiveness of the samples generated by ChemOrch in enhancing
the chemistry capabilities of LLMs. ChemOrch is used to create diverse samples across a range
of tasks, including task-specific questions, general Q&A, chemistry reasoning, and tool usage. We
finetune Llama-3.1-8B-Instruct [33] and Qwen-2.5-7B-Instruct [34] by SFT on generated samples.
More details are provided in Appendix B.

Improvement on both the chemistry general-purpose Q&A and task-specific questions. As
shown in Figure 6, property prediction accuracy increased by around 35% for Llama-3.1-8B-Ins.,
indicating a stronger ability to infer molecular properties. For Molecule Captioning, scores improved
from 0.5 to 1.2 for Llama-3.1-8B-Ins. and Qwen-2.5-7B-Ins., showing that models generated
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Figure 6: Fine-tuning results of Llama-3.1-8B-Instruct and Qwen2.5-7B-Instruct on tasks such as
property prediction, molecule captioning, General QA and tool usage.

more accurate and informative descriptions. Similarly, in general, chemistry Q&A, we observed a
comparable increase, suggesting enhanced domain understanding and reasoning ability. These results
demonstrate that ChemOrch effectively boosts both specialized and general-purpose chemical Q&A.

Improvement on the chemistry reasoning capability. We evaluate how LLMs can improve their
reasoning capability by fine-tuning on ChemOrch-generated data, promoted by chemistry reasoning
questions from MMLU-Pro [32]. As shown in Table 4, both models show notable improvements
over their vanilla baselines. For Llama-3.1-8B-Instruct, accuracy rises from 13.9% to 28.99% with
500 training samples. However, gains plateau beyond 200 samples, possibly due to the model’s
limited capacity or a distributional mismatch between ChemOrch data and Llama’s generation style,
which may hinder effective learning. In contrast, Qwen-2.5-7B-Instruct benefits more significantly
from larger sample sizes, improving from 24.64% to 37.97%, suggesting stronger alignment with
ChemOrch data and better instruction-following ability. Overall, these results demonstrate that
ChemOrch can substantially enhance LLMs’ chemistry reasoning capability.

Improvement on the agentic capability. The agentic framework has begun to receive attention
within the chemistry domain [8], where tool-use capability is considered one of the most critical
aspects of agentic models. To investigate whether ChemOrch can enhance a model’s ability to use
tools, we leveraged it to dynamically generate instructions and corresponding code snippets for two
widely used chemistry tools: RDKit and PubChem. These generated examples were then used to
fine-tune the model. As shown in Figure 6, the tool-use accuracy of the models improved significantly
after fine-tuning. Notably, Llama-3.1-8B-Instruct achieved a relative improvement of over 50%,
highlighting ChemOrch’s effectiveness in facilitating tool-oriented skill acquisition.

1.7
# Sample Llama-3.1-8B-Ins. Qwen-2.5-7B-Ins. _ 0 Lse lie
Vanilla 0.1391£0.0071 0.2464-0.0011 E * The effectiveness 3 E
n=200 0.28120.0041 0.2870-+0.0123 £ of selfrepairing The effectiveness
n=300 0.2464.+9.0082 0.2928 10,0147 ¢ ortoldtlaton 8
n=400 0~2725:t0,0082 0.3478i()‘0213 s 20 13
n=500 0.289910.0041 0.379740.0041 10 .

Failed w/o  Failed w/  Sufficiency Avg. tools  Avg. tools
self-repairingself-repairing validation — w/o distill. ~ w/ distill.

Table 4: Model performance (Accuracy) on chemistry
reasoning questions of MMLU-Pro [32] under differ-
ent training sample sizes.

Figure 7: Ablation analysis of the core mod-
ules in ChemOrch.

4.6 Effectiveness of Core Modules in ChemOrch

The effectiveness of the difficulty reward model M i has been verified in Appendix D. The ablation
studies of other modules including tool distillation, self-repairing, and sufficiency validation are
shown in Figure 7. As we can observe, ablating each module in turn highlights its impact in a single
sweep: disabling self-repairing causes the tool-execution failure rate to jump from 18% to 47%,
adding sufficiency validation catches an extra 13% of incomplete or inadequate outputs, and applying
tool distillation cuts the average number of tools invoked from 1.58 to 1.24 with no loss in overall
success. These results indicate the effectiveness of core modules in ChemOrch.
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4.7 Scalability of ChemOrch

ChemOrch supports scalable tools for handling more extensive chemistry tasks. For example,
ChemOrch can support alternative molecular encodings, such as graph-based, tree-structured, or
JSON representations by easily integrating a new tool function, which is detailed in Appendix O.

5 Conclusion

We introduce ChemOrch, a transformative framework for generating high-quality, tool-grounded
instruction—response pairs in chemistry. It significantly lowers the barrier for assessing and further
improving LLMs on chemistry tasks, particularly through the integration of chemical tools that
enable accurate and verifiable reasoning. Its principles—task-conditioned generation, tool grounding,
difficulty calibration, and repairability—are domain-agnostic and could help build cross-disciplinary
Al models with expert-level abilities.
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A Related Work

Chemistry of LLMs. LLMs are demonstrating remarkable capabilities within the chemistry do-
main. Key applications include predicting molecular properties[35, 14], generating novel molecular
structures[36, 31, 37], and tackling complex problems in chemical synthesis and reaction informatics,
such as planning reaction pathways and predicting outcomes[7, 38]. An emerging paradigm involves
deploying LLMs as autonomous agents [39, 40], exemplified by systems like ChemCrow [41] and
Coscientist [42], which integrate the LLM’s reasoning capabilities with specialized external tools to
automate complex scientific workflows. Despite this progress, significant challenges hinder LLMs
from reaching their full potential in chemistry. Progress still stalls for three reasons: curated chemistry
instructions are scarce, generic synthetic pipelines overlook molecular structure and domain rules,
and existing generators struggle to produce diverse yet verifiable prompts and answers. These gaps
motivate ChemOrch, which combines task-controlled instruction generation with tool-grounded,
executable responses to yield large-scale, chemically sound training data.

Synthetic data of LLMs. LLMs have shown remarkable capabilities in generating synthetic data
[43]. Unlike earlier approaches centered on traditional language models [44], latest LLMs offer
greater potential for producing high-quality synthetic datasets across a variety of domains, including
multilingual question answering [45], conversational agents [46], instruction tuning [18, 47, 48, 15],
enhancing truthfulness [49], and promoting data diversity [50-53]. Most recently, DataGen [16]
was introduced as a framework for generating high-quality textual datasets, enabling more targeted
evaluation and improvement of LLM capabilities. Similarly, Lee et al. present Janus, an LLM trained
on synthetically generated, diverse system messages to support personalized and general alignment
[54]. Notably, Phi-4 [55] strategically incorporates synthetic data throughout the training process,
which achieves an excellent performance on various downstream tasks.

B Details of Experiment Setup

Generation Details. We include task descriptions in Table 5 and Table 6. For General Chemistry
Q&A, we use the chemistry-related topics as constraints, as shown in Table 11 and Table 12. For
task-specific challenges, we generate the dataset as follows:

* Property Prediction & Molecule Captioning: We leverage data samples from ChemLLMBench
[11] as few-shot exemplars to guide the generation process of ChemOrch.

* Tool Usage: During generation, ChemOrch performs web searches to retrieve relevant code blocks
or examples based on the instruction. To ensure correctness, the retrieved code is executed locally,
and any code that results in errors is filtered out.

* Chemistry Reasoning: We use selected 115 examples from the chemistry reasoning questions
in MMLU-Pro [32] (distinct from the evaluation set) as constraints (few-shot learning) to guide
the model’s generation. During this process, ChemOrch typically produces executable code for
performing calculations and obtaining answers. To enable the synthesis of reasoning chains, we
introduce an additional constraint that requires the model to generate code with printed intermediate
results, thereby making the reasoning process explicit.

* BBB Penetration Prediction & DDI Prediction & Lipophilicity Prediction: We sample 200
seed data points for each task from three authoritative databases as the metadata for generation.
The BBB penetration prediction comes from B3DB [56], the DDI prediction comes from TDC
[57-59], and the lipophilicity prediction comes from MoleculeNet [60]. We transform the data into
JSON format for each task as its metadata. Then, we send the metadata to both the IG and the RG
models to generate accurate and reliable instruction-response pairs.

Task Evaluation. For evaluation, we adopt an LLM-as-a-Judge framework [61] across all tasks.
Except for the molecule captioning task, where the LLM assigns a score from 1 to 5 by comparing
the generated molecular description with the annotated description, as shown in Figure 34, all other
tasks are evaluated by directly comparing the generated answers with the ground truth to determine
correctness and reporting accuracy, as in Figure 33. For tasks involving tool usage, we similarly
assess the correctness of the generated functional code block by comparing it to the ground truth
implementation, treating it as a binary classification task, as in Figure 32.

Data Used in Experiments. For statistical analysis in subsection 4.2 and human evaluation in
subsection 4.3, we randomly select 400 data points from both the General Chemistry Q&A and
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Task-Specific Challenges datasets. To evaluate constraint adherence, we generate 100 instructions
across 10 categories. The dataset used for the chemistry evaluation in subsection 4.4 contains 400
examples per task. For the fine-grained evaluation, each task includes 150 examples. For the fine-
tuning experiments described in subsection 4.5, each of the three tasks (property prediction, tool
usage, and molecule captioning) includes 400 samples for training and 400 for testing, with the test
data sampled from the original benchmark [14]. For the general Q&A task, 1000 samples are used for
training and 200 for testing—the larger size reflects the broader scope of chemical knowledge required.
The ablation study of the ChemOrch module is conducted using a separate set of 200 data points. For
all testing sets, we conduct a human evaluation to filter out low-quality data points.

Hyperparameter Setting. In our framework, we set a few hyperparameters to optimize the ability of
our model. We set top_k = 5 and tool_distilling_num_threshold = 5 in the tool selection
module to guarantee the selected tools’ diversity and avoid tool redundancy. In the tool invaca-
tion module, we set script_fixing_num_threshold = 3, error_fixing_num_threshold =
3, and effectiveness_checking num_threshold = 5. These settings ensure accurate code
generation, which is closely related to the correctness of the results.

Table 5: Fine-Tuning Tasks

Task Name Description

Name Prediction Predict the IUPAC name of the given molecular SMILES.

Property Prediction Predict the property of molecules that the given reactants’ SMILES represent.

Hydration free energy prediction Predicts free energy of hydration of molecules, important for understanding
solvation and interactions.

Molecule Captioning Provide a detailed description of the molecule that the given molecular SMILES
represents.

Reaction Prediction Predict the main product SMILES according to the given reactants’ SMILES.

Table 6: Fine-grained Evaluation Tasks

Task Name Description

DDI Prediction Predict the interaction type between two drugs.

BBB Penetration Prediction Predict compounds’ blood-brain barrier penetration.
Lipophility Prediction Predict octanol/water distribution coefficient (logD) at pH 7.4.

Fine-Tuning Details. We fine-tuned two instruction-tuned large language models: LLaMA-3.1-8B-
Instruct and Qwen-2.5-7B-Instruct. All experiments were conducted using a consistent set of
hyperparameters to ensure fair comparison between the models. Training was performed for 3
epochs with a cosine learning rate scheduler and a warmup ratio of 0.1. The learning rate was
fixed at 1e-5, and the per-device training batch size was set to 4, with no gradient accumulation
(i.e., gradient_accumulation_steps = 1). We used bfloat16 (bf16) precision and trained on 4
NVIDIA A100 GPUs to accelerate computation and reduce memory usage. This setup provides an
efficient and reproducible baseline for instruction tuning of large-scale language models.

Constraint Generation. Specifically, we prompt the LLM to generate concrete constraints under the
broader constraint categories listed in Table 13. All the generated constraints are collected and then
sequentially substituted into the instruction generation process of the IG model. In total, we collected
over 100 different constraints to ensure diversity in the generated instructions.

C Details of Manual Review on Tool Decomposition

All sub-tools undergo a two-stage manual review. First, domain experts validate the input/output
specifications, naming conventions, and descriptions to ensure alignment with chemical standards
and usability. Second, reviewers simulate tool usage under realistic settings, including edge cases
such as malformed molecular inputs or ambiguous return types. Through this process, we iteratively
refine sub-tool definitions, add robust error handling, and rewrite unclear descriptions—ensuring that
each sub-tool is both syntactically valid and semantically reliable.
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Instruction: Convert the drawn chemical structure of glucose into its
corresponding SMILES representation, and calculate the mass in grams of 0.5
moles of glucose using its molecular weight.

ChemLLMBench . m
<" Mol-Instructions /% O Q » . Llama3.1-
! ° ° Score: 4 8B-Instruct

Reason for easy: Converting a chemical structure to SMILES requires
Human LLM-based knowledge of chemical notation and understanding of molecular structures. SFT Training
! ] . Reason for difficult: Understanding and converting chemical structures to
O@ Synthetic Data Annotation Refinement SMILES s not intuitive and requires familiarity with chemistry software or
w/ Constraints notation. Additionally, calculating the mass of moles involves knowledge of
molecular weights and mole calculations, requiring attention to detail.

ChemOrch

Figure 8: Data collection and training process of the difficulty reward model with feedback.
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Figure 9: Data distribution comparison of test (left) and train (right) dataset.

The manual review process was conducted by a team of nine experts with diverse academic back-
grounds to ensure both computational and chemical correctness. Specifically, the team comprised
three undergraduate students and six PhD students. Among them, three undergraduates and two PhD
students had a background in computer science, while the remaining four PhD students specialized in
computational chemistry. This interdisciplinary composition ensured that each function was reviewed
effectively.

D Details of the difficulty reward model with feedback

Training data collection. To train the difficulty reward model M s, we construct a dataset com-
prising both synthetic and human-annotated instructions. The synthetic portion is generated using
ChemOrch framework, covering a diverse range of chemistry tasks with variation introduced through
a wide set of constraints, including both manually designed templates and LLM-generated constraint
prompts. To complement this, we incorporate real instructions from existing datasets such as Chem-
LLMBench [11] and Mol-Instructions [15], which are manually annotated by a team of three
experts major in computational chemistry. Each instruction is labeled with a difficulty score on a
1-5 scale, along with textual explanations indicating the reasons for its simplicity and difficulty. To
improve clarity and consistency, annotators use GPT-4o to refine their drafted annotations, helping
to standardize language and eliminate ambiguity without altering the core assessment. Finally, we
collect 3390 annotated data items.

Training details. We then train M using supervised fine-tuning (SFT) to jointly predict the
difficulty score and generate the corresponding feedback. The Meta-Llama-3.1-8B-Instruct is trained
on 4xA100 for 3 epochs with a per-device batch size of 2, gradient accumulation of 1, and bf16
precision. The training employed the AdamW optimizer with a learning rate of 1 x 107> and a cosine
decay schedule. We used LLaMA-Factory [62] for the training process.

Effectiveness evaluation. The effectiveness

evaluation is performed on a test instruction Table 7: Human alignment rate of M .
dataset of 900 samples, whose data distribution
is tightly aligned with the training data of 3390 Difficulty Score Human Alignment Rate
samples, as depicted in Figure 9, ensuring con- 1 100%
sistency across datasets. In our human evalu- 2 88.9%
ation protocol, each predicted difficulty score 3 85.7%
is presented to a computational chemistry ex- ‘51 ﬁ%ggf’
0

pert alongside the corresponding instruction and
the textual explanation. The expert then judges
whether the score and reasoning are appropriate

Total 87.0%

18



Human Evaluation Guideline

Objective

The objective of this validation task is to assess the quality of model-generated responses based
on their corresponding instructions. Specifically, your role is to determine whether the response
appropriately addresses the instruction and is factually accurate.

Files and Format
You will be provided with a JSON file containing a list of examples. Each example is represented
as a dictionary with multiple fields. For this task, please focus exclusively on the following two:

e instruction: The user-provided prompt or question.
* response: The answer generated by the model.

Your task is to evaluate the quality of each response with respect to the instruction.

Evaluation Criteria
For each example, assign one of the following labels:

* 1 (Pass): The response accurately and sufficiently answers the instruction, with no factual
errors.

¢ 0 (Fail): The response fails to address the instruction, or contains factual inaccuracies,
hallucinations, or misleading content.

* N/A (Uncertain): You are unable to confidently determine the quality of the response, due to
ambiguity, insufficient domain knowledge, or unclear instruction.

Figure 10: Human evaluation guideline of response quality.

or not. Table 7 summarizes the effectiveness evaluation results, showing the alignment rate between
M igr and human expert judgments.

Mg demonstrates a robust overall human alignment rate of 87%, indicating that the model success-
fully captures the nuances of chemistry instruction complexity. Difficulty levels 1 and 5 achieved
perfect alignment (100%), while levels 2, 3, and 4 showed high alignment rates of 88.9%, 85.7%, and
86.8%, respectively. These results confirm that the model accurately reflects human judgment across
varying complexity levels.

E Human Evaluation Details For Response Quality

Evaluation Guideline. The human evaluation guideline is shown in Figure 10. To ensure the
reliability and professionalism of the assessment, the evaluation was conducted over a total of 400
samples by four Ph.D. students with backgrounds in computational chemistry. The guideline instructs
annotators to determine whether the model-generated response (i) appropriately addresses the given
instruction and (ii) contains no factual errors. Each response is labeled as 1 (Pass), 0 (Fail), or N/A
(Uncertain), depending on its accuracy and relevance. Annotators are instructed to focus solely on
the instruction and response fields from each data entry. For the final analysis, samples labeled
as N/A were excluded to ensure statistical validity.
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Figure 11: Statistics of reasoning step numbers in generated responses.
F Baseline Comparison

We collect 120 reliable metadata items from PubChem [20] and TDC [57-59] and send them to
the IG model to generate the name prediction and property prediction task instructions. Then, we
generate the responses using ChemOrch and the baseline model (GPT-40 [23]) for these tasks.

To evaluate the correctness of the generated pairs, we adopt LLM-as-a-Judge [61] to calculate the
accuracy of ChemOrch and the baseline model. Our framework illustrates a high accuracy rate of
75.00%, which is significantly higher than the 22.50% of the baseline model.

G Reasoning Steps of Generated Responses

We automatically parse and get the number of steps in each response by GPT-40. As illustrated in
Figure 11, ChemOrch-generated responses exhibit a wide range of reasoning depths, with over 70%
requiring more than five intermediate steps. This indicates that our framework promotes non-trivial,
multi-stage reasoning beyond template-based generation. Moreover, the average number of steps
varies substantially across topics, from more than nine steps for quantum-level predictions to fewer
than six for format conversions, reflecting the framework’s adaptive planning capability. These results
validate the core design of ChemOrch: it is able to support diverse, complex, and execution-grounded
reasoning chains at scale.

H Reliability of LLM-as-a-Judge Evaluation

To evaluate the quality and correctness of model-generated outputs across various tasks, we adopt the
LILM-as-a-Judge paradigm, which leverages large language models to assess generated responses.
Given the growing use of this evaluation strategy in recent literature, it is important to establish its
empirical reliability, particularly in the absence of clear rule-based or human-labeled ground truth for
complex tasks.

While rule-based metrics remain appropriate for simple binary classification, they may introduce
inaccuracies in semantic evaluation (e.g., by failing to match semantically equivalent responses that
differ lexically). The LLM-as-a-Judge approach offers broader applicability by capturing contextual
nuances and aligning better with human preferences.

To assess the validity of this approach, we conducted a human—LLM agreement study across three
tasks using two representative instruction-tuned models: L1ama-3.1-8B-Instruct and Qwen-2.5-
7B-Instruct. As shown in Table 8, Table 9, and Table 10, the results indicate strong alignment
between automated scoring and human judgment: 1) Binary classification (Property Prediction):
agreement up to 99.75%; 2) Binary classification (Tool Usage): agreement up to 97%; 3) Score-
based evaluation (General QA): average Pearson correlation » = 0.796 (all statistically significant).
These results support the robustness of LLM-based evaluators as proxies for human judges in
large-scale evaluation pipelines.
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Table 8: Human—LLM agreement on property prediction task.

Model Batch 1 Batch 2 Avg. Alignment
Llama-3.1-8B-Instruct (1) 49/50 (98%)  50/50 (100%) 99%
Llama-3.1-8B-Instruct (2)  50/50 (100%) 50/50 (100%) 100%
Qwen-2.5-7B-Instruct (1)~ 50/50 (100%) 50/50 (100%) 100%
Qwen-2.5-7B-Instruct (2)  50/50 (100%) 50/50 (100%) 100%
Overall Average — — 99.75%

Table 9: Human-LLM agreement on tool usage task.

Model Batch 1 Batch 2 Avg. Alignment
Llama-3.1-8B-Instruct (1) 47/50 (94%) 46/50 (96%) 95%
Llama-3.1-8B-Instruct (2)  47/50 (94%) 50/50 (100%) 97%
Qwen-2.5-7B-Instruct (1)  48/50 (96%) 50/50 (100%) 98%
Qwen-2.5-7B-Instruct (2)  48/50 (96%) 50/50 (100%) 98%
Overall Average — — 97 %

I Details of Selected Tools

ChemOrch leverages two categories of tools: chemistry-related tools such as RDKit [19] and
PubChem [20] and general-purpose tools like web search.

RDKit. We utilize RDKit?*[19]-a widely adopted open-source cheminformatics toolkit—for molecular
representation and processing during data synthesis. RDKit provides essential functionalities for
SMILES parsing, molecular graph construction, substructure matching, and descriptor computation,
which are critical for generating chemically valid and structurally diverse input-output instruction
pairs. Its seamless integration with Python and support for 2D/3D molecular operations make it
particularly suitable for large-scale instruction generation in the chemistry domain.

PubChem. We also incorporate data from PubChem?® [20], a public repository maintained by
the National Institutes of Health (NIH), which provides comprehensive information on chemical
compounds, including their molecular structures, properties, bioactivities, and identifiers. PubChem
serves as a reliable source for curating chemically diverse and biologically relevant compounds.

Web Search. We leverage the web search tool provided via the OpenAl API* to retrieve up-to-date
and domain-relevant information from the internet in real time. This enables our framework to enrich
instruction data with factual context and emerging knowledge beyond the model’s pretraining corpus.

Reasons for Selection of PubChem and RDKit. We select PubChem and RDKit as the foundational
tools in ChemOrch due to their broad functionality, stable APIs, and suitability for function-level
decomposition. While alternative toolkits such as DeepChem [63] and ASKCOS [64] are widely
used in the chemistry community, they present practical limitations in the context of instruction-based
tool invocation. DeepChem [63], for instance, emphasizes model training and evaluation pipelines,
requiring users to manage datasets, train predictors, and interpret model outputs. This training-
heavy workflow is often too heavy-weight for lightweight, step-level function calling and lacks the
immediacy and transparency needed for modular LLM usage. ASKCOS [64] provides powerful
capabilities in retrosynthesis and reaction planning but is optimized for end-to-end synthesis tasks
and requires complex orchestration or server-side APIs, making it difficult to extract self-contained
functions for flexible invocation.

In contrast, RDKit offers atomic-level cheminformatics operations (e.g., SMILES parsing, substruc-
ture matching, fingerprinting) with lightweight and stable interfaces. PubChem provides robust access
to curated compound data and chemical identifiers through scalable and open APIs. They strike a

2
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Table 10: Human-LLM agreement on score-based evaluation (General QA).

Model Pearson r
Llama-3.1-8B-Instruct (1) 0.741
Llama-3.1-8B-Instruct (2) 0.728
Qwen-2.5-7B-Instruct (1) 0.859
Qwen-2.5-7B-Instruct (2) 0.854
Average 0.796

balance between expressiveness, modularity, and integration ease—making them ideal building blocks
for constructing function-level primitives in ChemOrch.

Table 11: Molecular property prediction topics.

Topic Name

Description

Partition coefficient prediction

Water solubility prediction
Hydration free energy prediction

Lipophilicity prediction

Quantum chemical properties pre-
diction

Blood-Brain Barrier Penetration
prediction

Protein-Ligand Binding Affinity
prediction

BACE Inhibition prediction

HIV Inhibition prediction

Side Effect prediction

Drug-Drug Interaction prediction
Clearance prediction

Oral Bioavailability prediction
Enzyme Interaction prediction

pKa prediction

This task involves predicting the partition coefficient (log P) of molecules, which
reflects their hydrophobicity and is crucial for understanding their pharmacoki-
netic properties.

This task involves predicting the solubility of compounds in water, using datasets
like ESOL.

Predicts free energy of hydration of molecules, important for understanding
solvation and interactions.

Predicts tendency to dissolve in lipids, a measure of lipophilicity.

Predicts quantum chemical properties, such as energies and geometries, using
QM7, QMS, and QM9 datasets.

The task involves predicting molecules’ Blood-Brain Barrier penetration capa-
bility.

Predicts binding affinity in terms of Kd (dissociation constant) using PDBbind
data.

Predicts compound’s ability to inhibit BACE protein.

Predicts compound’s ability to inhibit HIV replication.

Predicts the side effects of drugs across multiple categories.

Whether two drugs will interact, and their interaction type.

Forecasts the clearance rate of compounds from biological systems.
Determines whether a molecule is orally available or not (or has prodrugs).
Identifies which enzyme(s) a drug inhibits.

The task involves the estimation of the acid dissociation constant (pKa) of

molecules.

J Broader impacts

ChemOrch represents a transformative advancement at the intersection of LLMs and computational
chemistry. By generating high-quality, tool-grounded instruction—response data at scale, ChemOrch
lowers the barrier for training and evaluating LLMs on chemistry tasks. This capability has particular
value for researchers and institutions with limited access to curated chemical datasets, helping to
democratize access to domain-specific tools powered by generative Al

ChemOrch can accelerate scientific discovery. It equips LLMs with structured chemical reasoning
abilities, which can support innovation in areas such as drug discovery, materials design, and reaction
informatics [65]. Researchers can use ChemOrch-generated tasks to identify model weaknesses,
construct fine-tuning datasets, and conduct more rigorous benchmarking. These capabilities can lead
to faster hypothesis testing, reduced experimental costs, and more informed scientific decisions.

ChemOrch can support education and workforce development. The system can generate chem-
istry problems and reasoning tasks with adjustable difficulty, making it suitable for instructional use.
Students can interact with Al-generated content to deepen their understanding of complex topics,
while educators can tailor assignments to various learning levels. This flexibility makes ChemOrch
especially useful in educational settings with limited access to expert instructors or resources.
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Table 12: Reaction-level prediction topics.

Topic Name

Description

Retrosynthetic Analysis

Reaction Type Classification
Reaction Center Identification

Reaction Condition Recommenda-
tion

Solvent Classification

Ligand Classification

Catalyst Classification

Reaction Temperature Prediction
Reactant Amount Prediction
Reaction Time Prediction

Reaction Workup Recommendation
Yield Prediction

Selectivity Prediction

Reaction Outcome Prediction

The task involves determining feasible starting materials and stepwise synthesis
routes for a target molecule.

This task involves classifying the type of chemical reaction.

This task involves pinpointing the specific site(s) in a molecule where reaction
occurs.

This task involves recommending optimal reaction conditions (solvent, catalyst,
etc.).

The task involves categorizing solvents by their chemical properties.

This task involves categorizing and distinguishing different ligands.

This task involves sorting catalysts into different classes.

This task involves predicting the optimal temperature for a given reaction.
This task involves predicting the required quantities of reactants.

This task involves estimating the reaction duration.

This task involves proposing procedures for post-reaction purification.

The task involves estimating the amount of product formed.

This task involves predicting the selectivity between possible products.

This task involves predicting the outcomes of a reaction given reactants and

conditions.
This task involves explaining why a particular reaction outcome occurs.
This task involves analyzing the preferential formation of stereoisomers.

Reaction Outcome Rationalization
Stereoselectivity Prediction

ChemOrch can enable chemistry-aware autonomous agents. By integrating task decomposition,
tool execution, error correction, and difficulty calibration, ChemOrch provides the foundation for
building LLM-based agents capable of operating in scientific domains [66, 8, 67]. These agents could
assist in experiment planning, molecular analysis, and literature synthesis—enhancing collaboration
between human researchers and AI models.

K Limitations and Failure Modes for the Future Work

Despite the strong performance of ChemOrch in synthesizing domain-specific instructions for chemi-
cal reasoning, our in-depth analysis reveals several unique and non-trivial failure modes that highlight
opportunities for further improvement:

Conflict Between Tool Outputs and Model Knowledge. We observe that factual inaccuracies in
some responses stem not only from tool malfunctions but more subtly from a mismatch between tool
outputs and the model’s internal knowledge. In certain cases, the model ignores the tool’s returned
result—especially when it contradicts its prior knowledge or learned biases [68]. This suggests that
the model does not always treat the tool as a trusted authority. A promising direction to mitigate
this issue is to incorporate an explicit instructional priority hierarchy [69], in which tool outputs are
assigned a higher trust level than model-generated content, encouraging the model to defer to tools in
cases of conflict.

Error Cascades Due to Incorrect Tool Usage. We identify a failure pattern in which an early-stage
tool invocation error—such as supplying an invalid or malformed SMILES string—propagates through
subsequent steps, resulting in entirely flawed reasoning chains. These snowballing errors highlight
the brittleness of current tool integration. A potential solution involves developing more robust error
detection and rollback mechanisms, allowing the system to identify and correct invalid tool inputs
before proceeding with subsequent reasoning steps.

Model Laziness in Complex Instructions. For particularly complex instructions, we find that the
model often resorts to generating high-level guidance (e.g., "You can use PubChem to search...") rather
than executing the task and providing a concrete answer. This “lazy” behavior may be an artifact of
underlying system prompts used in alignment-tuned models (e.g., OpenAl’s usage constraints), which
prioritize efficiency and safety over exhaustive computation. Future work could explore prompt-level
interventions or model fine-tuning strategies to better incentivize execution over delegation.

Planning and Step Ordering Errors. A notable failure mode arises from logical inconsistencies
in the generated reasoning plans—such as incorrect ordering of steps or violations of necessary
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chemical dependencies (e.g., attempting a reaction analysis before retrieving the molecular structure).
These issues reflect a fundamental challenge in planning for domain-specific tasks, where procedural
correctness is tightly coupled with chemical constraints. While much of the current progress in
LLM-based reasoning has focused on general domains, our observations underscore the importance
of domain-adapted reasoning capabilities tailored for chemistry. Future directions may include the
integration of hierarchical planning modules and chemistry-aware workflow decomposition [8], which
explicitly model task-specific execution order and causal dependencies.

L Constraint Examples

We show the constriant examples of different aspects in Table 13.

Table 13: Constraint examples of instruction generation.

Constraint category Example

Sentence Length Use extremely concise sentences, limited to 5-10 words, retaining only the most
essential information.

Language Style Employ a humorous and lighthearted tone with anthropomorphic or whimsical
analogies.

Application Domain Explore physical chemistry problems related to thermodynamics/kinetics calcu-
lations.

Knowledge Level Tailor content for elementary students using only common-sense descriptions.

Knowledge Source Reference recent findings from top-tier journal publications within three years.

Concreteness Extent Maintain completely abstract descriptions without concrete examples.

Problem Context Contextualize within industrial production line scenarios.

Problem Attribution Formulate mechanism analysis questions with electron-pushing arrows.

Specific Knowledge Usage Involve titration equivalence calculations or endpoint determination.

Quantitative Level Develop mathematical models or algorithmic optimization requirements.

M Algorithm of ChemOrch

Algorithm 1 Instruction Generation

Require: Task space 7, Constraint set C, Metadata set M
Require: Instruction Generation model My, Difficulty reward model M g;s¢

1: foreachtaskt € 7 do > Iterate over all tasks
2: for each constraint ¢ € C do > Iterate over all constraints
3: for each metadata m € M do > Iterate over all metadata
4: T Minge(t, ¢, m) > Generate initial instruction
5: (d, e) + Mag(z) > Evaluate difficulty and feedback
6: while difficulty d does not meet target level do > Repeat if difficulty is misaligned
7: T Mins(t, c,m, €) > Regenerate using feedback
8: (d,e) < Maig(x) > Re-evaluate difficulty
9: end while

10: Save or store final instruction x > Store final instruction

11: end for

12: end for

13: end for
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Algorithm 2 Response Construction with Tool-Driven Execution

Require: Instruction z, Metadata m, Tool pool F, Response generation model M g

1: s < Decompose(x) > Decompose instruction into reasoning steps
20 {d1,...,du}  Miegp(s,m) > Predict expected tool descriptions
3: for each d,,, € {d1,...,dyn} do
4: Friw « Top-k retrieved tools via cosine similarity > Semantic retrieval of candidate tools
5: end for
6: FV Unj\le Frow > Aggregate raw candidate tool pool
7: F* < Distill(F™¥, z,s,m, T) > Refine tools via usefulness, expertise, and budget
8: for each f € F* do
9: Sy Mesp(f, ,5,m) > Generate code script for tool f

10: Execute Sy; if success, store output o > Run script and store result

11: if execution fails then

12: for attempt ¢ = 1 to Ry,.x do

13: Capture error e, regenerate Sj(fﬂ) — Miegp (e, Sj(f), m) > Self-repair using error

trace

14: Retry execution

15: if success then

16: Store output o; break

17: end if

18: end for

19: if still failed then

20: Retrieve external documentation and regenerate Sy > Fallback to external guidance

21: end if

22: end if

23: Check result sufficiency for oy; refine if needed > Validate quality of tool output

24: Check if {0y} satisfies instruction x; stop early if sufficient > Early stopping for efficiency
25: end for
26: if final outputs insufficient then

27: Oextra — WebSearch(x, m) > Trigger web search for missing information
28: end if

29: O < {0} rer U{Oextra} > Aggregate all outputs
30: Yy < Miesp(z, O, m) > Construct final response grounded in outputs

N Data Examples and Case Study

To provide a clearer understanding of model behavior in ChemOrch, we present examples of the
model’s output for Instruction Decomposition (Figure 31) and Expected Tool Specification (Figure 14),
using the prompt: “How can Lipinski’s Rule of Five be used to assess the drug-likeness of a
compound?”’. Moreover, we provide examples of generated instruction-response pairs for tasks
including molecule caption, property prediction, general chemistry Q&A, chemistry reasoning, and
tool usage in Figure 15, Figure 16, Figure 17, Figure 18, and Figure 19.

Supplementing our primary experiments, we conducted additional fine-tuning using data generated by
ChemOrch on two downstream tasks, solvent classification and catalyst classification. As shown in
Figure Figure 12, both tasks achieved performance gains. These results further highlight the efficacy
of ChemOrch.

To demonstrate the extensibility of ChemOrch, we present a representative use case involving a
customized tool, as illustrated in Figure 20.
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Figure 12: Fine-tuning results on two tasks: solvent classification and catalyst classification

Instruction Decomposition

Stepl: Research and summarize Lipinski’s Rule of Five, focusing on its criteria for drug-
likeness.

Step2: Identify the key parameters of Lipinski’s Rule of Five: molecular weight, logP, hydrogen
bond donors, and hydrogen bond acceptors.

Step3: Acquire the chemical structure of the compound to be assessed for drug-likeness.
Step4: Calculate the molecular weight of the compound using its chemical structure.

StepS: Determine the compound’s partition coefficient (logP) to evaluate its hydrophobicity or
hydrophilicity.

Step6: Count the number of hydrogen bond donors (e.g., NH or OH groups) in the compound’s
structure.

Step7: Count the number of hydrogen bond acceptors (e.g., N or O atoms) in the compound’s
structure.

Step8: Compare the calculated values against Lipinski’s criteria: molecular weight < 500 Da,
logP < 5, hydrogen bond donors < 5, and hydrogen bond acceptors < 10.

Step9: Assess the compound’s drug-likeness based on its conformity to Lipinski’s Rule of
Five.

Step10: Consider using cheminformatics software tools (e.g., ChemDraw, RDK:it) for auto-
mated calculations and analysis.

Figure 13: Example of instruction decomposition by GPT-4o.

Expected Tool Specification

Molecular weight calculator: Computes the molecular weight of a compound from its chemical
structure.

LogP calculator: Determines the partition coefficient of a compound to assess its hydrophobic-
ity or hydrophilicity.

Hydrogen bond donor counter: Counts NH and OH groups in a compound’s chemical structure.
Hydrogen bond acceptor counter: Counts nitrogen and oxygen atoms in a compound’s chemical
structure.

Cheminformatics structure viewer: Visualizes the chemical structure of a compound.

Figure 14: Example of expected tool specification by GPT-4o.
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Molecule Caption Task

Instruction: Can you provide a descriptive analysis of the molecule that corresponds to the
SMILES: C1=CC(=CC=CINC(=0)C2=CC=C(02)C3=C(C=CC(=C3)CDHCDI?

Response: The  molecule  corresponding to the SMILES  string
C1=CC(=CC=CINC(=0)C2=CC=C(02)C3=C(C=CC(=C3)CDHCDHI has the molecular
formula C17H10CI2INO2 and a molecular weight of 458.082 g/mol. It contains several
functional groups, including an amide group signified by the NC(=0) structure, an ether group
within an aromatic system, and halogens represented by chlorine (Cl) and iodine (I) atoms.
The molecule is highly aromatic, featuring three interconnected aromatic rings. The first
aromatic ring is a phenyl unit C1=CC(=CC=C1), while the second C2=CC=C(02) contains
an ether linkage, making it an aryl ether. The third aromatic ring C3=C(C=CC(=C3)CI)CI
contains two chlorine atoms. Overall, this compound is a halogenated aromatic molecule with
complex characteristics due to its amide, ether functionalities, and halogen substituents, which
provide potential sites for chemical reactivity or interaction. Its structure indicates potential
diverse chemical behavior due to the multiple aromatic systems and functional groups.

Figure 15: Example of molecule caption task from ChemOrch.

Property prediction Task

Instruction: Assess if the compound with SMILES: C1=CC=CC=C1C2=CC=CC=C2 can
penetrate the blood-brain barrier.

Response: Yes. Biphenyl, represented by the SMILES notation
C1=CC=CC=C1C2=CC=CC=C2, demonstrates physicochemical properties that sug-
gest it can penetrate the blood-brain barrier (BBB). Its molecular weight of 154.21 g/mol,

log P of approximately 4.0, polar surface area (PSA) of OAQ, and lack of hydrogen bond
donors or acceptors all fall within the favorable ranges for BBB penetration. Biphenyl’s
non-polar nature and absence of functional groups also suggest minimal interaction with active
transport mechanisms, further indicating its potential for BBB penetration.

Figure 16: Example of property prediction task from ChemOrch.

General Chemistry Question Task

Instruction: What is the role of catalysis in the Haber process for ammonia production?
Response: The role of catalysis in the Haber process for ammonia production is to significantly
enhance the efficiency of the reaction by increasing the reaction rate, facilitating the reaction
mechanism, optimizing operational conditions, and improving industrial significance. Catalysts
lower the activation energy required for nitrogen and hydrogen to react, with iron being a
typical catalyst. This enables the reaction to proceed rapidly at feasible temperatures and
pressures. The catalyst also verifies adsorption of reactants, weakening the nitrogen triple
bond to facilitate the formation of ammonia, while maintaining energy efficiency and cost-
effectiveness, crucial for large-scale production.

Figure 17: Example of general chemistry question task from ChemOrch.
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Chemistry Reasoning Task

Instruction: At 15°C, a solution exhibits a pH value of 2.73. Calculate the corresponding
pOH and the hydroxide-ion concentration, [OHf] .

Response: To solve this problem, we want to determine both the pOH of the solution and the
concentration of hydroxide ions, [OH™], at a temperature of 15°C, given that the solution has
a pH of 2.73. Here’s how you can approach the solution step by step:

1. Understand the Relationship Between pH, pOH, and pKw:

The pH of a solution is a measure of its acidity, while pOH is a measure of its basicity.
The two are related through the ion product of water, K, especially since we know
the temperature-dependent value of K, at 15°C.

. Using pH and pKw to Find pOH:
At any given temperature, there’s a relationship between pH, pOH, and pKw described
by the equation:

pH + pOH = pKw
At 15°C, we know that pKw = 13.94. You’re also provided with a specific pH of
2.73 for the solution. So, to find pOH, we rearrange the equation to:

pOH = pKw — pH = 13.94 — 2.73
By performing this calculation, we determine:

pOH =11.21

. Understanding the Relationship Between pOH and [OH ™ ]:
The pOH value gives us insight into the concentration of hydroxide ions in the solution.
The relationship between pOH and the concentration of OH™ ions is described by:

pOH = —log,, ([OH™])

In order to find [OH ], we need to rearrange this equation to solve for the concentra-
tion:
[OH™] = 107POH

. Calculating the [OH ™| Concentration:
Now, with the pOH we calculated as 11.21, we can determine the concentration of
hydroxide ions:

[OH ] =10""?' ~6.12 x 107 M

This final value tells us the concentration of hydroxide ions present in the solution at 15 °C,
rounding off our solution process using the given inputs. By following these logical steps, we
not only confirm the veracity of the result but also deepen our understanding of the relationships
between pH, pOH, and the ion product of water at specific temperatures.

Figure 18: Example of chemistry reasoning task from ChemOrch.
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Tool Usage Task

Instruction: Utilize the get_compounds function from the PubChemPy library to find the
chemical details for a compound with the SMILES string CC[N+](C)(CC)CCC(C)(C#C)O
and set smiles as the identifier namespace.

Response:

try:
from pubchempy import get_compounds

# define the parameters
identifier_value = "ccln+](c)(cc)ccc(c) (c#c)o"
namespace_value = "smiles'"

# call the get_compounds function with the provided
parameters

result = get_compounds(identifier=identifier_va1ue, namespace
=namespace_value)

# print the result with an explanatory message
print ("the chemical details for the compound with the smiles
string '{}' are: {}".format(identifier_value, result))
except Exception as e:
print ("error: {}".format (e))

Figure 19: Example of tool usage task from ChemOrch.
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Customized tool example

User customized tool information: smiles_from_compound

additional_tool = [{

"tool": "smiles_from_compound",
"module": "ord_schema.message_helpers",
"description": "Fetches or generates a SMILES identifier for

a compound. If a SMILES identifier already exists, it is
simply returned.",
"parameters": {"compound": "reaction_pb2.Compound message."},
"documentation": "https://docs.open-reaction-database.org/en/
latest/ord_schema/ord_schema.html#module-ord_schema.
message_helpers"

}H
Tool calling script:

import ord_schema.message_helpers
from ord_schema import reaction_pb2

try:
# Create a Compound object and add a SMILES identifier for
ethanol
compound = reaction_pb2.Compound ()
identifier = compound.identifiers.add()
identifier.type = reaction_pb2.CompoundIdentifier.SMILES
identifier.value = "CCO"

# Call the function from the module with the properly formed
compound object
result = ord_schema.message_helpers.smiles_from_compound (
compound)
print ("The SMILES string for ethanol is:", result)
except Exception as e:
print ("Error:", e)

Figure 20: Example of customized extended tool.
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I T I ST R

O Scalability Example

Importantly, ChemOrch can be readily extended to handle alternative molecular formats by simply
introducing appropriate conversion functions in the preprocessing stage. For example, to support
graph-based representations, one only needs to add a transformation module before the main task.
Below, we provide a code snippet illustrating how ChemOrch can seamlessly convert a graph
representation:

def graph_to_iupac_name(graph):
mol = Chem.RWMol()
atom_idx_map = {}

# Add atoms

for i, atom_info in enumerate(graph["atoms"]):
atom = Chem.Atom(atom_info["element"])
atom.SetFormalCharge (atom_info.get ("charge", 0))
atom.SetIsAromatic(atom_info.get("is_aromatic", False))
idx = mol.AddAtom(atom)
atom_idx_map[i] = idx

# Add bonds

bond_order_map = {
"single": Chem.rdchem.BondType.SINGLE,
"double": Chem.rdchem.BondType.DOUBLE,
"triple": Chem.rdchem.BondType.TRIPLE,
"aromatic": Chem.rdchem.BondType.AROMATIC

added = set()
for al, neighbors in graph["bonds"].items():
for a2, bond_type in neighbors:
if (a2, al) in added:
continue
bt = bond_order_map.get (bond_type.lower())
if bt is None:
raise ValueError (f"Unknown bond type: {bond_type}")
mol.AddBond(atom_idx_map[al]l, atom_idx_map[a2], bt)
added.add((al, a2))

mol.UpdatePropertyCache(strict=False)

Chem. SanitizeMol (mol)

return pcp.get_compounds(Chem.MolToSmiles(mol, canonical=True),
— 'smiles') [0] .iupac_name
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P Prompt Template

Instruction Synthesis Prompt

You are an advanced Al assistant tasked with generating high-quality instructions for synthetic
dataset creation.

Your goal is to produce a diverse set of instructions (or questions) based on a given user task.
The corresponding answers will be generated later to form a dataset.

### **Instructions:**

1. **Task Understanding:** Carefully analyze the provided task and determine its core
objective.

2. **Instruction Generation:** Create exactly ‘n‘ unique instructions related to the task. The
instructions should be diverse in phrasing and complexity.

3. **Clarity & Context:** Ensure each instruction is clear and provides enough context for an
Al model to generate a meaningful response.

4. **Format:** Return the instructions strictly as a Python-style list of strings.

5. **Custom Constraint:** {custom_constraint}

6. **Metadata:** If metadata is provided, your instructions should adhere to it.

### **Example: **

##### **User Task:** Toxicity Prediction

#### **Generated Instructions (Example Output):**

[

"Does benzo[a]pyrene exhibit toxicity to humans?",

"What is the acute toxicity of trichloroethylene?",

"Does bisphenol A have endocrine-disrupting effects?",

"Do pyridine compounds have neurotoxic effects?",

"Does tetraethyl lead pose long-term toxicity risks to the environment and humans?"

]

Figure 21: Instruction synthesis prompt for ChemOrch.

NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
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Instruction Decomposition Prompt

You are an advanced Al assistant tasked with planning how to solve a given instruction.
Your goal is to **break down the problem into structured steps** that can be executed using
external tools or reasoning. You should **not** provide an answer—only a plan.

### **Instructions: **

1. **Understand the Instruction:** Carefully analyze the given instruction to determine its
requirements.

2. **]dentify Key Elements:** Identify key components such as subject, method, and expected
output.

3. **Break Down into Steps:** Generate a structured plan consisting of logical steps that
guide the problem-solving process.

4. **Ensure Tool Compatibility:** If an external tool is likely required (e.g., a chemical
database, scientific literature, mathematical solver), indicate it explicitly.

5. **Format:** Return the planning steps strictly as a Python-style list of strings.

6. **Metadata:** If metadata is provided, your planning should centre on it.

Now, generate a structured plan for the following instruction:

Instruction: {instruction}

Ensure the output is formatted strictly as a Python list of strings.

Figure 22: Instruction decomposition prompt for ChemOrch.

Tool Planning Prompt

You are an advanced Al assistant tasked with defining the ideal tools for executing a plan.
Your goal is to describe the functionalities of these tools concisely, ensuring that each tool
serves **one specific purpose**.

### **Instructions: **

1. **Analyze the Planning Steps:** Carefully review the provided planning steps to determine
what kind of external tools would be needed to complete them.

2. **Define the Ideal Toolset:** Describe **only the necessary** tools, ensuring that each
tool performs only **one function**.

3. **Keep Descriptions Concise:** Each tool description should be brief and focused on its
function.

4. **Limit the Number of Tools:** Minimize the number of tools by **combining related
functionalities** into single tools where applicable.

5. **Format:** Return the tool descriptions strictly as a Python-style list of strings.

6. **Metadata:** If metadata is provided, your tool planning should refer to it.

Now, generate a structured list of ideal tool descriptions for the following planning steps:
Planning Steps: {planning_steps}

Ensure the output is formatted strictly as a Python list of strings, with each tool description
containing only one function.

Figure 23: Tool planning prompt for ChemOrch.

acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.
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Tool Retrieval Prompt

I will give you the task, a tool name, and its description.

Your goal is to confirm whether the tool can be used to solve the task.

Instructions:

1. You need to extract the final targets of the task and determine whether it requires a specific
tool or multiple tools.

2. First, you need to focus on solving the final targets of the task.

3. Second, if the task requires multiple tools and this tool excels in one aspect of the task, it is
also useful.

4. If metadata is provided, your choice of tool should be based on the requirements of the
metadata.

Output format:

1. If the tool can be used for solving the task, return the tool index only. It should be an integer.
2. If the tool can’t be used for solving the task, return the string "no" only. It should be a string.

Figure 24: Tool retrieval prompt for ChemOrch.

Tool Distillation Prompt

I will give you a list of tools that have been screened, and they are all related to the task. T will
also give you the raw task.

Problems:

1. Although these tools are all related to the task, some may be indirectly related to the task, or
the tool may not be an expert in the task.

2. Some tools may not be able to solve the final targets of the task.

Your goal is to check the tools and confirm whether they need to remove some indirectly
related tools.

Strategies for tool selection:

1. Pay attention to the tools’ names. The tool name contains its function, and if the task needs
the tool, the name often appears in the tool description.

2. Throw light on the task content. The content may clarify what tools or what kinds of tools
are needed for the task.

Instructions:

1. Read the tools list and the task carefully, compare the tools’ functions with the task, and
check if the task marks specific tools to use.

2. Analyse the task and extract the final targets of the task. Regarding the tools can’t solve the
final targets of the task as useless tools, you should focus on the final targets of the task.

3. If the number of tools overnumbers the threshold:{threshold_for_tool_distilling}, you
should think more about finding and removing indirectly related tools. In another situation, if
the task only needs a few steps to solve, you should think more about using fewer tools.

4. If metadata is provided, your choice of tool should be based on the requirements of the
metadata.

Output format:

1. If the indirectly related tools are found, please return only the most indirectly related tool
index.

2. If no indirectly related tools are found, please return the string "no" only.

3. You should return the content described above without any prefixes or suffixes.

Figure 25: Tool distillation prompt for ChemOrch.
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Code Script Generation Prompt

I will give you some key-value pairs that describe the task, module name, function name, and
parameters with specific values.

Your goal is to write a script for calling the function with the given parameters.

Instructions:

1. Import the module in this format:

"import ChemGen.tools.module_name" or "import module_name".

The module name will be given in the user prompt under the "module_name" key.

2. Some parameters may need other packages. Please check the parameters and import the
required packages.

3. Create variables for the parameters and fill them with the given values.

4. Call the function with the parameters and print the result. When printing the result, you
need to describe what it means and not just print it.

Important:

The function name will be in the user prompt under the "function name" key.

Output format:

Return the script content only without any useless prefixes or suffixes.

Figure 26: Code script generation prompt for ChemOrch.

Self-Repairing: Error Catching Prompt

I will give you a Python script and its error message.

Your goal is to fix the error in the script according to the error message.

Output format:

Return the fixed script content only, without any useless prefixes or suffixes like double
quotation or back quote marks to mark this as a Python file.

Figure 27: Error catching prompt for ChemOrch.

Self-Repairing: Effectiveness Checking Prompt

I will give you the task, the planning steps for solving the task, the script for the task, and its
output.

Your goal is to determine whether the output is useful for solving the task.

The criteria for judging the uselessness of the output:

1. The output is an object without valid characters or numeric information. This one is
important and often appears. Please pay attention.

2. The output is discordant or irrelevant to the task.

3. The script does not follow the planning steps, focusing on checking the input variables and
output format.

4. The output is not the accurate data the task requires.

If you find the output is useless, you can modify the script according to the website given
below:

{website }

Output format:

1. Return the "useful" string only if the script output is useful.

2. Return the modified script content only if the output script is useless.

3. The modified script content should be without any useless prefixes or suffixes like double
quotation or back quote marks.

Figure 28: Effectiveness checking prompt for ChemOrch.
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Sufficiency Validation Prompt

I will give you a task and the results of some tools used to solve the task.

Your goal is to judge whether the present results are sufficient for solving the task.
Output format:

1. Return the string "yes" only if the results are sufficient.

2. Return the string "no" only if the results are insufficient.

Figure 29: Sufficiency validation prompt for ChemOrch.

Web Search Prompt

I will give you a task and the planning steps for solving the task.
Your goal is to search for the related information to solve the task online.

Figure 30: Web search prompt for ChemOrch.

Answer Assembly Prompt

I will give you a task and some information generated from some tools for the task.

Your goal is to analyze and solve the task. You can choose useful information generated from
the tools to make your answer accurate and correct.

Instructions:

1. Read the task carefully and analyze its requirements.

2. Read the information given by the tools carefully and determine whether it can be used
directly.

3. If the information cannot be used directly, you should transform it according to the task’s
requirements.

4. If you receive multiple answers but they are different, you can process them in two ways:
(1) Choose the most accurate answer based on your judgment.

(2) If the answers have descriptions about how they are generated, you can output all answers
with their descriptions and let the user choose the most accurate one.

5. Ensure the answer has good readability. You can change the illustration format if needed.

Figure 31: Answer assembly prompt for ChemOrch.

LLM-as-a-Judge Evaluation Prompt

You are an evaluator for grading the quality of answers to chemistry questions. I will provide
you with a question, a predicted answer, and a reference answer.

Your task is to compare the predicted answer to the reference answer and assess how well they
match in meaning.

Consider factors such as accuracy, completeness, and clarity, even if the wording is different.
Please first analyze the differences and similarities between the predicted and reference
answers.

Then give a final score from 1 to 10, where 10 means a perfect match in meaning and 1 means
completely incorrect.

Here is the question: [[Question]]

Here is the predicted answer: [[Answer]]

Here is the reference answer: [[Label]]

Respond only with the following format on the final line:

Final score: X

Figure 32: LLM-as-a-Judge evaluation prompt for molecule captioning
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LLM-as-a-Judge Evaluation Prompt

You are an evaluator tasked with assessing whether a model’s code-based solution to a problem
is correct.

You will be given a problem statement, the model’s generated code (predicted answer), and a
reference solution (correct answer).

Your job is to determine whether the model’s code is functionally or logically equivalent to
the reference solution. Please carefully compare the predicted code with the reference code,
analyze their logic and behavior, and finally respond with either "correct’ or ’incorrect’.
Problem: [[Question]]

Predicted Code: [[Answer]]

Reference Code: [[Label]]

Figure 33: LLM-as-a-Judge evaluation prompt for tool usage

LLM-as-a-Judge Evaluation Prompt

You are an evaluator for evaluating whether a response to a chemistry question is correct or
not.

I will provide you with a question, the predicted answer, and the correct answer.

Your task is to determine if the predicted answer matches the correct answer in meaning, even
if the wording is slightly different. Please first compare the predicted answer with correct
answer and analyze them, and finally respond with ’correct’ or ’incorrect’.

Here is the question: [[Question]]

Here is the predicted answer: [[Answer]]

Here is the correct answer: [[Label]]

Figure 34: LLM-as-a-Judge evaluation prompt for other tasks

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We did it in abstract and introduction.
Guidelines:

¢ The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitation in discussion section.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.
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 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: The paper do not include assumptions.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-

perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We include the details of experiments and open-source the code.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
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* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We open source the code.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.
* Please see the NeurIPS code and data submission guidelines (
) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (

) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
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Answer: [Yes]
Justification: We include the details in our experiment section.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Due to the large computational requirements, multi-time experiments are hard
to be conducted. However, most of the experiments are conducted across different tasks and
human experts to ensure its effectiveness.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

 For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Yes, for training details, we include them in our paper.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).
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10.

11.

Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics ?

Answer: [Yes]
Justification: Yes, we follow the code of ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Yes, we include the impact on the broader impacts section.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper does not include the high risk for misuse.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.
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14.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Yes, we respect their licenses.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets,
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not introduce new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]
Justification: Yes, we include all details of human evaluation in our draft.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: It is not applied in our experiments.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
Declaration of LLLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used

only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: LLM is used only for writing, editing, or formatting purposes.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy ( )
for what should or should not be described.
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