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Abstract

This paper proposes the Doubly Compressed Momentum-assisted stochastic gradient track-
ing algorithm (DoCoM) for communication-efficient decentralized optimization. The algo-
rithm features two main ingredients to achieve a near-optimal sample complexity while
allowing for communication compression. First, the algorithm tracks both the averaged
iterate and stochastic gradient using compressed gossiping consensus. Second, a momen-
tum step is incorporated for adaptive variance reduction with the local gradient estimates.
We show that DoCoM finds a near-stationary solution at all participating agents satisfying
E[|V£(0)]?] = O(1/T?/3) in T iterations, where f(6) is a smooth (possibly non-convex) ob-
jective function. Notice that the proof is achieved via analytically designing a new potential
function that tightly tracks the one-iteration progress of DoCoM. As a corollary, our analysis
also established the linear convergence of DoCoM to a global optimal solution for objective
functions with the Polyak-f.ojasiewicz condition. Numerical experiments demonstrate that
our algorithm outperforms several state-of-the-art algorithms in practice.

1 Introduction

Decentralized algorithms tackle an optimization problem with inter-connected agents/workers possessing
local data without a central server. For many scenarios in large-scale learning, these algorithms improve
computational scalability and preserve data privacy. Owing to these reasons, decentralized algorithms have
become the critical enabler for sensor networks (Schizas et al., 2007), federated learning (Konecény et al.,
2016; Wang et al., 2021), etc.

This paper concentrates on the communication and sampling efficiency issues with decentralized algorithms,
which is a key bottleneck as decentralized algorithms rely heavily on the bandwidth limited inter-agent
communication links (Wang et al., 2021). Inefficiently designed algorithms may lead to significant overhead
and slow down to downstream applications. Several approaches have been studied to tame with this issue.
The first approach is to consider algorithms that are optimal in terms of the number of communication
rounds. Scaman et al. (2019); Gorbunov et al. (2019); Uribe et al. (2021) studied algorithms with an optimal
iteration complexity, Sun & Hong (2019); Sun et al. (2020); Lu & De Sa (2021) focused on non-convex
problems and studied lower bounds on the number of communication rounds needed. We remark that a
common paradigm to achieve better communication or sampling efficiency requires multiple gradient steps
(Nadiradze et al., 2021) or multiple consensus steps (Lu & De Sa, 2021).

Perhaps a more direct approach to improve communication efficiency is to apply compression to control
bandwidth usages in every communication step of the algorithm. This idea was first studied in the context
of distributed optimization where workers communicate with a central server. Many algorithms have been
studied with compression strategies such as sparsification (Stich et al., 2018; Alistarh et al., 2018; Wangni
et al., 2018), quantization (Wen et al., 2017; Alistarh et al., 2017; Bernstein et al., 2018; Reisizadeh et al.,
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Table 1: Comparison of decentralized stochastic optimization algorithms for smooth non-convex
problems. Sample complexity is the no. of samples required per agent to obtain an e-stationary solution,
0, such that E[||Vf(0)|?] < €2. Constants 8,02, Go, p are defined in Assumption 2.2, 2.3, 2.4, Theorem 3.1.
Highlighted in red are dominant terms when € — 0.

Algorithms Sample Complexity Compress Remarks

DSGD o2 _—4 n(oc®+¢?) }) 2 _ ) 2
(Lian et al., 2017) © (max{ nC T e X C Ty IV5:(6) = VIO
GNSD o ( 1 674> X Cy, C1 are not explicitly
(Lu et al., 2019) cict defined, see (Lu et al., 2019).
DeTAG 0 [ max o® 4 Blog(n+<on€*1) X o is variance of init. stoc.
(Lu & De Sa, 2021) & n€ o S gradient, B is batch size.
GT-HSGD o 3 Ty nO5glb })

(Xin et al., 2021) © (max{ n € P PRI X

CHOCO-SGD o2 —4 @ _ (0: )I12
(Koloskova et al., 2020) © (max{ DR Vs ) 4 G= Sup By IV £i (05 O]
BEER o2 4 1 }) Requires batch size of
(Zhao et al., 2022) 0 (max { 32p3C o 5pe v O(02/(6€2)).

CEDAS o? ~4 no? nGo}) — ,-157 (60Y]12
(Huang & Pu, 2023) 0 (max{ w0 e pe v Go=n="3 1, IVAE)I
DoCoM O (max %:673, 6;1/)6122 > 627«1215;1?51:‘5 }) v See Theorem 3.1

2020), low-rank approximation (Vogels et al., 2019), etc., often used in combination with error compensation
(Mishchenko et al., 2019; Tang et al., 2019); also see the recent work (Richtérik et al., 2021) for more details
on compression strategies.

For decentralized optimization which operates in the absence of a central server, the design of compression-
enabled algorithms is more challenging. Tang et al. (2018a) proposed an extrapolation compression method,
Koloskova et al. (2019; 2020) proposed the CHOCO-SGD algorithm which combines decentralized SGD (Lian
et al., 2017) with error compensation, Vogels et al. (2020) studied compression with low-rank matrices,
Zhao et al. (2022) considered algorithms deploying large batch size. Despite the simplicity and appealing
practical performance, algorithms such as CHOCO-SGD suffer from sub-optimal iteration/sample complexity.
Their analysis also shows that the performance hinges on a measure of data similarity across agents which
is not ideal in light of applications such as federated learning with non-i.i.d. data. We inquire

Can we design a compression-enabled decentralized algorithm for non-i.i.d. data with near-optimal sample
complexity? Does such algorithm work well in practice?

This paper addresses the above questions by incorporating two ingredients in decentralized optimization
algorithm: (A) compression with gradient tracking, (B) momentum-based variance reduction. In summary,

o We design the Doubly Compressed Momentum-assisted Stochastic Gradient Tracking (DoCoM) algorithm
which utilizes two levels of compressions for tackling decentralized stochastic optimization. The design of
DoCoM involves a judicious combination of compression with gradient tracking to maximize convergence
speed. Our algorithm finds a stationary solution without relying on restrictive conditions such as bounded
similarity between data distributions found in prior compression-enabled algorithms.

« We provide a unified convergence analysis for DoCoM. Let f(#) be the overall objective function across
the network to be defined in (1), we show that DoCoM finds the averaged iterate #7 in T' iterations and
communications rounds with E[HVf(éT)H2] = O(1/T?/3) for mean square smooth objective functions,
and with E[f(#7) — f*] = O(log T/T) for objective functions satisfying the Polyak-Fojasiewicz condition.
Note the algorithm takes O(1) sample per iteration. For the latter case, we show that if deterministic
gradients are available, DoCoM converges linearly to optimal solution.

e We note that the analysis of DoCoM comprises a number of inter-dependent error quantities, whose conver-
gences are not straightforward to observe due to the nonlinear coupling between them. To this end, our
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analysis technique, which can be of independent interest, relies on the construction of a tight potential
function to yield the desirable (tight) bound; see Lemma 3.10.

o We empirically evaluate the performance of DoCoM on training linear models and deep learning models
using synthetic and real data, on non-convex losses.

Note that recently, Zhao et al. (2022) proposed the BEER algorithm for tackling decentralized non-convex
optimization with compression and optimal communication complexity. The latter has been achieved using
a large batch size per iteration. Huang & Pu (2023) proposed the CEDAS algorithm which achieves an
improved transient time for approaching the asymptotic convergence rate as centralized SGD. Yan et al.
(2023) proposed the CDProxSGT algorithm to handle composite objective functions (possibly non-smooth)
using proximal update. However, under the mean square smoothness assumption considered in this paper,
the best known analysis for these algorithms only show a suboptimal sample complexity of O(e~*) as they
do not incorporate a momentum-based variance reduction step as in DoCoM. We summarize the sample
complexities for state-of-the-art decentralized algorithms in Table 1. As seen, DoCoM is the only algorithm
with compression and an O(e~?) sample complexity. Such sample complexity matches the complexity lower
bound for stochastic first order algorithms (Arjevani et al., 2022), making DoCoM the first compression-enabled
algorithm to achieve near-optimal sample complexity under the mean square smoothness assumption.

Related Works Algorithms for decentralized optimization have been first studied in (Nedic & Ozdaglar,
2009). Tt has been extended to the stochastic setting (a.k.a. DSGD) in (Ram et al., 2010), and to directed
graphs (Tsianos et al., 2012; Assran et al.; 2019). Notably, multiple works (Qu & Li, 2017; Di Lorenzo
& Scutari, 2016; Shi et al., 2015) proposed a gradient tracking technique where agents communicate local
gradients to accelerate convergence.

In stochastic non-convex optimization, Lian et al. (2017) provided a performance analysis of DSGD; Lu
et al. (2019) proposed GNSD which combines gradient tracking with stochastic gradient (also see (Tang
et al., 2018b)); Lu & De Sa (2021) proposed DeTAG with optimal computation-communication tradeoff; Xin
et al. (2021) proposed GT-HSGD which extended GNSD with momentum-based variance reduction, and similar
algorithms are in (Xin et al., 2020; Zhang et al., 2021b). Note that the momentum-based variance reduction
idea was proposed in (Tran-Dinh et al., 2021; Cutkosky & Orabona, 2019) to achieve optimal sampling
complexity for centralized SGD. For a general overview, see (Chang et al., 2020).

On the other hand, methods for reducing communication burden in decentralized algorithms have been
developed. Aysal et al. (2008); Kashyap et al. (2007); Reisizadeh et al. (2019); Saha et al. (2021) studied
quantization for average consensus which is a main building block for decentralized algorithms. Notably,
recent works (Liu et al., 2020; Liao et al., 2021; Song et al., 2021; Zhang et al., 2021a; Song et al., 2021)
showed that combining compression with gradient tracking lead to algorithms that achieve linear convergence
to an optimal solution. These algorithms bear similar structure to DoCoM, yet are limited to strongly convex
objective functions and full batch gradients; see (Kovalev et al., 2021) for the extension to stochastic settings.

Notations |- ||, || - ||r denote Euclidean norm, Frobenius norm, respectively. The subscript-less operator
E[-] is total expectation taken over all randomnesses in operand.

2 Problem Setup & Background

Consider a connected, weighted and undirected graph G = (N,&, W) with A/ = {1,...,n} representing a
set of n agents, £ C N x N representing the communication links between agents, and W € R"*" is a
symmetric, weighted adjacency matrix. Note that self-loops are included such that {i,i} € £ for all i. Our
goal is to tackle the following optimization problem:

1 n
i 0) = — i 0 5 1
min f(6) n;f() (1)
where f; : R — R is a continuously differentiable (possibly non-convex) objective function known to the
ith agent. The objective function can be expressed as f;(0) = E¢p, [fi(0;¢)] such that p; denotes the data
distribution available at agent i. We assume that f(6) > —oc for any 6 € R%.
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Throughout this paper, we assume the following conditions on the objective function and the adjacency
matrix W:

Assumption 2.1. There exists L € R, such that for any i € N, 6,0" € R?,
E¢ [IV£i(6:0) = V(05 O] < L2]lo — ¢/ (2)

Assumption 2.2. The adjacency matrix W € R*" satisfies: (i) W;; = 0 if {4,5} ¢ &; (i) W1, =
WT1, =1,; (iii) let U € R"*(~1 be a matrix with orthogonal columns satisfying I,, — (1/n)117 = UUT,
there exists p € (0, 1] such that |[UTWUJ| <1 — p; (iv) there exists @ € (0, 2] such that [|[W — I,|| < @.

The above conditions are standard. Assumption 2.1 requires the objective function to be mean square
smooth. It is also known that there exists W such that Assumption 2.2 is satisfied when G is a connected
graph, e.g., by using the Metropolis-Hastings weight; see (Boyd et al., 2004). For any W which is a weighted
adjacency matrix on a connected graph satisfying conditions (i)-(ii), 1 is the unique eigenvector of W. It
follows that ||[UTWU| = max{)z,|\,|} and conditions (i)-(iii) are equivalent to (Koloskova et al., 2019,
Definition 1), see Appendix D.

We assume that the gradient of f; can be estimated as V f;(8; () satisfying:

Assumption 2.3. There exists o > 0 such that for any # € R%, i = 1, ..., n, the gradient estimate V f;(6; ()
with ¢ ~ p; is unbiased with bounded second order moment, i.e.,

Ecnpn, [VFi(0;0)] = V£i(0), By, [IV£i(0:0) — V£:(0)]%] < 0. (3)

Again, Assumption 2.3 is a standard setting for stochastic optimization.

DSGD and CHOCO-SGD Equipped with Assumption 2.2, 2.3, a common practice for tackling (1) in
a decentralized manner is to utilize W as a mixing matrix and combine mixing with stochastic gradient
descent. To illustrate the basic idea, we observe the decentralized stochastic gradient (DSGD) algorithm
(Ram et al., 2010): at iteration ¢ > 0 and alli =1,...,n,

9;&1 — Z;}:lwijg; — nvﬁ where V]?j5 = V/i(0i5¢), )

such that 7 > 0 is the step size and Vﬁt is a shorthand notation for the unbiased stochastic gradient with the
data ¢! ~ p; drawn independently upon fixing 6! and satisfying Assumption 2.3. For agent 4, the consensus
step Z;'L=1 Wi]ﬁ; can be computed with a local average among the neighbors of <.

Notice that for (4), agents are required to transmit d real numbers on the graph G to their neighbors
at every iteration. In practice, the communication links between agents are bandwidth limited. To this
end, a remedy is to apply compression to messages transmitted on G. Formally, we consider a stochastic
compression operator Q : R — R satisfying the condition:

Assumption 2.4. For any z € R? the compressor output Q(z) is the random vector Q(x;&) with & ~ m,
such that there exists ¢ € (0, 1] satisfying

E|llz - Q@)|*] = E o - Qw;€)|12] < (1 - 8) |ja]*. (5)

The above is a general condition on compressors as discussed in (Koloskova et al., 2019). It is satisfied by a
number of designs. For instance, with k < d, the top-k (resp. random-k) sparsifier:

[Q(x)]; =x; if i €Z,, [Q(z)],=0 otherwise. (6)

where Z, C {1,...,d} with |Z,] = k is the set of the coordinates of z with the largest k& magnitudes
(resp. uniformly selected at random), satisfies Assumption 2.4 with § = k/d. Other compressors such as
random quantization (Wen et al., 2017; Alistarh et al., 2017; Stich et al., 2018; Alistarh et al., 2018) can also
satisfy (5) with re-scaling; see Appendix C.4 and (Koloskova et al., 2019). Note that sending Q(z) in (6)
over a communication channel requires only k real number transmission, achieving a k/d compression ratio.
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However, applying Q(-) to the consensus step in (4) directly does not lead to a convergent algorithm as (i)
the compressor is not unbiased, and (ii) the compression error will accumulate with ¢ — oo. The CHOCO-SGD
algorithm (Koloskova et al., 2019) resolves the issue by incorporating an error feedback step: at iteration ¢,

6t = 0; + Q8 — Vi — 07, @
oIt =9 — NVl + ’}/Z?:lWij(a;‘-i_l - afﬂ)a (8)

for all 4, where v > 0 is the consensus step size, and 7, fo were defined in (4). Instead of directly transmitting
a compressed version of ! —anf, a key feature of CHOCO-SGD is that the latter maintains an auxiliary variable
é\f that accumulates the compressed difference Q(6% — nVﬁ - gf) Koloskova et al. (2020) proved that in
T iterations, CHOCO-SGD finds a near-stationary solution of (1), {#]}%; with T € {0,...,T — 1}, satisfying

E[|Vf(n ' 0, 01" = 0(1/VT).

However, a drawback of CHOCO-SGD is that its convergence requires the stochastic gradient E[HV}}HQ] to be
bounded for any i, ¢, see (Koloskova et al., 2019; 2020); or it can be shown that it requires the data similarity
Supgepa ||V fi(0) — Vf(0)| is bounded. These conditions may not be valid when the local data are non-i.i.d.
such as in the federated learning setting (Konecny et al., 2016).

3 Proposed DoCoM Algorithm

Taking a closer look at CHOCO-SGD (8) reveals that the algorithm is only able to utilize information from
the local gradient estimates fo ~ Vf;(6!) in the local update step. The local update dynamics may thus
remain non-stationary even when the solution 6! is close to a stationary point of (1). The issue is particularly
severe when the local objective functions are not similar in the sense that V f;(0) # V f;(6). This motivates

us to design an algorithm that will make n ! - fo available locally.

We propose the Doubly Compressed Momentum-assisted Stochastic Gradient Tracking (DoCoM) algorithm.
Our algorithm involves two main ingredients: (A) a gradient tracking step with compression where each
agent maintains an estimate of n=t Y"1 V]?it at low communication cost; (B) adaptive momentum-based
variance reduction that improves the variance of estimate of Vﬁ-t using O(1) sample per iteration.

Let n > 0 be step size, v, 3 € (0,1], the DoCoM algorithm at iteration ¢ € N reads: fori = 1,...,n,

ot = gt — gt + Y Wy (é\;Jrl _ é\lt_Jrl) (9a)
0t =6+ Q (95 —ng; — 55) (9b)
ot = BV 4 (1= ) (vl + VI - V) (9¢)
gt = gi ol =y X0 W (g -9 (5d)
G =g+ (gl ol — ol - 5) )

In the above, we draw (/™' ~ p; at agent i (or a minibatch of samples) as fo“ = V(0T Y,
fo = V(0% ¢ such that the stochastic gradients in (9c) are formed using the same data batch. To
implement (9c) with 8 # 1, agent 7 needs direct access to the data batch Cf“ and the oracle V f;(+; Cf“).
Readers are referred to Algorithm 1 for details on the initialization and decentralized implementation.

Unlike CHOCO-SGD (8), the local update steps in (9a), (9b) are computed along the direction given by gf.
The latter is then updated according to (9d), (9¢), which aims at tracking the dynamically updated average
gradient estimator gt ~ n~1 Z?Zl v§ with compressed communications given by Q(-). In this way, we
say that the DoCoM algorithm is doubly compressed. Furthermore, as for 11;, (9¢) uses a recursive variance
reduced estimate to estimate the (exact) gradient v} ~ Vf;(0%) (Cutkosky & Orabona, 2019; Tran-Dinh
et al., 2021). Together, DoCoM yields a consensus based algorithm where the variance reduced and averaged

gradient gf ~n~! iy v% is simultaneously available at each agent.

From an implementation perspective, DoCoM shares the communication and computation costs per iteration
of the same order as CHOCO-SGD at O(d). In fact, only an extra communication step (with compression) is
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Algorithm 1 DoCoM Algorithm

1: Input: mixing matrix W; btep sizes 1, v, 3; initial batch number by; initial iterate 80 € R

2: Initialize 69 = 0° Vi € [n]; 9 =0 V{i,j} €E.
3: Initialize stochastic gradient estlmate
W= S VO  ~s =W Vi) g9 =04 i)} €E.
4: for tin 0,...,7T — 1 do
1
5. (UPDATE) Vi € [n] : Agent i updates 6, * = 6 — 7gt
6: for {i,j} € € (notice {i,i} € £) do
FRN ~ ~ 1~
7: (PRM. GossIP) Agent j receive Q(Gﬁz —6; ;) from agent i and update 9;171 =00+ Q(H:Jrz —0:,)
8: end for . R R
9:  (PRM. AGGREGATE) Vi € [n] : Agent i updates 0:7! = 9§+§ Y2 qigree Wij(ef;j-l - 97“{1)

10:  Draw data batch ¢ ~ y; and compute Vﬁ“ = V(0 ¢, Vﬁt = V(05 ¢
11:  (MOMENTUM) Vi € [n] : Agent i updates v/ ™' = VI 4 (1 — B)(vl + VI =V fh)

1
12:  (GRAD. TRACKER) Vi € [n] : Agent ¢ updates gf+2 =gt + ol — ot
13:  for {i,j} € € (notice {i,i} € £) do
1
14: (G.T. GossIP) Agent j receive Q(g —g;,;) from agent ¢ and update gtJrl =9+ 9y b+ —3i4)

15:  end for

16:  (G.T. AGGREGATE) Vi € [n] : Agent i updates g/™' = HE +v 2 igree Wis (gﬁ]'l L?jffl)
17: end for ’

18: Output: pick the Tth iterate 6], where T is uniformly selected from {0,...,7 —1} or T = T.

needed for the tracking of n=! Z?:l v! and an extra computation step is needed for computing Vﬁ, in (9d),
(9¢). A detailed comparison on computational costs is shown in Table 5. As we will show later, the above
shortcomings can be compensated by the improved convergence rate of DoCol.

3.1 Main Results

We show that DoCoM achieves state-of-the-art convergence rate for smooth problems. Let 6% :=n~! Dy

be the averaged iterate, Gy := n 'E[} ], ||9¢ || | be the initial expected gradient norm, f* := ming: f(6’) be
the optimal objective value. We first summarize the convergence results under the mentioned assumptions
where (1) is smooth but possibly non-convex:

Theorem 3.1. Under Assumption 2.1, 2.2, 2.3, 2.4. Suppose that the step sizes satisfies
< min {1y F/BC) . 7 < 7 (10)

where Yoo, Noo are defined in (24). Set € (0,1), B = min{ &, 57,ﬂ} For any T > 1, it holds

|V f at ¢ A f* 2p%0% 402  n? 236L°G,
o ; — 0 +Co—= = o = B
; Z | I pn boBTn BT p*y*(1—7)
where

n? 672L%n f 6L%np*s  n?4L%n

C, f4+7— 3 S 95 ol (11)
L?n 141 p?

C; = 8(1—B)%2L%(1 — py)?* + — (96

g =81—=B)"L*(1—py)" + P oo

We provide the proof of Theorem 3.1 in Section 3.2. Below we discuss its main consequences.
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Near-optimal Iteration/Sample Complexity Setting the step sizes and parameters as = %, v =

Yoo, B = ;ﬁ;—//z, by = Zi—fj Further, we select the Tth iterate as the output of DoCoM such that T is indepen-

dently and uniformly selected from {0,...,T — 1} [cf. the output of Algorithm 1], similar to (Ghadimi &
Lan, 2013). For a sufficiently large T, it can be shown that

Ly o (L) —f) o nGy  o2nd3

where we have used the Lipschitz continuity of V f;(-) [cf. Assumption 2.1] to derive a bound on the gradient
of individual iterate 6.

For any agent i = 1,...,n, the iterate 6] is guaranteed to be O(1/T?/3)-stationary to (1). Notice that this
is the state-of-the-art convergence rate for first order stochastic optimization even in the centralized setting;
see (Cutkosky & Orabona, 2019; Tran-Dinh et al., 2021); and it also matches the lower bound in (Arjevani
et al., 2022). Our rate is comparable to or faster than a number of decentralized algorithms with or without
compression; see Table 1. Further, we remark that Theorem 3.1 does not impose condition on f;’s similarity
supy |V fi(6) — V£(8)]| in which our convergence rate is independent of the data heterogeneity.

Note that the step size configuration in (12) requires n < (’)(L3/4T1/2) in order to satisfy 1 < 1., thereby

necessitating T = Q(n?). As an alternative, it is possible to select n = ﬁ,'y = Yoo, 8 = :’;;—ﬁ” by = Z;—g,

which yields

Ly 2] o (LEE) =) o o 253
E;E |:va(91 )H } =0 ( T2/3 + (nTY2/3 + W52 T + 5375 ) (13)

In this case satisfying n < 1o requires n < O(L3/?T) and thus T = Q(n) similar to Koloskova et al. (2020).
However, as a trade-off, it gives a worse dependence on f(6°) — f*.

Impacts of Network Topology and Compressor Eq. (12) indicates the impacts of network topology
(due to p) and compressor (due to §) vanish as T — oco. This can be observed by recognizing that the last
two terms in (12) are O(1/T), O(1/T*/3). In Appendix A.9, we demonstrate with a similar set of step sizes,

for any T > Tirans = Q(n3ég/(0666p12)), DoCoM enjoys a matching convergence behavior as a centralized
SGD algorithm employing a momentum-based variance reduced gradient estimator with a batch size of n,
e.g., (Tran-Dinh et al., 2021). In the latter case, we have n™' Y " | E [HVf(@;r)‘ﬂ = O(c?/(nT?/3)). The

constant Tirans is also known as the transient time of decentralized algorithm (Pu et al., 2020).

Our result does not require any assumption on the data heterogeneity level nor the boundedness of gradient
as in CHOCO-SGD (Koloskova et al., 2020) or DSGD (Lian et al., 2017). As hinted before, this is a consequence
of gradient tracking. In Appendix B, we provide a separate analysis for the case of 5 = 1 when no momentum
is applied in (9¢). Interestingly, in the latter case, the convergence rate is only O(1/v/T) [cf. (60)], indicating
that the momentum term is crucial in accelerating DoCoM.

PL Condition Finally, we show that the convergence rate can be improved when the objective function
satisfies the Polyak-Lojasiewicz (PL) condition:

Assumption 3.2. For any 0 € R%, it holds that |[V£(0)||* > 2u[f(0) — f*] for some x> 0.

Notice that the PL condition is satisfied by strongly convex functions as well as a number of non-convex
functions; see Karimi et al. (2016). We obtain:
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Corollary 3.3. Under Assumption 2.1, 2.2, 2.5, 2.4, 3.2. Suppose that the step size condition (10)
holds and 8 € (0,1). Then, for any t > 1, it holds

2L%n & 2 ~\t 2n np?% 2C,0?
A”W;E[HG%WH 1< (1-5) <A0+ano) e (14)

where E := min {77%3/2}, At :=TE[f(0")] — f* is the expected optimality gap and the constant C, is
defined in (11). Notice that V° can be upper bounded with (29).

Setting the step sizes and parameters as n = log T /T,y = Yoo, 8 = logT/T, by = Q(1). For sufficiently large
T, it can be shown that

E[f(67)] — f* = O(log T/T), (15)
%ZE[HH? — 07" = 0(log T/T), (16)
=1

see Appendix A.10. Moreover, in the deterministic gradient case with o2 = 0, we can select a constant 3, .
Then, (14) shows that DoCoM converges linearly to an optimal solution such that E[f(67)]— f* = O((1-8)T).
We remark that the latter rates match the recent algorithms with compression (Liu et al., 2020; Liao et al.,
2021; Song et al., 2021; Kovalev et al., 2021) for strongly convex problems.

3.2 Proof of Theorem 3.1

We preface the proof by defining the following notations for the variables in DoCoM. For any ¢ > 0:
ChE (vf)7 (91)7
®t — . Vt — . Gt — .
(05" (vp) " (97)"

which are n x d matrices. Similarly, we define the matrices ©f, G! based on {013, {94y, and the matrices

VF!, VF', VF based on {V 1} {V i, {Vf(6)},.
The norm of the matrix ©) = UTO!, ie., |[UTO!% = |[UUTOY% = ||(I - (1/n)117)0¢||%, measures
consensus error of the iterate ©f. We denote G, = UT G" such that [|G! % measures consensus error of G*.
Denote the average variables ' = n='1T0%, o' = n~11TV?, gt = n~117GY, VE =n11TVF. We first
make the following observation regarding the §¢-update:

Lemma 3.4. Under Assumption 2.1 and the step size condition n < ﬁ Then, for any t > 0, it holds

_t ==t
v —=VF

_ _ _ 2 2
F@) < 5@ = 2|V @ + = ek h + ) — 2l (17)

The proof is relegated to Appendix A.1. The above lemma utilizes just Assumption 2.1 and results in a
deterministic bound of f(#**'). We highlight that the bound contains a negative term of the stochastic
gradient —7 || §t||2, which is slightly different from the standard bound implied by the descent lemma. Such
negative term is crucial for deriving the near-optimal sampling complexity of DoCoM in Theorem 3.1, also see
(Cutkosky & Orabona, 2019).

~ 2 ==
Lemma 3.4 shows that controlling ||V f(6")||” requires bounding |0L[|3 and ||ot — VF'|[2. While the latter
are anticipated to converge to zero, we see that characterizing their convergence results in a set of coupled
recursions as follows:

Lemma 3.5. Under Assumption 2.2, 2.4. Then, for any t > 0, it holds

412 _ P t)|2 gnj t 1|2 @: t_pat— o
B{l|65 ) < (0 =SB + 5 —E Gl + = vEU]@ w6 -8, (12)
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Lemma 3.6. Under Assumption 2.1, 2.2, 2.3, 2./ and let 3 € [0,1). Then, for any t > 0, it holds
E [Hvt'H 7”1" ] (19)

— |2 2 8L?
<= ppe ot - T ] + 200 % + - 025 - P [IGEI + 5 )]

2 1— _
(- 5)28—2@2721@ [25 H@t — Gt — @

2 2
L+l

The proofs are in Appendix A.2, A.3. Notice that (18), (19) further depend on the quantities E[HGZH;],
E[|©! — nGt — ©1]%], E[||G* — G*||2], which are handled by the following lemmas:

Lemma 3.7. Under Assumption 2.1, 2.2, 2.3, 2./ and the step size conditions n < Ly

10L(1—py)y/1+722’
v < 8%, For any t > 0, it holds

Elles ] < (-2 E(lc] + VQLjE [HGt -&,

13L2

} 25 L2302
+7
P

eflesl2] o)

+

2
52(1-6 EU]@f—nt—@tHF}
pn ~t]|2 7 2 t t]|2 T 9 o
2|7 + FE[IV - VF ] + 6%
Py Py
Lemma 3.8. Under Assumption 2.1, 2.2, 2.3, 2.4 and the step size conditions n <

. Py 1 2 < . 5 1 6 2, < 5%p
n{loL(l_p,y)\/1+,Y2Q274L}’ 7= mln{16@2(1—6)(1+3n2L2)(1+2/6)’p2’64£12}’ Y S fogsgerze  For any

t >0, it holds

ot —noret 8] < (1-§) B ot - nr &[] -
w2 )]+ L [ - @)
N [259MQ+%L/2)W}E[||93H;} 1 o [

677 t t112 o 677”0'
+<18+m> % VFHF}+<18+M>5

Lemma 3.9. Under Assumption 2.1, 2.2, 2.3, 2./ and the step size conditions v < 2, n <

£y —. For any t >0, it holds
10L(1—pv) /14722

Bflewt -] < (1-Defle -]+ e (245 B [lou) @

W“QEKEM%MJ+QWL“ o= wt -]

1)
_ 31
e g (1] + Lo v - 9] + o
The proofs are in Appendix A.4, A.5, A.G.

Potential Function As we are equipped with the above lemmas, showing the convergence of DoCoM
requires tracking the error quantities in a unified fashion. This may not be obvious at the first glance due
to the coupling between error quantities illustrated in the lemmas. Naturally, one can proceed by defining
the sequence of potential function values:

v =[Ol + aflot - 97+ & v - v
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~ 112 2
+]E[aHGf,H2F+bHGt—Gt +c|e —nc' - & } (23)
F F

that comprises of the coupled error quantities, where a,b,c > 0 are constants to be determined. Our plan
is then to study the convergence of V¢. However, fully specifying the potential function and to ensure the
near-optimal sample complezity for DoCoM require finding the tight conditions on a, b, ¢ > 0, together with
the step size conditions, which is not trivial as it requires approximately solving a 5 x 5 system of (nonlinear)

inequalities; see (46) in the appendix.

In Appendix A.7, we provide a systematic construction for finding the parameters of the tight potential
function, which results in the following lemma:

Lemma 3.10. Under Assumption 2.1, 2.2, 2.3, 2.4 and let § € (0,1). Suppose that the step sizes satisfy:

1) 1—6/(8w2
ngin{l o6 Gy /W)}:%,

4p’ 64027 100 25902

v 1—- 80 p?
< L = Peo.
= { Bn 45 2400 K (24)

Set the parameters in the potential function V' such that

_96L% 5, . p®  30720°L7 e 48L°0* (25)
P22 YA =7) 6 l—y dp =
Then, for any t > 0, it holds
- —+112
V< (1= BV + B2Co0% + n°CE |77 (26)

where CU,C§7E were defined in Theorem 35.1.

The above2lemma shows that the potential function V! is connected to the noise variance o2 and the gradient
norm ||gt||“. The convergence of the latter term is of interest to our theorem. We observe the following
consequence.

Equipped with (26) and define A* := E[f(#*)] — f*. From Lemma 3.4, we can deduce that

2 2 2 1 ~
AL 2yt < At %Vt + %526002 —3E {2 ||vf(9t)

2
3 - I

L? 2
-2 e o)

+ ((nB)'20°C — 47 ') E [|[°]] -

Setting n < 8%; as in (10) shows that the last term in the r.h.s. of the above can be upper bounded by
zero. Summing up both sides of (27) from ¢ =0 to ¢t =T — 1 yields
— 1 > L2 2 2 T
E |- [|[Vf(6 — ||et < A"+ ZLy0 4 T 520, 0. 28
ORI G LRV T @

Furthermore, with the initialization, choice of a, b, c and the step size v < 74, it can be shown that

202 118L*n —,

VO < G077 . (29)

T b pR(1-7)
Dividing (28) by nT" and observing ||G)f)||?, =[|T- (1/n)11T)®t||? concludes the proof.

Proof of Corollary 3.3 Applying the PL condition of Assumption 3.2 to the inequality (17) shows

|- Ze [l

t+1 t L% o2 =t TR
AL < (1 - ) A" 4B | O[5 + [0 - VF
n

10
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Ui n —¢)|2
< (a2 = e [ (30)
Combining with Lemma 3.10 shows that
2n P 2n 1B <77 )
A4 STyt < (1 - B) |AY 4 =5V 4+ =—2C, 0 2C; — ~ g' 1
# o< (125) [a S et (4 (-

where we used 1 — 3+ g;‘ 1 < 1—min{nu, B/2}. Set n* < fc—"g and telescope the relation concludes the proof.

4 Numerical Experiments

Setup We run the decentralized optimization algorithms on a 40 threads Intel(R) Xeon(R) Gold 6148
CPU @ 2.40GHz server with MPI-enabled PyTorch and evaluate the performance of trained models on a
Tesla K80 GPU server. To simulate heterogeneous data distribution, each agent has a disjoint set of training
samples, while we evaluate each trained model on all training/testing data.

Hyperparameter Tuning For all algorithms we choose the learning rate 7 from {0.1,0.01,0.001}, and
fix the regularization parameter as A = 10~* [cf. (32)]. For compressed algorithms, we implement the top-k
compressor and random quantizer, and we tune the consensus step size ~y starting from the theoretical value
of 0. For DeTAG, we adopt the parameters from (Lu & De Sa, 2021). For DoCoM and GT-HSGD, we choose
the best momentum parameter S in {0.0001,0.001,0.01,0.1,0.5,0.9} and fix the initial batch number as
bo,; = m;. We choose the batch sizes such that all algorithms spend the same amount of computation on
stochastic gradient per iteration, except for BEER which requires large batch size according to (Zhao et al.,
2022). The tuned parameters and additional numerical results can be found in Appendix C.

—+— DoCoM Top-k(5%) —— CHOCO-SGD Top-k(10%) —— BEER Top-k(5%) GNSD GT-HSGD
DoCoM Rand. Quant.(4-bits) —— CHOCO-SGD Rand. Quant.(8-bits) —— BEER Rand. Quant.(4-bits) DeTAG
10t
© ©
o o
(%] wn
3 3
2 2
g0t g
c c
o - — o
o S Sh— O
0 1 2 3 4 0 1 2 0.0 0.5 1.0 1.5 2.0
Bits Transmitted 1e9 Bits Transmitted 1el0 Samples Drawn 1e5 Samples Drawn 1le5

Figure 1: Experiments on Synthetic Data with Linear Model. Worst-agent’s train loss value and
consensus gap against the number of bits transmitted (left) and total number of samples drawn for gradient
approximation (right).

Synthetic Data with Linear Model Consider a set of synthetic data generated with the leaf bench-
marking framework (Caldas et al., 2019) which provides features from agent-dependent distributions. The
task is to train a linear classifier for a set of d = 1000-dimensional features with m = 1443 samples parti-
tioned into n = 25 non-i.i.d. portions, each held by an agent that is connected to the others on a ring graph
with uniform edge weights. Each feature vector is labeled into one of 5 classes. Altogether, the local dataset
for the ith agent is given by {z7%, {¢} ,}3_ 1}7“1, where m = 2251 m;, « € R denotes the jth feature,
and {£} ,}7_, € {0,1}° is the label such that ¢}, = 1 if the jth feature has label k € {1,...,5}.

To train a linear classifier § = (61, ...,05) € R%9% we consider (1) with the following objective function that
models a modified logistic regression problem with sigmoid loss and ¢ regularization:

1 m; 5 . . A ,
=2 2 (6 (2l [ 6)) + 5 ol (32)
j=1k=1

where ¢(z) = (1 +e7#)"! and A = 10~% is the regularization parameter. The function f;(-) is not convex,
and we estimate its gradient by sampling a mini-batch of data.

11
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—— BEER Top-k(5%) 16 batch BEER Top-k(5%) 64 batch -~ BEER Top-k(5%) 256 batch ——- BEER Top-k(5%) 1024 batch
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Figure 2: Experiments on MNIST Data with Feed-forward Network. Worst-agent’s train loss values,
train accuracy, consensus gap and train gradient norm against the number of bits transmitted.

—+— DoCoM Top-k(5%) —— BEER Top-k(5%) —— CHOCO-SGD Top-k(10%) GNSD GT-HSGD ]
0.9
€
2 % ‘25 100
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" 50.8 o 10° 2
2 9 2 210!
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2 0.7 B =
(o} c 1072 [G)
F 8 £107 2/
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MBytes Transmitted MBytes Transmitted MBytes Transmitted MBytes Transmitted

Figure 3: Experiments on FEMNIST Data with LeNet-5. Worst-agent’s train loss values, test accu-
racy, consensus gap and train gradient norm against the number of MBytes transmitted.

Figure 1 compares the worst agent’s loss values max; f(6?) and consensus gap Y., , [|0f — 6| against the
communication and gradient computation costs. For compressed algorithms that require communication
of two compressed variables (DoCoM and BEER), we use half the amount of bits/retained non-zeros after
sparsification with (6) to make a fair comparison with CHOCO-SGD. DoCoM achieves the fastest convergence
in terms of the communication cost (number of bits transmitted) and shows fast convergence on par with
uncompressed algorithms in terms of gradient computation cost, when used with a 4-bit random quantizer.
Comparing among compressed algorithms, DoCoM and BEER find solutions with the lower consensus gap (10
times lower than CHOCO-SGD) and DoCoM stands out to be more sample efficient than all existing compressed
approaches. Observe that DoCoM outperforms CHOCO-SGD and BEER due to the use of gradient tracking and
variance reduction.

MNIST Data with Feed-forward Network We consider training a 1 hidden layer (with 100 neurons)
feed-forward neural network with sigmoid activation function on the MNIST dataset. The samples are
partitioned into n = 10 agents where each agent only gets 1 class of samples. These agents are arranged
according to a ring topology with uniform edge weights. We tackle (1) with f;(0) taken as the cross entropy
loss function of the local dataset and an /5 regularization is applied with the parameter of A = 1074,

Figure 2 compares the worst-agent’s loss function, max; f(0!), and other metrics in the same manner against
the communication cost (i.e., bits transmitted). We observe that DoCoM already achieved nearly the best
performance in loss and accuracy using just a small batch size of 16. On the other hand, CHOCO-SGD suffered
from slower convergence due to the heterogeneity nature of data under the unshuffled MNIST setup, and
the performance of BEER is sensitive to the choice of batch sizes. Notice that in this experiment, we selected
a compression ratio k/d of 0.05 for DoCoM and BEER, and 0.1 for CHOCO-SGD for a fair comparison.

FEMNIST Data with LeNet-5 Lastly, we consider training the LeNet-5 (with d = 60850 parameters)
neural network on the FEMNIST dataset. The dataset contains m = 805263 samples of 28 x 28 hand-written
character images, each belonging to one of the 62 classes. The samples are partitioned into n = 36 agents
according to the groups specified in (Caldas et al., 2019). These agents are arranged according to a ring
topology with uniform edge weights. We scale the learning rate n by 0.1 at the {4,40,80}-th thousand

12
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iteration and momentum S by 0.1 at the {10,40,80}-th thousand iteration for DoCoM; see Table 4 in the
appendix for the hyperparameters values.

Denote the LeNet-5 classifier g(x; 6) : R?*28 — R2 which is parameterized by the weights vector § € R66126,
We optimize (1) with cross-entropy loss and ¢ regularization such that f; is defined over the local dataset
{(a%, y%) Y2, of (image, class) pairs by

exp([g(x5;0)],:)

1 j é 2
fi(0) = _EZIOg < 62 ([g(x;,ﬁ)}@) + B 16112, (33)

k=1 €XP

where :rz € R28x28 y; e {l,...,62}.

Figure 3 compares the performance of benchmarked algorithms against the communication cost. We observe
that DoCoM achieves similar performance as CHOCO-SGD and BEER, while demonstrating a slightly better
performance in terms of the consensus gap. We speculate that the performance gap has narrowed due to the
highly non-smooth nature of LeNet-5.

5 Conclusions

We have proposed the DoCoM algorithm for communication efficient decentralized learning and shown that
the algorithm achieves a state-of-the-art O(e=3) sampling complexity. Future works include investigating
the effect of reducing the frequency of (compressed) communication. For example, through considering
asynchronous updates with possibly time varying or random graph.
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A Missing Proofs from Section 3.2

Using the matrix notations defined in the preface of Section 3.2, we observe that DoCoM (9) can be expressed
conveniently as

Ol =0 — Gt + (W — I)@t+1

Ol =08+ Q6! — Gt - O Qz1) "

Vi+l Bvﬁtﬂ +(1-B)(Vt+ vt Vﬁt) LO(X) = : , VX e R™4,
Gl =G 4 VI V(W - I)GHH O(zn)T

ét+1 _ @t + Q(Gt 4Lyttt ét)

The above simplified expression of the algorithm will be useful for our subsequent analysis.
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A.1 Proof of Lemma 3.4

Using the L-smoothness of f [cf. Assumption 2.1], we obtain:
_ _ - _ L. - _
f(0t+1) < f(at) + <Vf(9t) | 9t+1 _ 9t> + 5 H9t+1 _ 9t||2

= 18 (V@) | ) + 2 )

= 10~ (51 + 195@) I ~ g~ vr@)|7) + 2 g
<10 -1 - L)+ Lt - v
< 1@ - 2g'|* = 2w s @) +n (Hg -VF H + HVFt—Vf(et)HQ)
< 1@ - 21 - 21w @) + oo - 97+ 22 et - 01 )
where (a) is due to n < 5. We remark that (z | y) = 27y denotes the inner product between the vectors

ZT,Yy.

Note that by construction and the initialization v{ = ¢?, we have g* = v for any ¢ > 0; see (9d). Applying
the upper bound

et —e;

2 = la-a/muinelL = |[uuTelL < |6’

I < 119517 (35)

leads to Lemma 3.4.
A.2 Proof of Lemma 3.5
Observe that
et = UT (6! — Gt + (W — 1))
—uT {@t G+ 4(W —T) [6f + 9e! — 5Gt — &) —@t+nGt+@f—nt]}
= UT{[1+7(W =1 (0" —nG") +5(W 1) [Q(0" —nG' = 6) = (&' —nG' — "]} (30)
Notice that it holds UT(I +y(W = 1)) = UT(I + (W —I))UU" and |[UT(I + (W -I))U|| < 1 - pv.
Taking the Frobenius norm on (36) and the conditional expectation E;[-] on the randomness in DoCoM up to
the tth iteration:
2
Ed[los (] (37)
A . 2
—E, [HUT(I + (W —I))UUT (O — Gt +~+UT (W —T) [Q(@t Gt — ) — (Ot — Gt — @t)] M
T ¢ NE
< (]- + Oé) HU (I + 7(W - I))U(@o - nGo)HF
A . 2
+(1+a VE, [H'yUT(W ~1) [Q(@t Gt — O — (8! — Gt — @t)} M
2 2
<(1+a)|[UTT +(W -1)U|["||©} — G|
A UNE:
+(1+a ) [UT(W DR, U\Q(@t — G = 6') - (0" —nG' - @f)M
(a) 2 L ~ 112
< (1+a)d-py)? |0 = nGh| + 1 +a Hw?y*(1 - 6) H@t — Gt — @tHF

< (1+a)(1—p)?(1L+B) |05 + (L +a) (1 — py)* (1 + B~ [|GY

17
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2
522 (1 4+ a (1 - 4) H@t -Gt -0

2a-2lesls+ 2l + £ ot -t - o
F F s
where (a) is due to |W —I|| < @ and (b) is due to the choices o = m’ f = £t. The proof is completed.
A.3 Proof of Lemma 3.6
Defining VF! = n=11TVE!, VF! = n=11TVE?, we get
HoVE T =V 4 (1-8)(o' - VF) - VF (38)

=(1-B) (@ ~VEF) - p(VE " ~VF)
+(1-B)(VF —VF' — (VF ' — V)

It follows that
o[- ] < 0 - e s
+2(1 - B)E U’wt _VE (VT vﬁtﬂ)(f]
< -T2 w0 oo o]

Furthermore, applying Lemma A.1 leads to

e ||

St _ VFtHH } <(1-B7E “ 5t

2
_Vth 2l
L2
+8(1 - B)* 50?1 — ;) [ 65 ]

(L= B2 (1 - ) E[|lg')] (39)

)

L2
+8(1 - B)* % E [CAH

2
+4(1 - 5)2%@272(1 —§E [H@t —nGt—6*

This concludes our proof for the stated lemma.

Bound on the Matrix Form Observe that

Vi gt — g Rt (1-8) (Vt _ vﬁvt) _ YRttt (40)
= (1= B)(V' = VF') = S(VE' —VF'H)
+(1=B)(VF' — VE' — (VF'*! — VF"))

Taking the full expectation yields

]E{Hthrl Ft+1H } (1-B)°E [HVt_VFtHH+252n02+2(1—5)2L2E [H@t+1_9t||i‘:|

18
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Again, applying Lemma A.1 leads to
B[V - vFH L] < - 8RRV - OF|7] +28%n0?
+8(1 = BLAR(1 - p)E [|| G}
+4n(1 - B2L2*(1 - py)E [|3']]
+8(1- B L2 E [||0} 7]

+4(1 — B)*L*@*~+*(1 — 0)E U o' —nG' - 6!

2
)
This concludes our proof.
A.4 Proof of Lemma 3.7
We begin by observing the update for G{ as:
GHl =UT[G + VI — V! 4 4(W — )G
-u’ [Gt LV Yt (W - T) (Gt + QG+ VLt - Gt))}
=U" [I+~+(W -1)) (G + VI — V]
FAUT(W =) [Q(G" + VI = V! = G = (G' 4+ VI = V! = 6]
The above implies that
2
B [l65 2] < (L a0)(1 = B, [t + U7 - v ]

Gt+ Vit —yt — Gt

+ (1+ap )Y@ (1 - 0)E, U 1}

< (1+a0)(1 = p)Ex [(1+an) | GE|[7 + (14 a7 ) [V = V7]

+2(1+ag )Y@ (1 - D), [\Gt =+ v - VtHi]

Py — ﬂ
o5 O gives

B [les 2] < (1- ) sl + 22

2 _ 2
o (@) R [V = v
Taking the full expectation and applying Lemma A.2 give
2 Py 2 20° 2
e los ] < (1- ) e [IGul] + 22k e - e[

N p% (1 . 72@2) (BLQE M@tﬂ _ @tHH +36%E [Hvt — VFtHi] + 3n5202)

Taking oy =

Furthermore, applying Lemma A.1 yields
2 2-2\(1 _ )2
E [HGg-HH?] < (1 P +77224L (1+~%@*)(1 - py) )E {HGzHQ} +7—E [HGt GtH ]
F 2 Py
&y E|6}7]

N 24L%(1 + 72w?)
Py
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A

12L2(1 4 72w?
n (14 ~%w?)

2 2.4 ¢ all?
-~ 22 (1 5)]EU® NGt — @ F}
12L2(1 + %2 _

+ &(1 _ p’y)anQ]E {HgtH?}

Y

2-2
i 6(1+~°w )ﬂQE [Hvt B VFt||i“:|

Y

+ 5 (1 + 72@2) B%no?
Y

The step size condition

jal 1
< ; < — 42
TR0 - VI | 8 (42)
implies that
2 oY 2 202 12 251202 2
B o 3] < (1- ) B fleslz] +2 2 ot - e +2 2= e let)]
13L2 _ g2 pn _
(- OE U o' —nG' - 6' F] +v2E{|3]’]
LV vr ]+ g
Py Y
This concludes our proof.
A.5 Proof of Lemma 3.8
Observe that
E, |:H@t+1 Gt - ét—HHQF} —E, [H9t+1 Gt — (ét QO — Gt — ét))Hj:]
~E M@fﬂ — G (O — G + (87 —G' — 6) — QO — G" ~ éf)m
2 t41 t t41 INIE 0 t ¢ ol
< (1+E, [H@ _ot Gt — G )HF} +(1+§)(1—5)He —nG -
2 2 2 2 1) A2
<21+ DB [|0 - o'f] +2nf(1+ DB [l — et} + - 5) [t —me @ (3)

Note that as

Gt+1 o Gt _ Gt+1 o 1(§t+1)'|' + 1(§t+1)T o [Gt o 1(§t)T + 1(§t)T]
= UG - UG, +1(3"™ - g7,

we obtain the bound

2 1 2 2 2
E[le - @3] < SRt - vOIF] + 28 et + 28 [l
With Lemma A.2, we substitute back into (43) and obtain

e ||

e —nGt — 6!

A 2 1)
o+l _ Gt — @tﬂHF} <(1- §)E “

2 2 2
| DE fles i+ )]
+2(1+ %)(377%2 +1)E [[l6' - 7] +

66%n%(1 + ;)E [va - VFt||2} +66%%(1 + %)n02 (44)
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We further apply Lemma A.1 to obtain

]E{H@t“ G — @t“H } 1—7 [H@t— G- }+4n (1+ JE (G515 + 1G]
o+ 2) [Wtva+w2m+ym%wa+pm%“ﬂzﬂﬂm%wﬁm}
+8(1+ 6)(3772L2+1)w2721E [Il0411] + 401+ 722 + V(1 - e |11
4(1+ 5)(377%2 +1)0%2(1 - O)E {H@t —nGt - & F} (45)

Using the step size condition:
0

7 <
~ 16w2(1 —0)(1 +3n2L2)(1 +2/6)
and we recall that n < 1/(4L), the upper bound in (45) can be simplified as

E M@t“ — G - étHH;] (1-2 {H@t nG' — &' QF} + e [|las 2] + SetE v - v

41 2 29 _ 2 15 4112
+gw%%f+gmmﬂmm4+gﬂawﬂmw4+;m%ﬁmﬂu
The above bound can be combined with Lemma 3.7 and vp < 1 to give
41l ot 0 o 1560°L*(1 - §) H t ot AtHQ
IEI[H@ NG~ @ HF < (1 4“”—,05 E||ef—nc' o
ergelio] oo pe oot

‘ [} ® (1o 55 s 1o

B ¢ ¢12 B*n’no®
+ (18+ m) SR (|ve-vEE] + (18—1— m) ;

Taking n?y < m and v < = sunphﬁes the bound into

offo -]« - -
s e flosl] +r e oo
4[?w¢+%{ﬁﬂﬁm@m}1% B[]

2,,2 2 2
+ <18+ ii) BT”E [||Vt - VFtHQ} <18+ ii) B"#

This concludes the proof.

A.6 Proof of Lemma 3.9
We begin by observing the following recursion for Gt — G:

Gt+1 Gt+1 Gt Vt+1 _ Vt 4 (’V(W _ I) _ I)Gt+1
= y(W = I)(G' + VT — V)
+ (YW =1)=1) QG+ VH — VI _GY) — (Gt + VT — Vvt —GY)|.
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This implies

(U ar [V = vl

E [HGf+1 - ét“m < (14 o)1 +7@)2(1 - O)E [(1 +ay) HGf el i
+2(1+ ag PSR |G + [V = Ve

Taking oy = %, ay = % and the step size condition

<09
T=385 " 6w
give
A 2 ) [ |12 10v20? 2
t+1  At+l 0 t At t
B (o —e ] < (1-5) Bl -] + e Il

+ ((1—3)( +§)+27 (1+;1 )E[HW“—WHH

§ [ A2 10v20? 10(1 + y2?@?) 2
<(1-g)E[ler -] + 5w o] + S w [vee - v

0
Applying Lemma A.2 and Lemma A.1 gives

sffor e ] < () el - i)+ T fioui] + S (e v - 9R] o)
N 30(1 +g25ﬂ)L2E [H@m B 9t|m
< (1_‘;)15 :HGt—ét 2F + 2 (20 11202220 + 0% (- 7)) E [ 1]
+ :ng”)jw o)) -
G (1 - O)E [H@t Gt — @ F]
4 QAT 21— s [ 7]

50 B[V - V] 4 no?)

Using the step size condition from (42), i.e., n2L%(1 — pv)?(1 + 7?@?) < %, and v < & simplifies the

above to
olle -]« (-2l -]« 5 () sl

12222 GOL w?
WT [lexlz] +2

[H@t Gt — G

!

—n]E [l3*1°] + 152]E [||vt - vF[L] + ?BQnUQ.
This concludes our proof.

A.7 Proof of Lemma 3.10

Below, we illustrate how to find a set of tight conditions for the free parameters a,b,c¢ > 0. Combining
Lemma 3.5, 3.6, 3.7, 3.9, 3.8 and (41) yields

E |22 |04 |5 +n o —WMW + LVt - VR |G| + b Gt - (’;mHi +ef @it —nertt - é)f“m
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py 16 g o 257 1222 L2907 38w ot 2
< <12+ (1 - B)°@*y* + ay + by 5 c(y sz T 7) ]E[L ||@O]|F]
— 12 4 1
—I—(l—B)QnE“Ut—VFt ]+(( —B)% + 627n+b623 =+ o™ 2(18—|—i )Z) “E
py 1 52L 116 , o b 510, 5 p? c 550 112
120 2222 4 222021 — B)2(1 — py)2L Py S22\ E
ra (1= 2o LR 0P - Pl PR+ ) + S S ]
5 a 20° ¢ ,3w
12,8 2w € oadW H t t
+b< 3 + 57 p + 51 p > { at- @ -
2-2 2 2-2
pef1-0p 1, 1§72(1—B)2L2@2(1—6)+a’ylgL 21— 5) 4 2 0LW
8 ¢ p cn P c 1)
4 4.1
+ (62—1—&62 bﬁQ —|—cﬂ2 2(18 + & —)= >n02
n p’y )

8 518 _
+<n(1—,8)2L2n2(1 v)? +a’y +b’y 55 +cn? 6)n]E{||gt||2}

Our goal is to find conditions on step sizes and the choices of a, b, ¢ such that

122002
0

1 —2
1- % + ;6(1 B)2w*y? + ay 250

(1-58)

52902

0L2
31n 84 . n
62— + cB*n*(18 + —m)g <(1-p)

116 o ) s b 5,10, 5 p* ¢
——n*(1 - B)*(1 — p)*L Ey+=
o e (=B (1=p)’L* + =y = (@ + ) + -1

+ by? + ey

7
+aB2l 4b
Py

1,212
7+,
4 a

13L2
1— B)2L252(1 ﬂ oL 20 o
8 ¢ p cn ArLe(l 6)+ P ( 6)+c 1)

ot

To this end, with the step size condition

v < min {17 7~ ; -
4p” 64(1 — B)*w? " 8(1 — B)*(1 = )

the above set of inequalities can be guaranteed if a, b, ¢ satisfy

(1—=B)p 2 p?
21Bn ' 13(1—6) 6002

96L% ,
p*y?

51 <a<m1n{

2512 s (1-p)%

op

max {Cl

v 48L2%0*
m 5p S C S mi

3202 2 482 2
i d c " hd }Sbgmin n

1—v pd " 1—v pd +2)730py" 936n
SpL? 2512 1-3

n LR
13929w2” 25py" Bn* 3n(18 + 53)" n? 1824w

Notice that the step size conditions:

2o =P P’ 7p?
7n° < min —,
20168n L2’ 624(1 — 0)L>2

72p
" 5760002 L2

96L2
P22 77

guarantees the existence of a which satisfies (46). In particular, we take a =
At the same time, with the step size conditions:

1-— 464w
nzémin{( B)y 64w

84 207
(18 + 22 )pL

2 295 o9
380L2 1—~ ~ 668160

Bn

23

’ 202872

}

(It = vr;]

>]E {H@tnatét |

(S1)

(52)

(S3)
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we guarantee the existence of ¢ which satisfies (48). In particular, we take ¢ = ;2 48’;;2‘:’2. This simplifies
(47) into
2 202 2 2 —472 2 2 _
e n 3072w , n°y  23040°L < b < min n-  20L . 0 ,(1 5)5, 5p_
Y1—=7v) 0p* T(1-7)* &%p? 7 5p(@? + &) 30py" 93Bn T 2928~w?
(49)

Combining with the step size conditions:

— 2 B 5 ) )
< min{72<‘”2 +2) (1-B)P 5@+ %) ,5p2(@% +5) } |

122 ' pn 18612 ' 58560212
2 52 2 46
7 < min r__ = (S4)
1—v 7680w (w? + &) 3w p
guarantees the existence of b which satisfies (49). Finally, we take b = n’_30726°L%

y(1=v)  6p®

Using the upper bound on 72/(1 — ) from (S4) and the above choices of a, b, ¢ yield:

2L%n 2 6L%np*o 24L%n
Vt+1<(1 mm{pv, 7,6}>Vt+52[4+767 _|_7776 n_p _|_77 ]02

p° v 25w2 v @2
2 272 L'n 141 p =t
wo [sa =Pz -+ 22 (964 1 ) | B [l

Furthermore, we observe that the above steps require step size conditions (S1), (S2), (S3), (S4). Together
with the requirements in Lemma 3.5, 3.6, 3.7, 3.9, 3.8, we need

> i [ (LB PP =By 46422, 29p0 2%+ 4 Z) (1- By 5p@? + £)
= 20166n L2 Bn (18 + %)pLT 38L2° 1202 ' Bn 18612
_ 2
VP@ ) 4 Vo' Py 0%p
B856G2L2  624(1 — 0)L2 " BT60002L2 100L2(1 — py)2(1 + 72w?) 124807 L2

< min 1 o n i Vo
’= 4p” 64(1 — B)%w2" 8(1 — B)2(1 — 0)p’ 8% i /(1 — 0)(1 + 3y2L2) (1 + 2/0)

,}/2 ] 2P2 52,02 46
< min
1—7 66816004 768002 (w2 + 2 ) " 3w2)p
Taking the restriction that w € [1,2], the above can be simplified and implied by

1— 2
7<mm{ 1 pn & dp 0/ (8w )} o

4p’ 6402’ 10&° 2592

1— 3 2
min B P LA Moo,
fn 45 240w
where we have used the upper bound v < g= to remove the self-dependence on 1 — v for the constraints on
~. This concludes the proof.

n<

w

A.8 Auxilliary Lemmas

Lemma A.1. Under Assumption 2.2, 2.4. For any t > 0, it holds

E[[[0" - [}] < 4n?(1 = p)%E ||| GL[1 7| + 200? (1 = p7)E [9']]] (50)

)

+ 43%4°E {H@gufw] 4 2024%(1 — H)E [H@t Gt — &
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Proof. We observe that:

||®t+1 o @t”i _ HnGt o ’Y(W _ I)ét+1Hi

= ||[(I +4(W = D))(—3G") + (W = 1)0! + (W — 1) | Q(O! — G — 6!) — (8! — nG! — 6Y) ’
F

< 2| + (W = 1))(—G") + v(W —1)e'| 5,

+2 /(W -1 [Q(6' — 56" ~ &) - (6" - Gt_ét”\i

2HW §ICK

I+

<2 [ (T + (W =16} +

2((I+5(W = D)(=nG") | (W - De")]
+ 202 |Q(e! - nGt - &) - H (51)

Observe that ((I+~y(W —1I))(—nG?) | y(W —=1)0") = (I+ (W —1I))(—nUG!) | v(W —1)©"), the above
leads to

B ([0 = Of|[5] < 202 = o) (|G| + 2021 = o) (|G| + 497 (W - D

+20242(1 — 6) ‘ o' — Gt — & i (52)
Notice that
E{|¢']]%] = E [l(1/m11T + 0UNE || =B [[[lUUTE! [+ [|/m1T 6
<E[[G][5 +n 7] (53)
By combining (52), (53), and the fact [|(W — 1)©!||% < @2 |©%]|%, we have
E[[0 - 0'%] <4n?(1 = p)%E [||Gh[5] +20n2(1 — p0)%E [[3']]%]
-2 2 t 2 -2 2 t ¢ al?
+40%°E [||04 7] +22%02(1 - 6)E U@ —nG' -6 F]
This concludes the proof. O
Lemma A.2. Under Assumption 2.1, 2.3. For any t > 0, it holds
E[[ve = vi|[L] <3L%E [[|l67 - &'|3] +38%E [[|[v* — VF*|3] + 3n8%0*
Proof. Observe that
VI V= VT 4 (1= B)(VE = VEY) = V!
= VFH _VE — (VI = VF') + B(VF' — VF)
It holds that
E (v —vi2] <spE e - 2] + 38R |V - V] + 358 ||V - v
F| — F F F
<3L7E [|[0 — 7] + 38%E [|[V* - VF'|[}] + 3n8%0?
This concludes the proof. O
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A.9 Transient Time of DoCoM

We follow a similar argument as in (12). Particularly, consider setting the step sizes and parameters as
B=0(z37),1=O(1375): Y = Yoo, bo = Q(T'/3). Then for sufficiently large T, we obtain

Ly ™2 LU0 ~f) . o Go 7
- ;E [HVf(Hi )| } =0 ( 273 s T g T 55T ) (54)
The transient time can be calculated by bounding 7" such that the second term dominates over the last two
terms. We get
n3é§ nto
Tlcrans =0 (max {W’ W (55)

5—=3
Taking o < 1 guarantees that Tirans = 9(026760;12).

A.10 Sublinear bound of O(logT/T') under PL Condition

We counsider setting 5 =n =logT/(pT), ¥ = Ve, bo = 1. Notice that for a sufficiently large T', these step
sizes will satisfy (10). Furthermore, setting ¢ = T, the upper bound in (14) is given by:

log T\ " 2 118L%n  — (logT)? 2C,02% log T
1—-— A%+ = (262 G Z 56
( T ) ( +n<0+p272(17) v T (56)

We observe that

f— T *
Thus the expression in (56) can be further upper bounded by O(logT/T"). This implies (16).

log T\ " 1
(10§> < plogT _ 1

B Convergence Analysis of DoCoM with 5 =1

This section provides the convergence analysis of (9) for the special case when the momentum parameter is
B =1, i.e., there is no momentum applied. Observe that the DoCoM algorithm can be simplified as

Ol =0 — G + (W —1)8H!

ét+1 _ @t + Q(@t o nGt N (:)t)

Gl =G+ VF'™ — VE' 4 (W - T)G*!
Gt =G+ Q(G' + VFH! — VF' - GY)

where we have eliminated the use of V* since V! = VF* for any ¢ > 0. Additionally, we define ©f =

(1/n)117 6"

In such setting, the convergence analysis has to follow a different path from the case of 5 < 1. We begin by

analyzing the l-iteration progress with

Lemma B.1. Under Assumption 2.1, 2.2, 2.3, and the step size satisfies n < 1/(4L). Then, for anyt >0,

it holds

3L%n
4in

Ln?c?
on

Ef 0] < £0) = FIVIO)]* + = (|08 + (57)

The proof is relegated to Appendix B.1. Notice that the above lemma departs from Lemma 3.4 as it results

in a bound that depends only on the consensus error. Our next endeavor is to bound ||®ﬁ)Hf,, which can be
conveniently controlled by Lemma 3.5 as quoted below:

t+1(|2 P t||2 212 (2 @72 t t_AtQ
flos 71 < 1 - Elleslil + 2 it + e |for-net - &L )

Moreover,
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Lemma B.2. Under Assumption 2.1, 2.2, 2.3, 2./. Suppose the step size satisfies n < m,

v < 5. Then, for any t > 0, the consensus error of G'™ is bounded as follows:
) oY 9 2@2 —~. 112 p 18L w
= [les i) < (1= ) i)+ 5w (o @ +v (557 = letl]

o oo el (29

The proof is relegated to Appendix B.2. We also bound the subsequent terms by
Lemma B.3. Under Assumption 2.1, 2.2, 2.3, 2./. Suppose the step size satisfies n < m,
v < 8%, Then, for any t > 0, it holds:

2
sfJo -] < (1- s oo

442 4% (p* + 72L*0°) E [H@ZHH T

(o5 el

, 40L%0
5

s [Jor e -

)

Lemma B.4. Under Assumption 2.1, 2.2, 2.3, 2.4. Suppose the step size satisfies v <

Ve N :
4w4/(1=8)(1+n2L2)(1+2/5) Then, for any t > 0, it holds

+ 2 5—71153 [HVf (6% || } - (pg;y-i—?n)

t+1 t+1 t+1 _ 9 t t At 2 22 t+1|2
[H@ G =6 H] (1 [H@ Gt — 6 FW 2 (o))
+ %477202 4 3587721@ lle)is] + 25% (P2 +2292) 0415, + n2n |V £ ]

Furthermore, if the step size satisfies n’y < 865275]:2, then
R [H@t+1 Gttt - étﬂ”i] <1 _ > |:H@t Gt — O }
5() 3w
29Y t 22 t t
et e lloul] + o o e

229L4 @ 6_5 o .
« [ <1+p)+5 e[t

2
et BB (0] o B (1452

The proofs are relegated to Appendix B.3, B.4, respectively. Combining the above lemmas and optimizing
the bounds for step sizes lead to

Lemma B.5. Under Assumption 2.1, 2.2, 2.3, 2./ and the step size conditions

Lol Py P>y pPoT=7 pP20\/T=
T=T™M 4801 = py) /T4 1207 105" 130307 130Lw3/2
16 B §3/2\/1=6/(8w) pd/1—6/(8w E
< min Ve PV 6/(85) pby @A oy o o
"800 40\/(1 = 0)(1+ 1PL2)(1 + 2/0) 88wr/0a? + > 1230 864w=L
Define the constants:
v 192 [2(1—7) 32002 1502 NM 12 [1—v 25602 5802
(C 9 vf = + v +
S l-a [ pPo%y  p?6y L=y | pv p&? p&?
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Then, for any t > 0, it holds

E [y|eg+1y|§ vallest i oo - o vel|ortt —nar - étﬂm

< (1208 o ol oo~ oo v o

+n*Cyno +772(C FnkE [HVf (6" H }

4872 b= 1536202 2402

where a = =
pZ,YZ ,

= ey ¢ T ma-
The proof is relegated to Appendix B.5.

To simplify notations, we let pN™ := min{p, d}/8. Using E[HGSH?] = no? and Lemma B.5 imply that

t—1
E [H@ZHH <a (1 N ’y) no —|—T]QZ oM t_s_l{(CyMnUQ —|—C@'\}'n]E [HVf(és)HQ] }
s=0
t—1
@“M’;N@ nC¥ Y- (1= ") E [V @] (59)
s=0

where the inequality is due to the fact that CNM»n? > a. We now observe that (57) implies

(8% — f(o7 27 3Ln
&3 e fJose)] <2 [LEO) ok (e i)

e ifi (- ") = E [ 95|

<E[W} +772ﬂ <1+(CN'V' 3Ln 77)

T 2n

3L 1= o2
+773(C%“J445NM7T > E {HVf(Q ]l }
s=0

Therefore, under the additional step size condition n < /W’ it holds

;,TZ:_OIE {HVf(ét)HQ} < %IE [f(éo) ;f(éT)] +n4a;L ( + O 225’\7}770 (60)

Setting 7 = O(1/V/T) shows the expected convergence rate of Z;_Ol]E {HVf(G_t)HQ} = O(1/VT). We

remark that similar result to Corollary 3.3 can be established under the PL condition Assumption 3.2.

B.1 Proof of Lemma B.1

Using the L-smoothness of f, we obtain:
f(ét-i-l) < f(ét) + <vf(§t) | ét-i—l _ §t> + g Hét+1 _ ét||2

= 70" = n|[VI@)|" = n (V@) !9—Vf9t>+ e (61)
Taking the conditional expectation on the inner product:

—nEe (VF(0') | 3 = VF(0"))
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Zsz 07) - V£( af)>
2

Z {V5(6}) = V5(6")}

i=1

=3
= Nws@)? +%||@t— I
where we denote ©' =1(6")T = 11170".
Putting back into (61) yields
B0 )] < 50 - V5@ + = Dl | + 2 H@t &'

Observe that as E, ||g||° = LE, HlTGt , we have

E |16 = B, | Y V05 ¢ —Et Zv]z ¢t Zsz (69 Zv;’z (61
: =1 , ,

<no?+2 Z{Vfi(Of)—Vfi(ét)} +2 ZVfi(ét)
i=1 1=1

2 ||V

< no? 4+ 2nlL? ||®t — étHF

Putting back into (62), and assuming that —(% —Ln) < —i S < %
_ _ 2 _
E.[f(0")] < £(0") — ||Vf @) + ) (na +2nL2||©f — 6F||% + 2n? ||Vf(9t)||2) + % et — et

Ln?c?
2n

— £(at D) LPn? ot (2
= 10 <0t ~ 1) - (BT ool

<qp) _ 312 ~ Ln%0?
t 1 NI Thnat _ atl? n
& - 2w+ 20 ot - ot 4 B

The proof is completed.

B.2 Proof of Lemma B.2

(62)

I

We preface the proof by stating two lemmas that will be instrumental to the proof of Lemma B.2. Their

proofs can be found in the later part of this subsection.
Lemma B.6. Under Assumption 2.53. For anyt > 0, it holds:

E [Hvﬁt“ _VF

2

} <2%E [|[0'! - ©*[7] + 3no*.
F
Lemma B.7. Under Assumption 2.1, 2.2, 2.3, 2./. For anyt > 0, it holds

B[00+~ 012] < ar( - ) G5 + 4 (20— 1)L+ @29%) O 2 + 232920~ )|

+20%(1 — py)20% + dniP (1 — py)2 || V£(8Y) ||

29

o' —
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2
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Proof of Lemma B.2. We begin by observing the update for Gt as:
G =UT G+ VF — VF! + (W —TI)GHHY
=u’ [Gt +VFH — V4 (W —I)(G' + Q(G! + VFH — VF! — ét))}
-uT [(I + (W —I)(Gt + VFH! - vﬁt)}

FAUT(W-T) [Q(Gt FVEH _VFt G — (G + VE - VE - G‘t)}

)

+ (1 + 060_1)’)/2(:)2(1 _ (S)Et |:HGt 4 Vﬁt-‘rl _ vﬁt _ ét

The above implies that

B (G5 17] < (4 ao)(1 = )R, [HGZ +UT(VEH - VFY)

!

F

< (14 ao)(1 - p7)*E, [(1 o) G5+ (1+ o) | VEH - Vﬁtm
+2(1+ ag )Y’ @*(1 - O)E, [HGt - G“Hi + HVﬁtH - Vﬁt”i}

_ Py

Taking ag = 12”/, ap = &

gives

B [les 2] < (1= 2) bl + 2 e - e[

2 ~ 2
o (e foen R

Py
2
)
2
+ = (144262 (3n0% + 2°E |01+ - 0|7
P
Furthermore, applying Lemma B.7 yields
16L%(1 20%)(1 = 2 2002 A
E [HGzﬂva] < (1 _ g (1+~%w*)(1— py) )E {HGEHH 2R [HGt _at
2 Py p
16L2(1 + %2
4 16L°( +9%%%)

Taking the full expectation and applying Lemma B.6 give

[l ;) < (1- ) e flesl] + e o - e

2
.
GPLA(1 - p)* + ) E[|65)3]

N 8L3(1 +72@2)®272(1 _S)E M@t —Gt — étHi]

P
16L°(1 + ~*w?) 2 2 oty |12
+ LI (4 s |90
+ <6 (14+~7%@*)n+ §n2(1 + 20 LA(1 - p’y)2> o?
py Py

Using the step size condition
28

1
n < s VS &=
8L(1 — py)y/1+ ~2w? 8w

implies that

= [l 1] = (1= ) fhetl] o2 ot -] oo (5 5 mieti]
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2
+y %@2(1 _HE U o — Gt — Ot

2 _
e lese] + (22 o

This concludes our proof. O

B.2.1 Proofs for the Auxilliary Lemmas

Proof of Lemma B.6 Observe that:

E Mvﬁt“ VRt

2 ~ ~
F} —E {H(VF““ _VEFH) _ (VE — VFY)

“ |[VFH - VFtHQ]
Ia F
+92E [<(vﬁf+1 ~VEHY) _ (VE - VY ‘ VR VF‘N

Notice that

E [<(vﬁt+1 — VFY) _ (VE - VFY

VL _ VFt>] - _E [<vﬁt _VF!

VI VFtﬂ

As such,

E {Hvﬁt“ VRt

2
] <300 + 2°E [0 - 0|7
F
This concludes the proof. O

Proof of Lemma B.7 Observe that:

ottt — @tH2F _ HnGt (W — I)ét+1H2F

= [+ W D) (06 + (W -1 AW 1) [0 6t~ 6) — (& et~ )] |

< 2|1 +4(W = 1))(—nG") +4(W —1)e' |},

+2 /(W -1 [Q(6' — G — &) - (6" —nG' — 6Y)] Hi

<2 (T +2(W =16+

2(|(W = DE|[5, 4+ 2((I + (W = D)(=nG") | 7(W ~1)e")]

A N 2
4 2(:)2,)/2 HQ(@t _ nGt _ (__)f) _ (@f _ ’l’]Gf _ 6t)

. (68)

Observe that (I +~v(W —1))(—nG?) | y(W —1)0%) = (I + v(W —1I))(—nUG?) | v(W —1)0%), the above
leads to

B (|07 = O'|[7.] < 2071 = p)? (|G [ + 2071 = )2 |G . + 497 (W = D’
+20242(1 — 0) H@t—nt—étHi (69)
Notice that using (63), we obtain
E[[6H5] =B [l(1/muaT + o'} ] =B [JluuTe L+ [[a/m1n e
<&

2 yor?|e!

I I +2n V5@ + 02 (70)

By combining (69), (70), and the fact [|(W — )©!||% < @2 |©%]|%, we have
B [0 = 03] < 4?1 = 2 (|GL ][5 + 402 (1 = p0)? L2 O[5, + 4 (1 = p0)? |V £(8)]”
+ 202 (1 — py)20” + 4092 ||OL][% + 26%4°(1 = 5) H@t —nGt - étHi

This concludes the proof. O
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B.3 Proof of Lemma B.3

We begin by observing the following recursion for Gt — G:
Gl — G = GT 4+ V! — VF! 4 (y(W - T) - )G
— (W —I)(G' + VF*! — VF?)
+ (/W =1) = 1) [Q(G" + VFH = VF! - G') - (G' + VF*! - VF' - )]
This implies

E [HGt+1 - C:t“Hi] < (14 o)1 +4@)%(1 — O)E {(1 +an) HGt el

2 ~ ~
+(1+a7h) [V - VF
F

)

~ ~, 112
#2004 05 1FE || GY + [0 F - v R

Taking ag = % ay = % and the step size condition

d o
v < 87(1) < GTTJ
give
ool (- -] 252w s

+ ((1 “Nay %) +29%02(1 4+ 3)) E MVﬁt“ - Vﬁtm

4
22 22
n 107w E {HGZHH + ME |:Hvﬁt+1 _VFt

S(l_g)E:HGt_ét i 5 5

i}

Applying Lemma B.6 and Lemma B.7 gives

gl g 2 _ 17§ . r oo 2] N 1072@2]E ||Gt||2 Jri’>0(1+'y2@2)n02
F|~ 8 | 4] olE

F| )

20(1 + y?w?)L? 2
+ = (e - o]

g(15>E ot &[]+ 2 a2 v s+ 480 0 - ) E[ |64

8 F|

80(1 +7%@?) L2 a
+ %(nzﬁ(l =)’ +@*)E {”@ZHQF]
2-2\72
R L e {H@t”Gth 1

80(1 +y2w?)L
4 S 21— s |91 ]
2-2
+ 100 +~7w7) (4L2n2(1 —py)?o + 3n02)

d
Using the step size condition from (67), i.e., n>L*(1 — py)?(1 4+ y2w?) < £

o e~ el o] 2o e el

+724%(p2+72L2@2)E[||@f,}|F] QM M@f nG! - Gt

!
L LnE INMIGINES <p; *7”)

This concludes our proof.
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B.4 Proof of Lemma B.4

Observe that

R 2
E, |:H@t+l Gt - @HHJ = F, [

=E, U

<1+ 3K {||@t+1 — 0! — (G = GY ||2} +(1+ é)(1 —5) ’

<201+ %)Et o+t — e'|[] + 20201 + E o - ¢y + - g) ot —nc - étHi (71

~ ~ 2
@t+1 o 77thJrl o (Gt + Q(et _ nGt _ @t))HF]

)

2
t t At
o' —nG' —o'|

A

@t+1 o nGt+1 o (@t . nGt) 4 (@t o nGt o ét) o Q(@t o nGt - @t)

[\

We can bound the second term as

= [l ~ ] = G [ ore 9Py

2
|+ 2 [los ] + 22 )
Observe that

E |:H1T(vﬁt+l _ Vﬁt)‘ﬂ <E [HlT(VﬁtH _ VFt-H)HQ} 4 9R |:H1T<vﬁt _ VY

+ 2 [[1T(VF - VFY)|]

< 3n0® + 2 L°E |0+ — &'}

Substituting back into (71) yields

d|

. 2
Ot _ Gt — @HlHF} <(1- g)E [ LGt — @

2] o+ 2w [l 1 + )

+2(1+ %)(n%? +1)E [H@f“ - @fHF} + 60%(1 + %)n2 (72)
We further apply Lemma B.7 to obtain
o st < - e e B ]
+60%(1+ %)772 + 421+ P L) (1 + %)72(1 — O)E [H@f — Gt - @fHF]
2 _
+8(L+ L) (L4 (L - py)? E[[GL5 + L2 0Ll +n [V £@)* +0%/2]
2, _
+8(L+72LY)(1+ 5@ °E [ 04 7] (73)
Using the step size condition:
7 < °
= 1602(1 — 0)(1 + 2L2)(1 + 2/3)
and we recall that n < 1/(4L), the upper bound in (73) can be simplified as
E| e - et - ét+1H2 <a1-%E |o —nat—&1|| " E[[G51%]
F| T 4 0
24 38 26 -
+ ot + =B |65 } + SE[0PL? + 5% O[5+ wn | V@]

This concludes the proof of the first part.
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The above bound can be combined with Lemma B.2 and vp < 1 to give

E M@tﬂ Gttt — étHer] < (1 _9 + n27108“2LQ> E U’@t Gt — 6!

4 po j“}
s flas] o o - e

2712 22
+ [”; (3 4261 + 72167; ~ ) + 256&72} E[[e!13]

2972 ~ 12 2477 o?
+ 2w s + ( )
Taking n?y < m simplifies the bound into

2o —wet o]« (1)l -]
rrellals] +o e o - e
+ [nQ 29;4 (1+°;> +?a}2 2] eI ]

2
+n? 29—nlli“\Vf ] +n? 240 (1+4n)
Py

This concludes the proof.

B.5 Proof of Lemma B.5

Let a,b,c > 0 be some constants to be determined later, combining Lemma 3.5, B.2, B.3, B.4 yields
N 2 N 2
E [H@toﬂui Ta HGZHHZ b HGt+1 _ Gt+1H T H@t+1 Gttt - ®t+1H }
F F
1822 2 B
< (1—”7+m(p+ ; )+ b2 [29L4( p) +26w272DE[H@f,|m

2 4 0
oy 1 b c 550 2
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8 ¢ ' p ¢ p c 0 F
1 5 15 p 2p? 29 2
2| L 50 2 19 P 24P~ 227w t
+ 8no {apw+b5+c77 p(h] + [a74 + by 5 +cn 5}71 [HVf(G )H }

We wish to find conditions on the step sizes and a, b, ¢ such that

19L%w? 922> 58L4%w
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2 p ) ) 4
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The above set of inequalities can be guaranteed if a, b, ¢ satisfy

48 p?
22 S 0S kT (74)
2*2 2 4 —2 1 5 2 52
max{a v 32 ,C A8 }gbgmin{ p 2_277’—3 —— } (75)
1=~ pd " 1—x pd v 11041202 7 3 5p(dw? + p?)

v 242 v 216L%@% | ~% 960L3%w? , pdy 5
max ,a ,b < ¢ < min IR ——= (76)
l—v pd "~ 1—v pb -~ pd 12(38L2202 4 260,242) " 25py

Notice that the step size condition:

2 < p'y?
~ 10944 L2002
guarantees the existence of a which satisfies (74). In particular, we take a = pﬁig n?. This simplifies (75),
(76) into
4802 32 1 po n? 52
= 22 el <bhb<mind - £
ps(1—y) " { p%’c} == { v 110412027 43 5p(6w? + p?)
24w* 432 8 d
_ max {7, 2L2172,40L2'y2b} < c¢ < min SSIAS poy — ,
pd(1 —7) P>y 12(38L2202 4 960242) " 25py
Observing that as n? < 10931122@2 < 4%227;2 and we impose the extra condition ¢ < %. We obtain the
simplification:
153602 1 0 2 52
R P RS R S —
p3oy(1—7) v 1104L%w2 " 43 5p(dw? + p?)
240 § 1) 32
Y max {7,40L272b} < c¢ < min SSTA i — , s o
pS(1—7) 12(T“n2 + 2600242) 25py p2y
Again, the condition on b is feasible if

plo*(1 - ) ¥ p*e°
6 x 1104 x L20%" 1 —~ — 768002 (w2 + p?)

2
<
=153

and we take b = %n? Note that as v < §/8w, the bound on v can be implied by:

P83 (1 — 6/8w)
~ 7680w?(0w? + p?)

Observe that with this choice of b and the step size condition, we have 40L2~2b < +. Finally, the condition
on c is simplified to

2402
pé(1—7)

’ygcgmin{ POy 0 32}

12(5822 2 4 260242) " 25p7 Py
The above condition is feasible if

RPN B I Y o _ PP8°(1—7)
< min —, —, — = —, n° < —
1—7 3pw?’ 6002’ 14976w* 1497604 16704 L4w3

2452
po(1—7)"

The above choice of a, b, c ensures that

and we take ¢ =

E H@to“H? +a HGZHHfV +b HGt+1 _ th-i—lHZ te H@t+1 Gt - ét+1H2]
F F
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< (1 _ min{g,g%) E [HGZH? vallcln e - ¢

2 R
—|—cH®t—77Gt—@t
F

5802

1920 [2(1—9) | 3200° 15077 5, 120 [1-7 256"
L=y [ p*  pP%y  p?6%y 1=~

The proof is completed.
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C Additional Numerical Results

In the first two sections we provide additional plots and the tuned hyper-parameters of our simulation. In
the last section we describe the implementation details of our simulation.

C.1 Synthetic Dataset

This dataset is generated from the benchmark framework leaf (Caldas et al., 2019). The number of data
points possessed by each agent is different. In particular, we have the distribution {m;}?>; which follows
[470, 403, 91, 84, 79, 51, 51, 38, 31, 25, 24, 19, 14, 10, 9, 6, 6, 5, 5, 4, 4, 4, 4, 3, 3]. Table 2 provides the
tuned parameters used for the experiment in Figure 1.

Table 2: Tuned hyper-parameters for linear model on synthetic dataset.
Learning Consensus Momentum

Algorithms Batch size

rate 7 step size v param. 3
GNSD 0.005 - - 4
DeTAG (R = 1) 0.005 0.1 - 4
GT-HSGD 0.01 - 0.01 2
CHOCO-SGD (Top-k 10%) 0.01 0.5 - 4
CHOCO-3GD (Random Quant. 8bits) 0.01 0.9 - 4
BEER (Top-k 5%) 0.01 0.16 - 100
BEER (Ramdon Quant. 4bits) 0.01 0.5 - 100
DoCoM (Top-k 5%) 0.01 0.2 0.01 2
DoCoM (Random Quant. 4bits) 0.01 0.6 0.01 2

In Figure 4, we provide additional numerical results on the trajectories of gradient norm, training/testing
accuracy of the algorithms. Similar comparisons between DoCoM and existing algorithms are observed. No-
tably, we see that DoCoM achieves the best gradient stationary solution in limited communication budget and
recovers the same level of gradient stationary solution as the uncompressed GT-HSGD at the last iteration.
Also, we observe that DoCoM is the first to achieve the best accuracy with the least network cost.

————— GNSD
DeTAG o
GT-HSGD © ol
DoCoM Top_k(5%) 3 1074
m DoCoM Rand_Quant(4-bits) >
o CHOCO-SGD Top_k(10%) a
- CHOCO-SGD Rand_Quant(8-bits) @ 10-2
BEER Top_k(5%) C
BEER Rand_Quant(4-bits) S | | T wew
‘ | ! ! 104 ! ! | !
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e QL o 1
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£ c £
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Figure 4: Additional Results on Synthetic Data and Linear Model. Loss and consensus gap against
iterations, and worst-agent’s gradient norm, training/testing accuracy.
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C.2 1 Layer Feed-forward Network on MNIST Dataset

Table 3 summarizes the tuned hyper parameters used by the experiment in Figure 2. We provide additional
plots against wall clock time to demonstrate the practical improvement one can achieve using DoCoM.

Table 3: Tuned hyper-parameters for 1 layer feed-forward network on MNIST.
Learning Consensus Momentum

Algorithms

rate 7 step size v param. (3
CHOCO-8GD (Top-k 10%) 0.01 0.3 -
BEER (Top-k 5%) 0.01 0.2 -
DoCoM (Top-k 5%) 0.01 0.2 0.01

CHOCO-SGD Top-k(10%) 256 batch 3000 iter.
——~ BEER Top-k(5%) 1024 batch 1000 iter.

4-- DoCoM Top-k(5%) 256 batch 1000 iter.
BEER Top-k(5%) 256 batch 1000 iter.

—+— DoCoM Top-k(5%) 16 batch 1000 iter.
—— BEER Top-k(5%) 16 batch 1000 iter.

DoCoM Top-k(5%) 64 batch 1000 iter.
BEER Top-k(5%) 64 batch 1000 iter.
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Figure 5: Additional Results on MNIST Data with Feed-forward Network. Worst-agent’s loss,
consensus gap, training/testing accuracy and gradient norm against wall clock time in seconds and the
number of samples drawn. In the legend of wall clock time plots we denoted the number of iterations used
for training.
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C.3 LeNet-5 on FEMNIST Dataset

We conduct another practical experiment and consider training a LeNet-5 neural network which has d =
60850 parameters. The dataset contains m = 805263 samples of 28 x 28 hand-written character images, each
belongs to one of the 62 classes. The samples are partitioned into n = 36 agents (of ring topology) according
to the groups specified in (Caldas et al., 2019). We scheduled the learning rate at its initial value for the
initial stage, then decay by a factor of 107! at certain iterations. This allows us to perform large step size
training at the initial stage and arrive at a consensual solution eventually.

Additionally, we observe that when training LeNet-5 using momentum-based variance reduced algorithms
(including GT-HSGD and DoCoM), we found that the algorithms can be unstable when a small momentum
parameter (e.g., 8 = 0.1) is adopted, unlike the experiments on synthetic data / MNIST. We suspect that
this is due to the stronger requirements on Lipschitz continuity of the gradient of objective function in
Assumption 2.1, i.e., we require !

Ec [IV£:(6:0) = VA5 QIP] < 1210 - 017, v 0,0/ € RY.

This is stronger than the typical Lipschitz continuity on the expected gradient which only demands
IE[V£:(0; Q)] — E[VO50) < L||6 — ¢'||. Particularly, the convergence of these momentum-based al-
gorithms depend on the less smooth loss landscape from the neural network model and data distribution.

Table 4: Tuned hyper-parameters for LeNet-5 on FEMNIST. Numbers on the 7, 5 scaling schedule columns
indicate the iteration number (in thousands) when 7, 5 are scaled by 0.1 correspondingly.
Learning Consensus Momentum Batch 7 scaling S scaling

Algorithms

rate 7 step size v param. 3 size schedule schedule
GNSD 0.02 - - 32 4, 20, 35 -
GT-HSGD 0.02 - 0.3 16 4, 20,35 10, 20, 35
CHOCO-SGD (Top-k 10%) 0.01 0.25 - 32 4, 40, 80 -
BEER (Top-k 5%) 0.01 0.15 - 32 4, 40, 80 -
DoCoM (Top-k 5%) 0.01 0.2 0.3 16 4,40, 80 10, 40, 80
—+— DoCoM Top-k(5%) —— BEER Top-k(5%) —— CHOCO-SGD Top-k(10%) GNSD GT-HSGD
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Figure 6: Additional Results on FEMNIST Data with LeNet-5. Worst-agent’s loss, consensus gap,
training/testing accuracy and gradient norm against the number of samples drawn.

IThis assumption is known as the mean squared smoothness condition (Arjevani et al., 2022). Specifically, this assumption
is only used in the proof of Lemma 3.6. The analysis for 3 = 1 can be further relaxed to the typical smoothness assumption
B[V £:(0;C)] — E[V £:(0";O)]II? < L?||6 — 6'||2, applied in the proof of Lemma B.6.
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C.4 Implementation Details

Compression Operators. We adopt either a greedy biased compressor Top-k (sparsification) or a re-scaled
random compressor (quantization) (Alistarh et al., 2017) in our experiment for algorithms with compressed
communication. Specifically, a re-scaled b-bits random quantization (Koloskova et al., 2019) on z € R? that
satisfies Assumption 2.4 can be described as

Qg = S lTla& e {Wb wp. 1= pllail/llall2,2"); -

(¢; +1)/2°  otherwise.

with level ¢; of x; satisfying |z;|/||z||2 € [£:/2°, (¢; +1)/2°], 7 = 1+ min{d/(2°)?,Vd/2"}, p(a,s) = as — L.
With the unbiasedness of random quantization (Alistarh et al., 2017) that gives E¢[Q(z;¢)] = 12, and with
the proof in Appendix A.1 of (Alistarh et al., 2017) that gives E¢[[|Q(x;€)[?] < L|=|?,

B[ Q@) — 2] = B[l @ 12 + lall* ~ 2B Qw: ] T < (- +1- Dl = (1= Dfell®.  (79)

Therefore, a re-scaled random quantizer satisfies Assumption 2.4 with § = 1/7. Moreover, as pointed out in
(Koloskova et al., 2019, Section 3.5), the above re-scaling trick can be applied on any unbiased compressor
Q(-) satisfying E¢[||Q(x; &) %] < 7||z||? such that the rescaled compressor (1/7)Q(-) satisfies Assumption 2.4
with 6 =1/7.

For Top-k compressor, the communication cost per iteration is k - byre bits, where by is the number of bits
for representing a full-precision scalar, added to the cost for sending k indices. For random quantization
with b bits, the communication cost per iteration is (b + 1)d bits added to the cost of sending the ¢o-norm
of the vector as a full-precision floating point scalar.

Table 5: Comparison of decentralized optimization algorithms on computational complexity per iteration
and node. b denotes the batch size used at every iteration. by denotes the initial batch size. R denotes the
potentially multiple rounds of gossip for DeTAG. d denotes the model dimension. 'BEER uses large batch size
of O(1/€?).

Algorithms Init. Stoch. Grad. Stoch. Grad. Gossip Comm. Round Memory Usage

GNSD b b 2 3d
DeTAG b b R 3d
GT-HSGD bo 2b 2 5d
CHOCO-SGD b b 1 (+ Compress) 3d
BEER bf bf 2 (4+ Compress) 7d
DoCoM bo 2b 2 (4 Compress) 9d

Memory Efficient Implementation. From line 1 and 1 of Algorithm 1, we observe that DoCoM relies on
the sum Y, W;;0; ; and >, Wi;g; ;. Similar to the steps described in Appendix E of (Koloskova et al., 2019)
for the CHOCO-SGD algorithm, the DoCoM algorithm can be implemented with a per-node memory complexity
of O(d). See Table 5 for details.

D Connection between Assumption 2.2 and Spectral Gap

Conditions (i), (ii) of Assumption 2.2 are standard in the literature of decentralized optimization, while at
the same time (iii) is equivalent to the spectral gap condition. To see this, we suppose W is the weighted
adjacency matrix of a connected graph and note from the Perron-Frobenius theorem that 1 is the eigenvector
corresponding to the leading eigenvalue of W which has multiplicity of 1. It follows from orthogonality of
Uand UUT =1, — (1/n)11" that

[UTWUJ; = [UU'WUU" || = max{\s, |\.|} (79)
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Therefore, condition (iii) that asserts the existence of p € (0,1], max{Aa,|\,|} < 1 — p is equivalent to
max{Az, |\n|} < 1. Lastly, it is obvious that |[W —I|js < [|[W|2 + [|T]|2 < 2 and we used @ € (0,2] in (iv) of
Assumption 2.2 to simplify notations.
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