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Abstract
Government regulations now mandate that individuals who are adversely affected1

by automated systems receive some form of explanation regarding these decisions.2

In applications where these decisions are based on machine learning models, the3

standard approach is to explain predictions using post-hoc feature attribution meth-4

ods. In this work, we show how these methods fall short of fulfilling their intended5

goals vis-a-vis consumer protection—specifically with respect to improving their6

chances of achieving desired outcomes. Furthermore, they can induce harm by7

giving reasons without recourse—providing explanations for individuals with fixed8

predictions. We propose to addresses these shortcomings using feature respon-9

siveness scores and develop a versatile approach to construct these scores for any10

model, which can be swapped in place of existing methods with minimal friction.11

We run experiments to study the responsiveness of explanations of explanations12

for classification models in consumer finance, a sector with existing and enforced13

legislation. Our results reveal how common approaches to comply with existing14

legislation can mislead individuals, underscoring the need for an alternative ap-15

proach. The responsiveness score consistently returns features that can lead to16

recourse and flags potential instances of harm.17

1 Introduction18

When machine learning models are used to make or assist in decision-making about people in19

domains that have historically been shaped by business procedures, government policy, and/or human20

practice—such as employment, finance, and healthcare—explanations of the models used are often21

desired [35] or, in some cases, required [4, 7].22

In many of these domains, the explanation is not the primary goal when developing a machine learning23

system—instead, the focus is on accuracy in predictions and, in some domains, compliance with24

non-discrimination laws and norms. Thus, post-hoc model-agnostic explanations, those explanations25

that can be applied after a model is trained and its use in practice has been determined, have26

gained prominence. Of post-hoc model-agnostic explanations, feature importance scores have been27

especially widely used. Such scores seek to quantify the importance of each feature to a model’s28

outcome, whether for a specific individual (local explanations) or overall across test instances (global29

explanations). Yet while feature importance scores are in wide use, we will argue that such scores do30

not satisfy all needs for explanations and in many cases users would be better served by scores that31

indicate model responsiveness to data changes.32

There are a few key reasons that explanations are desired for machine learning systems; these33

include, debugging [19, 16], data error identification and correction (rectification) [16], identifying34

potential discrimination , and educating individual recipients of decisions about how to improve35

their chances of receiving a desired outcome in the future (recourse) [33, 29]. Unfortunately, feature36

importance scores—and particularly, two popular methods with widely used packages providing37

feature importance score methods (LIME [27] and SHAP [23])—have been shown not to live up to38
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Feature SHAP Rank Res. Score
Delinquency 1 0

Late Payment 2 0

Credit Utilization 3 0

Monthly Income 4 0

⋮ ⋮ ⋮

Dependents 23 0

SHAP Reasons:

• History of Delinquency
• History of Late Payment
• High Credit Utilization
• Low Monthly Income

Responsive Reasons:

Abstain (Fixed Prediction)

Feature SHAP Rank Res. Score
Delinquency 1 0

Credit Utilization 2 0

Late Payment 3 0

Any Loans 4 0

⋮ ⋮ ⋮

Monthly Income 10 1

No Recourse (Prediction Fixed) Has Recourse

SHAP Reasons:

• History of Delinquency
• High Credit Utilization
• History of Late Payment
• Lack of other loans

Responsive Reasons:

• Low Monthly Income

Figure 1: Selected empirical examples that illustrate two failure modes in using existing explanation techniques:
(left) providing explanations when the individual’s prediction does not change through any actions (a “fixed”
prediction), (right) providing non-responsive reasons when there are features, when acted upon, flip the prediction.
Our responsiveness score can address both cases of potential harm by (left) flagging fixed predictions and
(right) returning responsive features. Note that feature names have been simplified for readability and space
considerations.

some of these goals. LIME and SHAP are subject to gaming to hide discrimination [31], and SHAP39

has additionally been shown to be confusing to data scientists [16], thus undercutting its usefulness40

in debugging, and to have inherent flaws as a feature importance method [20]. Alternative feature41

scores have been proposed to help identify potential discrimination [2, 24] and to help data scientists42

better understand, and thus debug, their machine learning models [25]. While methods to create43

models that can achieve recourse have been introduced [34, 14, 26], the problem of quantifying44

model responsiveness to changes in individuals’ feature values has not been studied.45

As such, we propose attribution for responsiveness. As seen in Fig. 1, this allows for flagging instances46

where returning reasons may not be appropriate or providing reasons that guide individuals to improve47

their future outcomes. Consequently, attributing responsiveness is inline with the aforementioned48

reasons for why explanations are desirable for machine learning systems.49

Our main contributions include proposing a new paradigm to measure individual feature responsive-50

ness that is (i) model-agnostic, (ii) has concrete meaning, and (iii) can be used to flag instances of51

potential harm.52

2 Problem Statement53

We formalize the problem of explaining individual predictions of machine learning models in54

consumer-facing applications. We consider a standard binary classification with model h : X → Y ,55

X ⊆ Rd and label y ∈ Y = {0, 1}. We assume h(xi) = 1 represents a target prediction that is56

desirable —e.g., h(xi) = 1 if applicant i will repay their loan within 2 years. Our goal is to explain57

predictions for those who do not receive the target label so that it could allow for these individuals to58

achieve the desired outcome in the future.59

Explaining Individual Predictions The standard approach to explaining the predictions of individ-60

uals who receive undesirable outcomes is through the use of feature attribution methods [10]. We61

represent these methods as feature-based explainers and define them below.62

Definition 1. Given a model h : X → Y and its training dataset D = {(xi, yi)}ni=1, a feature-based63

explainer for the point xi and the feature j ∈ [d] is a function ϕj(x | h,D) : X → R.64

We write ϕj(x) instead of ϕj(x | h,D) when h and D are clear from context. Definition 1 captures a65

large set of techniques to explain the individual predictions of a model through their features:66

• Local Linear Explainers [e.g., 27, 38, 37, 6]: Given a model h and a point xi, the methods fit an67

approximate linear model g : Rd → R in the neighborhood around xi such that g(x′) = ϕ(xi) ·x′,68
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where ϕ(xi) = [ϕ1(xi), ϕ2(xi) . . . , ϕd(xi)].69

70

• Shapley Value Methods [e.g., 23, 12, 11]: Methods based on the Shapley value from cooperative71

game theory [30]. They treat features as “players” in the game and ϕj(xi) represents feature j’s72

marginal contribution to the outcome—h(xi). The “local accuracy” property (Property 1) in [23]73

ensures that
∑

j∈[d] ϕj(xi) = h(xi) − ȳ for baseline ȳ. Notably, [23] shows that only Shapley74

value based methods satisfy desirable properties like local accuracy.75

Given a model h, its training dataset D, and features for an individual xi, these methods output a76

vector of scores for each feature [ϕ1(xi), . . . , ϕd(xi)]. The top-scoring features are then presented in77

explanations. This practice is motivated by the following properties:78

Relevance: A feature with a feature attribution score ϕj(xi) = 0 is not locally relevant in the79

prediction for xi [i.e., the “missingness” axiom as per 23].80

Strength: A feature attribution score |ϕj(xi)| reflects the contribution of feature j for the prediction81

of xi. If |ϕj(xi)| > |ϕj′(xi)|, then feature j has a stronger contribution to the prediction than j′.82

Reasons without Recourse One of the largest failure modes of machine learning in consumer-83

facing applications is that models can assign fixed predictions – i.e., predictions that cannot be84

changed by their decision subjects. In practice, these predictions may be accurate yet unjust. In85

lending tasks, for example, applicants who are denied on the basis of fixed predictions would be86

correctly denied a loan, yet inadvertently precluded from access to credit.87

Fixed predictions are cases where it is impossible to provide feature based explanations to help88

individuals achieve the target prediction, because every possible way to change the features would89

return the same prediction. In this case, existing approaches would still generate explanations –90

presenting individuals with reasons without recourse. This can lead to harm by misleading individuals91

into investing effort into cases that cannot be changed. In effect, an individual may receive an92

explanation that highlights the “important features" that determined their prediction, that could be93

changed, but that would not allow them to attain a desired outcome [34].94

Specifying Actionability Constraints on Features Models often contain features that one cannot95

change arbitrarily. As such, actions upon features can be more complicated than changing single96

feature values. Thus, to make realistic and accurate claims regarding the availability of recourse and97

feature responsiveness, we introduce machinery to capture actionability.98

Each action is a vector a = [a1, . . . , ad] ∈ Rd that a person can perform to change their features99

from xi to xi + a = x′ ∈ X . We refer to the set of all actions from xi as an action set [see 34, 17].100

Definition 2. Given a point xi ∈ X , the action set A(xi) contains all possible actions for xi. We101

assume that every action set contains the null action 0 ∈ A(xi).102

In practice, an action set consists of a collection of actionability constraints that we can elicit from103

human experts. As shown in Table 3, we can express actionability constraints in natural language,104

and convert them into equations that we can embed into an optimization problem [see 17]. This is a105

compact representation has practical benefits for elicitation and implementation. For example, we106

can elicit constraints for all xi, store them as functions, and instantiate the constraints for a specific107

point xi programmatically (which reduces elicitation and storage).108

We define the subset of A(xi) that contain single-feature actions:109

Definition 3. Given an action set A(xi) for a point xi ∈ X , the single-feature action set for feature110

j ∈ [d] is defined as Aj(xi) := {a ∈ A(xi) | aj ̸= 0 ∧ ak = 0, k ∈ [d] \ Cj}111

Definition 3 captures settings where actions on a on a single feature can induce changes in other112

features through the set of mutually constrained features in j - Cj ⊆ [d] – i.e., the subset of features113

subset of features that can change when a person changes feature j. Such changes can arise in tasks114

where there are deterministic causal relationships between features – e.g., changing a feature such115

as years_in_residence should result in a proportional change in other temporal features such as116

age. However, they can capture dependencies that would not be included a traditional causal graph –117

e.g., changing a categorical attribute will require switching on a binary feature “off" while turning118

another binary feature “on" (so that (aj = 1 → 0 =⇒ a′j = 0 → 1).119
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3 Responsiveness Scores120

Our goal is to measure the responsiveness of a model prediction for a point xi with respect to121

actions on its features. Responsiveness reflects sensitivity of a model’s prediction to such actions. In122

particular, we wish to identify features that an individual, xi, can change to flip the model’s prediction.123

124

Definition 4. Given a model h : X → Y , a point xi with action set A(xi) and feature j ∈ [d], the125

responsiveness score for feature j is the probability that the prediction of the model h(xi) will change126

as a result changing feature j.127

µj(xi | h,A(xi)) := Pr(h(x′) = 1 | x′ = xi + a,a ∈ Aj(xi))

We write µj(x) instead of µj(x | h,A(xi)) when the model and action set are clear from context.128

Given a point with scores µ1(xi), . . . , µd(xi), µj(xi) = p means that that p% of the possible actions129

on feature j would lead to change in the prediction of the model. Thus, µj(xi) = 0.0 represents a130

feature that can be set to any value without changing the outcome. Likewise, a µj(xi) = 1 reflects a131

feature where any change would lead to a prediction in the model.132

Guarantees for Recourse Verification133

Remark 1 (Recourse Availability). Given a model h : X → Y , let µ1(xi), . . . , µd(xi) denote the134

responsiveness scores for xi ∈ X with respect to the action set A(xi). If µj(xi) > 0 for some feature135

j ∈ [d], then h can provide recourse to xi through a single feature action on j.136

Remark 1 implies that when we explain predictions by choosing the features that attain the top137

responsiveness score, we will always present features that can lead to recourse. As we show in138

Section 4, this overcomes one of the key limitations of feature attribution methods, which would139

output explanations in such cases.140

A prediction with recourse may still have µj(xi) = 0 for all features j ∈ [d]. In such cases, xi can141

only change their prediction through joint actions – i.e., actions that would change multiple features142

at the same time.143

Safeguards for Consumer Protection Responsiveness scores can flag instances where individuals144

are assigned fixed predictions, or where explanations must be presented with care. This is a built-in145

safety mechanism that can protect against the possibility of misleading consumers by providing them146

with reasons without recourse, or inadvertently implying feature independence. We formalize this147

behavior through Remark 2:148

Remark 2 (No 1D Recourse). Given a model h : X → Y , let µ1(xi), . . . , µd(xi) denote the149

responsiveness scores for a point xi ∈ X with respect to the action set A(xi). If µj(xi) = 0 for all150

features j ∈ [d], then one of the following must hold: (I) h assigns a fixed prediction to xi; or (II) h151

can only provide recourse to xi through actions that alter two or more features.152

The conditions in Remark 2 act as a “sensor" that can draw attention to instances that warrant further153

inspection.154

4 Experiments155

In this section, we present an extensive empirical study on the responsiveness of explanations. Our156

goals are to (1) evaluate how responsiveness scores can resolve these issues and safeguard against157

harm; (2) demonstrate the limitations of current feature attribution methods, and their ability to158

explain away fixed predictions. We include additional details and results in Appendix C, and provide159

code to reproduce our results at anonymized repository.160

Setup We work with classification datasets (see Table 2) that are publicly available and used in161

prior work (see Appendix C.1 for a detailed description). Each dataset pertains to a standard lending162

task where each instance represents a consumer and the labels indicate whether they repaid a loan.163

The goal is to train a model to predict if a consumer will default on a loan. We define a set of inherent164

actionability constraints for each dataset that capture indisputable requirements for all individuals –165
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e.g., to prevent changes to immutable attributes (i.e. age), preserve feature encoding (i.e. one-hot or166

thermometer encoding), and enforce deterministic causal effects.167

Table 1: Recourse feasibility across datasets and model
classes. % Denied – the percentage of people predicted
a 0 by the classifier; % Fixed – the percentage among
denied individuals with fixed predictions; 1-D Rec. –
percentage among denied individuals with single-feature
actions that lead to recourse.

Dataset Metrics LR RF XGB

heloc

n = 5842 d = 43

FICO [9]

% Denied
↱

% Fixed
↱

% 1-D Rec

56.1%
19.1%
44.4%

58.3%
28.1%
34.6%

57.0%
49.1%
29.8%

german

n = 1000 d = 36

Dua and Graff [5]

% Denied
↱

% Fixed
↱

% 1-D Rec

22.9%
7.4%

73.4%

17.5%
29.1%
51.4%

22.0%
15.5%
65.5%

givemecredit

n = 120268 d = 23

Kaggle [13]

% Denied
↱

% Fixed
↱

% 1-D Rec

24.6%
15.6%
72.4%

24.7%
0.2%

93.2%

24.8%
11.5%
76.0%

We split each dataset into a training sample168

(80%; used for training and tuning) and a test169

sample (20%; used to evaluate out-of-sample170

performance). We use the training sample to fit171

models using: (1) logistic regression (LR); (2)172

XGBoost (XGB); (3) and random forests (RF).173

For each model, we identify all consumers who174

are denied a loan. We then generate explana-175

tions for each individual denied a loan using176

our responsiveness score RESP. We benchmark177

these explanations against those produced us-178

ing standard explainability techniques: (LIME,179

SHAP), which are used in industry to explain180

machine learning models [10]. We also con-181

sider action-aware variants of these techniques182

to study the viability of adapting solutions to183

our setting. We evaluate the responsiveness of184

explanations where we selectthe top-4 highest185

scoring features for each technique. This setup186

captures how lenders comply with existing regulations such as the adverse action requirement in the187

United States (see Appendix C.2 for more detail).188

Results and Discusion We evaluate each method using the following metrics: proportion of denied189

individuals given reasons (% Presented w/ Reasons), proportion of individuals with all reasons invalid190

(% All reasons invalid), proportion of individuals with at least 1 and all responsive reason(s) (% At191

least 1 responsive, % All reasons responsive respectively) and the number of reasons.192

On Responsiveness Scores. Our results show that they are always responsive across datasets and193

models (all reasons are responsive 100% of the time). Our approach has the benefit of avoiding the194

provision of reasons that do not lead to recourse. In practice, this may lead to situations where the195

score provides fewer reasons on average – e.g., individuals who receive explanations german+LR196

receive on average 1.9 out of the maximum 4. It can also lead to safeguarding behavior. We see that197

we will abstain from giving reasons to individuals who either receive fixed predictions or can only198

change their predictions with joint actions (see e.g., heloc+XGB where we only present 29.8% of199

denied consumers with an explanations, same as the % with 1-D recourse in Table 1).200

Table 2: Overview of feature based explanations for all models and feature attribution methods. We report
results for LR and XGB models and include results for RF in Appendix C.5. We highlight instances of harm in
red, and highlight the technique that provides the most responsiveness explanations for a given model in bold.

LR XGB

Vanilla Action-Aware Vanilla Action-Aware

Dataset Metrics LIME SHAP LIME SHAP RESP LIME SHAP LIME SHAP RESP

heloc

n = 5842

d = 43

FICO [9]

% Presented w/ Reasons
↱

% All reasons invalid
↱

% At least 1 responsive
↱

% All reasons responsive
↱

# of reasons

100.0%
82.0%
18.0%

0.0%
4.0

100.0%
75.6%
24.4%

0.0%
4.0

100.0%
64.7%
35.3%

0.2%
4.0

100.0%
64.7%
35.3%

0.2%
4.0

44.4%
0.0%

100.0%
100.0%

2.4

100.0%
92.6%
7.4%
0.0%

4.0

100.0%
80.7%
19.3%
0.0%

4.0

100.0%
77.5%
22.5%
0.0%

4.0

100.0%
75.1%
24.9%
0.0%

4.0

29.8%
0.0%

100.0%
100.0%

2.7

german

n = 1000

d = 36

Dua and Graff [5]

% Presented w/ Reasons
↱

% All reasons invalid
↱

% At least 1 responsive
↱

% All reasons responsive
↱

# of reasons

100.0%
100.0%

0.0%
0.0%

4.0

100.0%
100.0%

0.0%
0.0%

4.0

100.0%
62.9%
37.1%

0.0%
4.0

100.0%
66.4%
33.6%

0.0%
4.0

73.4%
0.0%

100.0%
100.0%

1.9

100.0%
100.0%

0.0%
0.0%

4.0

100.0%
83.2%
16.8%
0.0%

4.0

100.0%
64.5%
35.5%
0.0%

4.0

100.0%
66.8%
33.2%
0.0%

4.0

65.5%
0.0%

100.0%
100.0%

2.0

givemecredit

n = 120268

d = 23

Kaggle [13]

% Presented w/ Reasons
↱

% All reasons invalid
↱

% At least 1 responsive
↱

% All reasons responsive
↱

# of reasons

100.0%
55.8%
44.2%

0.0%
4.0

100.0%
45.5%
54.5%

0.0%
4.0

100.0%
50.7%
49.3%

5.5%
4.0

100.0%
31.8%
68.2%
23.1%

4.0

72.4%
0.0%

100.0%
100.0%

2.4

100.0%
40.9%
59.1%
0.0%

4.0

100.0%
51.3%
48.7%
0.0%

4.0

100.0%
30.9%
69.1%
5.4%

4.0

100.0%
40.6%
59.4%
3.7%

4.0

76.0%
0.0%

100.0%
100.0%

2.6
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On Existing Approaches. Our results show that these methods provide reasons to all denied individuals,201

highlighting how these reasons can often be unresponsive. In particular, we see invalid reasons for202

over 50% of individuals (i.e., features that cannot lead to recourse). In the german dataset, both203

SHAP and LIME explanations for the LR model returned invalid reasons for all rejected individuals.204

In some cases the lack of validity stems from the fact that these methods provide explanations to205

individuals who receive fixed predictions. In others, however, it stems from the fact that the methods206

fail to identify features that provide recourse, even when individuals have single-feature actions that207

flip the predictions (e.g., in german, 73.4% of denied individuals had responsive features under the208

LR model but were not identified by LIME nor SHAP at all). Fig. 2 shows that the trend continues209

beyond the top 4. LIME and SHAP rankings do not translate to responsiveness, with evened out mean210

responsiveness across all ranks.211
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Figure 2: Plot of average responsive-
ness across ranks for different meth-
ods under givemecredit and XGB.
Note features with attribution 0 are
omitted from rankings.

On the Prevalence of Reasons without Recourse. It is partic-212

ularly harmful when the reasons are provided to individuals213

with fixed predictions. LIME, SHAP, and their action-aware214

variants often provide entirely invalid reasons. Our results show215

that existing feature attribution methods also provide reasons216

to individuals who receive fixed predictions. Despite the fact217

that there are individuals with fixed predictions for each dataset218

and model class (almost 50% in the case of heloc+XGB, see219

Table 1), LIME, SHAP and their variants always give reasons.220

This is not entirely due to the fact that existing feature attribu-221

tion methods cannot take actionability constraints into account,222

since action filtered variants also seem to consistently return223

reasons without recourse.224

On Adapting Existing Methods. In an attempt to make ex-225

isting methods compatible with actionability constraints, we226

have constructed “action-aware” variants of SHAP and LIME227

where we filter out reasons that map to features that cannot228

be changed. Our results show that we can mitigate some of229

the issues discussed previously – for example, in Table 2, we230

see that these methods provide fewer instances of providing231

completely invalid reasons and returning at least one responsive232

features (e.g., from 0% to 33.6% for SHAP under german+LR).233

However, these are not reliable solutions, since their gains are234

quite marginal and still seem to return reasons without recourse235

at the same rate as their ordinary counterparts.236

5 Concluding Remarks237

In this work, we highlight another potential source of harm: providing reasons without recourse.238

While adhering to regulations that mandate explanations, agents may unintentionally or intentionally239

provide misleading explanations, subtle yet arguably more damaging. Our results shows that common240

feature attribution methods often output reasons without recourse, and that one cannot address the241

issue with simple solutions like filtering out features based on actionability.242

Our work underscores the need for a standalone approach to generate explanations when regulations243

have multiple motivations – e.g., rectification, anti-discrimination and recourse. Our work’s technical244

contribution, the responsiveness score, accomplishes this by assigning responsiveness to individual245

features. The responsiveness score shares the characteristics of feature attribution methods, allowing246

it to be readily integrated into existing approaches. Moreover, it can flag instances of potential harm.247

Limitations & Future Work Our implementation of action sets and constraints cannot take248

probabilistic causality into account. Moreover, our actionability constraints described in Section 4249

(and anonymized repository in more detail) are inherent actionability constraints. As a result, one may250

still fail to present individuals with features that provide recourse because individual actionability251

constraints may be more stringent. However, we could address this through further elicitation of the252

individual’s constraints.253
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A Related Work355

Regulation Our work is motivated by a growing need for consumer protection in applications where356

we use machine learning systems to automate individuals decisions – i.e., lending, hiring, insurance357

underwriting and claims. One of the key provisions of existing and proposed regulation and legislation358

focuses on on providing explanations for individuals who receive adverse decisions [1, 35, 32, 7].359

In the US, for example, the adverse action notice requirement in the Equal Credit Opportunity Act360

mandates lenders to provide “principal reasons” to denied individuals [1]. In the EU, the “Right361

to an Explanation” in Article 86 of the AI Act [7] grants individuals a right to obtain explanations362

that describe the “main elements" of their decision within “high-risk” applications.1[35, 32] model363

this idea in a U.S. regulatory and legislative context. Our work highlights how current methods fall364

short in achieving goals put forth by existing and proposed regulation and legislation. We propose an365

alternative method that not only addresses those shortcomings but also can easily be implemented in366

existing pipelines.367

Local Feature Attributions Our work is related to a stream of methods for local feature attribu-368

tion [27, 23, 28, 22]. These methods explain the individual predictions of a model through their369

features. Many are designed as general-purpose solutions — i.e., for multiple use cases. These include370

using them to better understand models [16], and to assess and debug them [19]. This versatility371

can restrict effectiveness in specific tasks. This is due to the fact that (1) there may be no universal372

notion of “importance”; and (2) what is “important” in a specific application can consist of multiple373

properties. One of the salient examples is in consumer protection. Recent work has shown that these374

methods can mislead end-users [21]. Our work highlights a different failure mode: these methods can375

harm consumers by presenting them with “reasons without recourse”—a silent failure mode where376

individuals are shown features that led to their model outcome but changing those features to receive377

a different outcome is not possible.378

Our results complements recent impossibility results in feature attribution. For instance, [3] show379

that explainability methods satisfying completeness and linearity, like SHAP, perform no better than380

random guessing in inferring model behavior, particularly in the context of recourse, consistent with381

our empirical results.382

Recourse and Actionability Our work is part of a broader effort to develop methods for algorithmic383

recourse [34, 15]. Few have been adopted in practice due to lack of legislative mandates and384

interference with model development . A key issue is that stakeholders cannot readily deploy these385

methods as they may suggest actions that only guarantee recourse with specific changes, and that386

alter multiple features.387

1Annex III in the act provides a definition for what applications constitute as “high-risk”.
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B Supplementary Information for Section 2388

Table 3: Examples of actionability constraints on semantically meaningful features from a lending task from [17].
It shows how each constraint can be expressed in natural language and embedded into an optimization problem
using standard techniques in mathematical programming [see, e.g., 36]. We highlight constraints that couple
actions across features because they can only be enforced using special kinds of search algorithms.

Class Example Features Actionability Constraint

Immutability n_dependents should not change xj = n_dependents aj = 0

Monotonicity reapplicant can only increase xj = reapplicant aj ≥ 0

Integrality n_accounts must be positive integer ≤ 10 xj = n_accounts aj ∈ Z ∩ [0− xj , 10− xj ]

Categorical Encodings
preserve one-hot encoding
of married, single

xj = married

xk = single

al + xl ∈ {0, 1} xk + ak ∈ {0, 1}
aj + xj + ak + xk = 1

Ordinal Encoding
preserve one-hot encoding of
max_degree_BS, max_degree_MS

xj = max_degree_BS

xk = max_degree_MS

aj + xj ∈ {0, 1} xk + ak ∈ {0, 1}
aj + xj + ak + xk = 1 aj + xj ≥ ak + xk

Logical Implications
if is_employed = TRUE

then work_hrs_per_week ≥ 0

else work_hrs_per_week = 0

xj = is_employed

xk = work_hrs_per_week

aj + xj ∈ {0, 1}
ak + xk ∈ [0, 168]

aj + xj ≤ 168(xk + ak)

Causal Implications
if years_of_account_history increases
then age will increase commensurately

xj = years_at_residence

xk = age
aj ≤ ak

C Experiment Details389

C.1 Description of Datasets390

German The first dataset we used is called german, and it’s used to predict somebody’s credit391

risk by classifying them as good or bad based on predictive features. It was created in 1994 and392

contains information about loan history, demographics, occupation, payment history, and whether or393

not somebody is a good customer.394

Each instance is a real person with credit. There are 1,000 instances, each consisting of 20 features.395

The features are all either categorical or discrete. The label, class, is a binary indicator of whether396

somebody is a ’good’ (label=1) or ’bad’ (label=2) customer. We changed these labels to be 0 and 1.397

There are no missing values in the dataset. We renamed some of the features to be indicative of398

the values they represent. The dataset is self-contained and anonymous, and it includes features399

describing gender, age, and marital status.400

We preprocessed the data by one-hot encoding sex, marital status, and years employed being at least401

1. We thermometer encoded credit amount and loan duration, which means that we created 4 binary402

features out of each and let the new features signify that the feature value is greater than or equal to403

some value in the range of possible feature values. We also combined multiple columns into one-hot404

encoded columns to make the features simpler; for example, if the purpose of the loan was for a new405

or used car, we recorded that the loan was required for a car. Most variables in the processed dataset406

are binary.407

givemecredit Our second dataset is used to develop credit scoring algorithms. Similar to FICO,408

it’s used to determine whether a loan should be given or denied. The label is whether somebody was409

90 days past delinquency in the two years following data collection. Delinquency is a debt with an410

overdue payment; this dataset is used to predict if someone will experience financial distress in the411

next 2 years.412

It contains information about 150,000 loan recipients, and each instance is a real borrower. There413

are 10 features before preprocessing. The label is SeriousDlqin2yrs, meaning serious delinquency in414

2 years. In preprocessing, we change the label to instead be NotSeriousDlqin2yrs so that 1 is a415

positive classification and 0 is negative, in keeping with the other datasets we used.416

The data is self-contained and anonymous, and contains features describing age, income, and number417

of dependents. We preprocessed the data by thermometer encoding age, number of dependents,418

monthly income, and credit line utilization. We also binarized the rest of the features.419
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heloc The third dataset we used was a FICO Risk score dataset. The FICO dataset was created to420

predict repayment on Home Equity Line of Credit (HELOC) applications. HELOC credit lines are421

loans that use people’s homes as collateral. The dataset is used by lenders to determine how much422

credit should be granted. The anonymized verion of the HELOC dataset was created by FICO to put423

forth an explainable machine learning challenge for a prize.424

Each instance in the dataset is a real credit application for HELOC credit; its an application that a425

single person submitted and contains information about that person. There are 10,459 instances, each426

consisting of 23 features. These features are either binary or discrete. The label, RiskPerformance,427

is a binary assessment of risk of repayment based on the 23 predictors. 1 means the person hasn’t428

been more than 90 days overdue on their payments in the last 2 years; 0 means they have at least429

once. There are some repeated instances; there are 9,871 unique rows. The dataset is self-contained,430

and has been anonymized for public use in the explainability challenge. It doesn’t use any protected431

attributes like race and gender.432

We preprocessed the data by thermometer encoding many of the features. Clearly, this makes the433

features correlated; for example, any time Years In File is greater than or equal to 5, it’s also greater434

than or equal to 3. We also replaced features based on months to be in terms of years.435

C.2 Experiment Setup and Comparison with Real-World Practices436

“Maximum of 4 Reasons” Our decision to use consider the top 4 features comes from the437

Consumer Financial Protection Bureau (CFPB)’s interpretation of ECOA. The interpretation states438

that “the regulation does not mandate that a specific number of reasons be disclosed, but disclosure439

of more than four reasons is not likely to be helpful to the applicant” [1].440

Using post-hoc explainability methods While agents, including lenders, do not disclose how they441

generate explanations to comply with regulation, several studies [e.g. 18, 10] on adverse action notice442

requirements have used LIME and SHAP as methods to generate reasons. CFPB’s circular in 2020443

highlighted the use of explainability tools to comply with regulation while using complex black-box444

models [8].445

Reason codes In lending applications, lenders do not return raw features directly to consumers.446

Instead they map them to reason codes, which are meant to be more holistic and interpretable for447

consumers [10]. We have omitted this process since the mapping mechanism is not publicly available.448

C.3 Compute Information449

We used CPLEX v22.1 to generate the reachable set on a kubernetes pod in an internal research450

cluster, with 2 CPU cores and 16 GB memory. We used the same computing infrastructure to generate451

explanations.452

C.4 Model Performance453

Table 4: Train and Test AUC for models across all datasets. We optimized the model’s hyperparameters through
randomized search and divided the data into training and testing sets at an 80% and 20% ratio.

LR XGB RF

Dataset Train Test Train Test Train Test

heloc

n = 5842 d = 43

FICO [9]
0.772 0.788 0.859 0.785 0.780 0.790

german

n = 1000 d = 36

Dua and Graff [5]
0.819 0.760 0.971 0.794 0.828 0.766

givemecredit

n = 120268 d = 23

Kaggle [13]
0.841 0.844 0.875 0.793 0.864 0.835
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C.5 Additional Experiment Results454

Table 5: Experiment results for RF. We highlight instances of harm in red, and highlight the technique that
provides the most responsiveness explanations for a given model in bold.

RF

Vanilla Action-Aware

Dataset Metrics LIME SHAP LIME SHAP RESP

heloc

n = 5842

d = 43

FICO [9]

% Presented w/ Reasons
↱

% All reasons invalid
↱

% At least 1 responsive
↱

% All reasons responsive
↱

# of reasons

100.0%
85.1%
14.9%
0.0%

4.0

100.0%
78.2%
21.8%
0.0%

4.0

100.0%
74.1%
25.9%
0.0%

4.0

100.0%
74.4%
25.6%
0.0%

4.0

34.6%
0.0%

100.0%
100.0%

2.5

german

n = 1000

d = 36

Dua and Graff [5]

% Presented w/ Reasons
↱

% All reasons invalid
↱

% At least 1 responsive
↱

% All reasons responsive
↱

# of reasons

100.0%
100.0%

0.0%
0.0%

4.0

100.0%
87.4%
12.6%
0.0%

4.0

100.0%
71.4%
28.6%
0.0%

4.0

100.0%
60.0%
40.0%
0.0%

4.0

51.4%
0.0%

100.0%
100.0%

2.5

givemecredit

n = 120268

d = 23

Kaggle [13]

% Presented w/ Reasons
↱

% All reasons invalid
↱

% At least 1 responsive
↱

% All reasons responsive
↱

# of reasons

100.0%
60.0%
40.0%

0.0%
4.0

100.0%
39.6%
60.4%
0.0%

4.0

100.0%
28.7%
71.3%
0.8%

4.0

100.0%
17.6%
82.4%
12.7%

4.0

93.2%
0.0%

100.0%
100.0%

2.9
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NeurIPS Paper Checklist455

1. Claims456

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s457

contributions and scope?458

Answer: [Yes]459

Justification: The abstract and introduction reflect our contributions in Section 3 and our empirical460

results in Section 4.461

Guidelines:462

• The answer NA means that the abstract and introduction do not include the claims made in the463

paper.464

• The abstract and/or introduction should clearly state the claims made, including the contributions465

made in the paper and important assumptions and limitations. A No or NA answer to this466

question will not be perceived well by the reviewers.467

• The claims made should match theoretical and experimental results, and reflect how much the468

results can be expected to generalize to other settings.469

• It is fine to include aspirational goals as motivation as long as it is clear that these goals are not470

attained by the paper.471

2. Limitations472

Question: Does the paper discuss the limitations of the work performed by the authors?473

Answer: [Yes]474

Justification: The limitations are discussed in Section 5.475

Guidelines:476

• The answer NA means that the paper has no limitation while the answer No means that the477

paper has limitations, but those are not discussed in the paper.478

• The authors are encouraged to create a separate "Limitations" section in their paper.479

• The paper should point out any strong assumptions and how robust the results are to violations of480

these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,481

asymptotic approximations only holding locally). The authors should reflect on how these482

assumptions might be violated in practice and what the implications would be.483

• The authors should reflect on the scope of the claims made, e.g., if the approach was only tested484

on a few datasets or with a few runs. In general, empirical results often depend on implicit485

assumptions, which should be articulated.486

• The authors should reflect on the factors that influence the performance of the approach. For487

example, a facial recognition algorithm may perform poorly when image resolution is low or488

images are taken in low lighting. Or a speech-to-text system might not be used reliably to489

provide closed captions for online lectures because it fails to handle technical jargon.490

• The authors should discuss the computational efficiency of the proposed algorithms and how491

they scale with dataset size.492

• If applicable, the authors should discuss possible limitations of their approach to address493

problems of privacy and fairness.494

• While the authors might fear that complete honesty about limitations might be used by reviewers495

as grounds for rejection, a worse outcome might be that reviewers discover limitations that496

aren’t acknowledged in the paper. The authors should use their best judgment and recognize497

that individual actions in favor of transparency play an important role in developing norms498

that preserve the integrity of the community. Reviewers will be specifically instructed to not499

penalize honesty concerning limitations.500

3. Theory Assumptions and Proofs501

Question: For each theoretical result, does the paper provide the full set of assumptions and a502

complete (and correct) proof?503
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Answer: [Yes]504

Justification: The assumptions for the problem statement are provided in Section 2. As for505

theoretical results, they are either definitions or trivial remarks that do not need written proofs.506

Guidelines:507

• The answer NA means that the paper does not include theoretical results.508

• All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.509

• All assumptions should be clearly stated or referenced in the statement of any theorems.510

• The proofs can either appear in the main paper or the supplemental material, but if they appear511

in the supplemental material, the authors are encouraged to provide a short proof sketch to512

provide intuition.513

• Inversely, any informal proof provided in the core of the paper should be complemented by514

formal proofs provided in appendix or supplemental material.515

• Theorems and Lemmas that the proof relies upon should be properly referenced.516

4. Experimental Result Reproducibility517

Question: Does the paper fully disclose all the information needed to reproduce the main experi-518

mental results of the paper to the extent that it affects the main claims and/or conclusions of the519

paper (regardless of whether the code and data are provided or not)?520

Answer: [Yes]521

Justification: We include an anonymized repository that includes code to run the experiment.522

Guidelines:523

• The answer NA means that the paper does not include experiments.524

• If the paper includes experiments, a No answer to this question will not be perceived well by525

the reviewers: Making the paper reproducible is important, regardless of whether the code and526

data are provided or not.527

• If the contribution is a dataset and/or model, the authors should describe the steps taken to make528

their results reproducible or verifiable.529

• Depending on the contribution, reproducibility can be accomplished in various ways. For530

example, if the contribution is a novel architecture, describing the architecture fully might531

suffice, or if the contribution is a specific model and empirical evaluation, it may be necessary532

to either make it possible for others to replicate the model with the same dataset, or provide533

access to the model. In general. releasing code and data is often one good way to accomplish534

this, but reproducibility can also be provided via detailed instructions for how to replicate the535

results, access to a hosted model (e.g., in the case of a large language model), releasing of a536

model checkpoint, or other means that are appropriate to the research performed.537

• While NeurIPS does not require releasing code, the conference does require all submissions to538

provide some reasonable avenue for reproducibility, which may depend on the nature of the539

contribution. For example540

1. If the contribution is primarily a new algorithm, the paper should make it clear how to541

reproduce that algorithm.542

2. If the contribution is primarily a new model architecture, the paper should describe the543

architecture clearly and fully.544

3. If the contribution is a new model (e.g., a large language model), then there should either be545

a way to access this model for reproducing the results or a way to reproduce the model (e.g.,546

with an open-source dataset or instructions for how to construct the dataset).547

4. We recognize that reproducibility may be tricky in some cases, in which case authors are548

welcome to describe the particular way they provide for reproducibility. In the case of549

closed-source models, it may be that access to the model is limited in some way (e.g.,550

to registered users), but it should be possible for other researchers to have some path to551

reproducing or verifying the results.552

5. Open access to data and code553
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Question: Does the paper provide open access to the data and code, with sufficient instructions to554

faithfully reproduce the main experimental results, as described in supplemental material?555

Answer: [Yes]556

Justification: We include an anonymized repository that includes code and the datasets required to557

run the experiment.558

Guidelines:559

• The answer NA means that paper does not include experiments requiring code.560

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/561

guides/CodeSubmissionPolicy) for more details.562

• While we encourage the release of code and data, we understand that this might not be possible,563

so “No” is an acceptable answer. Papers cannot be rejected simply for not including code,564

unless this is central to the contribution (e.g., for a new open-source benchmark).565

• The instructions should contain the exact command and environment needed to run to reproduce566

the results. See the NeurIPS code and data submission guidelines (https://nips.cc/567

public/guides/CodeSubmissionPolicy) for more details.568

• The authors should provide instructions on data access and preparation, including how to access569

the raw data, preprocessed data, intermediate data, and generated data, etc.570

• The authors should provide scripts to reproduce all experimental results for the new proposed571

method and baselines. If only a subset of experiments are reproducible, they should state which572

ones are omitted from the script and why.573

• At submission time, to preserve anonymity, the authors should release anonymized versions (if574

applicable).575

• Providing as much information as possible in supplemental material (appended to the paper) is576

recommended, but including URLs to data and code is permitted.577

6. Experimental Setting/Details578

Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,579

how they were chosen, type of optimizer, etc.) necessary to understand the results?580

Answer: [Yes]581

Justification: We outline all training and test details in Section 4 and additional details in Ap-582

pendix C.583

Guidelines:584

• The answer NA means that the paper does not include experiments.585

• The experimental setting should be presented in the core of the paper to a level of detail that is586

necessary to appreciate the results and make sense of them.587

• The full details can be provided either with the code, in appendix, or as supplemental material.588

7. Experiment Statistical Significance589

Question: Does the paper report error bars suitably and correctly defined or other appropriate590

information about the statistical significance of the experiments?591

Answer: [No]592

Justification: Error bars are not included due to running the experiment several times will be593

computationally expensive.594

Guidelines:595

• The answer NA means that the paper does not include experiments.596

• The authors should answer "Yes" if the results are accompanied by error bars, confidence597

intervals, or statistical significance tests, at least for the experiments that support the main598

claims of the paper.599

• The factors of variability that the error bars are capturing should be clearly stated (for example,600

train/test split, initialization, random drawing of some parameter, or overall run with given601

experimental conditions).602
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• The method for calculating the error bars should be explained (closed form formula, call to a603

library function, bootstrap, etc.)604

• The assumptions made should be given (e.g., Normally distributed errors).605

• It should be clear whether the error bar is the standard deviation or the standard error of the606

mean.607

• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably608

report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of609

errors is not verified.610

• For asymmetric distributions, the authors should be careful not to show in tables or figures611

symmetric error bars that would yield results that are out of range (e.g. negative error rates).612

• If error bars are reported in tables or plots, The authors should explain in the text how they were613

calculated and reference the corresponding figures or tables in the text.614

8. Experiments Compute Resources615

Question: For each experiment, does the paper provide sufficient information on the computer616

resources (type of compute workers, memory, time of execution) needed to reproduce the experi-617

ments?618

Answer: [Yes]619

Justification: We provide computer resource details in Appendix C.620

Guidelines:621

• The answer NA means that the paper does not include experiments.622

• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud623

provider, including relevant memory and storage.624

• The paper should provide the amount of compute required for each of the individual experimen-625

tal runs as well as estimate the total compute.626

• The paper should disclose whether the full research project required more compute than the627

experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it628

into the paper).629

9. Code Of Ethics630

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS631

Code of Ethics https://neurips.cc/public/EthicsGuidelines?632

Answer: [Yes]633

Justification: We have reviewed the Code of Ethics. Our work does not violate the Code of Ethics.634

Guidelines:635

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.636

• If the authors answer No, they should explain the special circumstances that require a deviation637

from the Code of Ethics.638

• The authors should make sure to preserve anonymity (e.g., if there is a special consideration639

due to laws or regulations in their jurisdiction).640

10. Broader Impacts641

Question: Does the paper discuss both potential positive societal impacts and negative societal642

impacts of the work performed?643

Answer: [Yes]644

Justification: We discuss the societal impact of our work in Section 1 and Section 5.645

Guidelines:646

• The answer NA means that there is no societal impact of the work performed.647

• If the authors answer NA or No, they should explain why their work has no societal impact or648

why the paper does not address societal impact.649
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• Examples of negative societal impacts include potential malicious or unintended uses (e.g.,650

disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-651

ment of technologies that could make decisions that unfairly impact specific groups), privacy652

considerations, and security considerations.653

• The conference expects that many papers will be foundational research and not tied to par-654

ticular applications, let alone deployments. However, if there is a direct path to any negative655

applications, the authors should point it out. For example, it is legitimate to point out that656

an improvement in the quality of generative models could be used to generate deepfakes for657

disinformation. On the other hand, it is not needed to point out that a generic algorithm for658

optimizing neural networks could enable people to train models that generate Deepfakes faster.659

• The authors should consider possible harms that could arise when the technology is being used660

as intended and functioning correctly, harms that could arise when the technology is being used661

as intended but gives incorrect results, and harms following from (intentional or unintentional)662

misuse of the technology.663

• If there are negative societal impacts, the authors could also discuss possible mitigation strategies664

(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for665

monitoring misuse, mechanisms to monitor how a system learns from feedback over time,666

improving the efficiency and accessibility of ML).667

11. Safeguards668

Question: Does the paper describe safeguards that have been put in place for responsible release of669

data or models that have a high risk for misuse (e.g., pretrained language models, image generators,670

or scraped datasets)?671

Answer: [NA]672

Justification: Our work does not pose risk for misuse of datasets and models.673

Guidelines:674

• The answer NA means that the paper poses no such risks.675

• Released models that have a high risk for misuse or dual-use should be released with necessary676

safeguards to allow for controlled use of the model, for example by requiring that users adhere677

to usage guidelines or restrictions to access the model or implementing safety filters.678

• Datasets that have been scraped from the Internet could pose safety risks. The authors should679

describe how they avoided releasing unsafe images.680

• We recognize that providing effective safeguards is challenging, and many papers do not require681

this, but we encourage authors to take this into account and make a best faith effort.682

12. Licenses for existing assets683

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the684

paper, properly credited and are the license and terms of use explicitly mentioned and properly685

respected?686

Answer: [Yes]687

Justification: We have cited the original sources of code packages and datasets used in our work.688

Guidelines:689

• The answer NA means that the paper does not use existing assets.690

• The authors should cite the original paper that produced the code package or dataset.691

• The authors should state which version of the asset is used and, if possible, include a URL.692

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.693

• For scraped data from a particular source (e.g., website), the copyright and terms of service of694

that source should be provided.695

• If assets are released, the license, copyright information, and terms of use in the package696

should be provided. For popular datasets, paperswithcode.com/datasets has curated697

licenses for some datasets. Their licensing guide can help determine the license of a dataset.698

• For existing datasets that are re-packaged, both the original license and the license of the derived699

asset (if it has changed) should be provided.700
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• If this information is not available online, the authors are encouraged to reach out to the asset’s701

creators.702

13. New Assets703

Question: Are new assets introduced in the paper well documented and is the documentation704

provided alongside the assets?705

Answer: [Yes]706

Justification: We include an anonymized repository of our code.707

Guidelines:708

• The answer NA means that the paper does not release new assets.709

• Researchers should communicate the details of the dataset/code/model as part of their sub-710

missions via structured templates. This includes details about training, license, limitations,711

etc.712

• The paper should discuss whether and how consent was obtained from people whose asset is713

used.714

• At submission time, remember to anonymize your assets (if applicable). You can either create715

an anonymized URL or include an anonymized zip file.716

14. Crowdsourcing and Research with Human Subjects717

Question: For crowdsourcing experiments and research with human subjects, does the paper718

include the full text of instructions given to participants and screenshots, if applicable, as well as719

details about compensation (if any)?720

Answer: [NA]721

Justification: Our work does not involve human subjects.722

Guidelines:723

• The answer NA means that the paper does not involve crowdsourcing nor research with human724

subjects.725

• Including this information in the supplemental material is fine, but if the main contribution of726

the paper involves human subjects, then as much detail as possible should be included in the727

main paper.728

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or729

other labor should be paid at least the minimum wage in the country of the data collector.730

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human Sub-731

jects732

Question: Does the paper describe potential risks incurred by study participants, whether such733

risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals734

(or an equivalent approval/review based on the requirements of your country or institution) were735

obtained?736

Answer: [NA]737

Justification: Our work does not involve human subjects.738

Guidelines:739

• The answer NA means that the paper does not involve crowdsourcing nor research with human740

subjects.741

• Depending on the country in which research is conducted, IRB approval (or equivalent) may be742

required for any human subjects research. If you obtained IRB approval, you should clearly743

state this in the paper.744

• We recognize that the procedures for this may vary significantly between institutions and745

locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for746

their institution.747
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• For initial submissions, do not include any information that would break anonymity (if applica-748

ble), such as the institution conducting the review.749
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