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Abstract001

This paper introduces EVINCE (Entropy Vari-002
ation and INformation CompetencE), a cutting-003
edge dialogue framework that orchestrates ad-004
versarial debates and collaborative insights005
among multiple large language models (LLMs).006
By integrating advanced principles from con-007
ditional statistics, information theory, and in-008
context learning, EVINCE masterfully bal-009
ances the exploration of diverse perspectives010
with the exploitation of established priors. Cen-011
tral to our innovation is the validation of the012
dual entropy theory, which we developed to de-013
termine the optimal pairing of LLMs with one014
high and one low entropy for enhanced prob-015
abilistic prediction accuracy. We also employ016
several information-theoretic metrics, such as017
mutual information, cross-entropy, Wasserstein018
distance, and Jensen-Shannon divergence, to019
measure communication opportunities, dia-020
logue progress, and convergence. This meticu-021
lous approach fosters an interpretable and pro-022
ductive multi-LLM dialogue, leading to more023
informed and reliable outcomes. We illustrate024
EVINCE’s potential by applying it to health-025
care, demonstrating its effectiveness in improv-026
ing disease diagnosis, and discuss its broader027
implications for enhancing decision-making028
across various domains.029

1 Introduction030

Ensemble approaches in machine learning, where031

multiple predictors combine to address classifica-032

tion and regression tasks, have consistently demon-033

strated superior performance compared to individ-034

ual models (Kuncheva and Whitaker, 2003; Di-035

etterich, 2000; Krogh and Vedelsby, 1995). The036

diversity of errors across these models is a cru-037

cial factor in their effectiveness. Recent research038

has explored extending this ensemble concept to039

Large Language Models (LLMs) collaborating on040

classification, question answering, and other tasks041

(Michael et al., 2023; Chan et al., 2023; Liang et al.,042

2023; Du et al., 2023). While initial findings sug- 043

gest accuracy improvements similar to traditional 044

ensemble methods, multi-LLM collaboration holds 045

the potential for much broader impact. As noted by 046

(Chang, 2023a), this approach can unearth novel 047

perspectives, mitigate biases, and even contribute to 048

creative endeavors like writing a novel, thereby ex- 049

tending its capabilities far beyond accuracy gains. 050

Achieving optimal performance in multi-LLM 051

ensembles requires more than simply maximiz- 052

ing error diversity. A critical balance must be 053

struck between confident, well-supported predic- 054

tions and the exploration of novel and diverse per- 055

spectives. To facilitate this balanced approach, we 056

introduce EVINCE (Entropy Variation through IN- 057

formation CompetencE), a framework designed to 058

foster structured debates among multiple LLMs, 059

thereby maximizing prediction accuracy while en- 060

couraging the exploration of alternative viewpoints 061

to mitigate biases. EVINCE represents a new 062

paradigm in collaborative LLM research, effec- 063

tively navigating the trade-off between exploration 064

and exploitation in joint predictions. EVINCE rests 065

on three key theoretical pillars: 066

Conditional Statistics: Conditional Statistics: 067

By placing LLMs in adversarial stances and de- 068

manding rigorous justification for their positions, 069

EVINCE leverages in-context learning to elicit 070

from the opposing LLMs diverse perspectives 071

backed by robust reasoning and evidence. This 072

method, rooted in the Bayesian framework of con- 073

ditional statistics (Finn et al., 2017; Brown et al., 074

2020; Xie et al., 2021), effectively modifies the 075

linguistic behaviors of LLMs, shifting them away 076

from the default optimization for maximum likeli- 077

hood next-token prediction. 078

Dual Entropy: Our theoretical proof (via 079

Jensen’s Inequality) (Section 3.3) and empirical 080

studies (Section 4) reveal a key insight: optimal 081

accuracy in a two-LLM ensemble is achieved when 082
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the agents begin with differing levels of entropy.083

Specifically, one LLM should initially exhibit high084

prediction entropy, signaling a willingness to ex-085

plore diverse perspectives, while the other should086

maintain low entropy, emphasizing precision and087

stability. This dual entropy configuration maxi-088

mizes the ensemble’s ability to balance exploration089

and exploitation, as the high-entropy LLM intro-090

duces a wider range of possibilities, including those091

that may challenge or counteract potential biases in092

the low-entropy LLM’s initial predictions. Mean-093

while, the low-entropy LLM acts as a stabilizing094

force, grounding the exploration in a foundation095

of established knowledge. Through a process of096

communication and reasoning, evaluated by the So-097

cratic method and metrics from information theory098

(which we will elaborate on in the subsequent dis-099

cussion), the two agents converge towards a collab-100

orative and accurate prediction, ideally mitigating101

biases that may have been present in either agent’s102

initial viewpoints. This finding challenges the tra-103

ditional notion that faster agreement among agents104

necessarily leads to better outcomes, highlighting105

the importance of initial diversity in avoiding tun-106

nel vision and fostering robust decision-making.107

From Divergence to Conciliatory: EVINCE be-108

gins by positioning two agents in a state of dual en-109

tropy, then fosters effective information exchange110

between LLMs to gradually reduce cross entropy111

and Wasserstein distance, and maximize mutual112

information in their prediction distributions. This113

enhances the depth and breadth of their predic-114

tions. The framework initiates debates with high115

contentiousness (Chang, 2023a), using mutual in-116

formation to quantify the potential for productive117

communication. As the diversity of predictions,118

measured by the divergence metrics, decreases be-119

low a threshold, contentiousness is modulated, en-120

couraging collaboration. This culminates in a joint121

prediction, accompanied by explainable arguments122

and counterarguments.123

Diversity in predictive modeling can introduce124

noise, while an overly strong belief in existing125

perspectives may hinder the exploration of new126

ideas. To address these challenges, EVINCE em-127

ploys several proxy metrics in conjunction with a128

“contentiousness” parameter to achieve a balance.129

By reasoning through and analyzing several case130

studies, we demonstrate how EVINCE enhances131

prediction accuracy, robustness, and stability. The132

framework facilitates a debate process where rigor-133

ous arguments and counterarguments are recorded, 134

making the decision-making process transparent. 135

Transparency allows humans to understand the rec- 136

ommendations clearly, provide feedback, and make 137

final predictions that are well-informed, encom- 138

passing a comprehensive range of pros and cons. 139

The main contributions of this paper are: 140

1. EVINCE Framework Design: Different from 141

using debate as a way to improve accuracy via 142

redundancy, EVINCE’s approach is vastly dif- 143

ferent and thus facilitates information discov- 144

ery, bias mitigation, and decision-making that 145

requires both breadth and depth of information. 146

2. Theoretical Foundations: We establish a theo- 147

retical basis for EVINCE, rooted in conditional 148

Bayesian statistics, mutual information, and dual 149

entropy. These principles are applied to mea- 150

sure, monitor, and modulate collaborative LLM 151

interactions, contributing to a deeper understand- 152

ing of how LLMs can effectively cooperate for 153

improved decision-making. The dual entropy 154

theory is novel and ground-breaking, illustrat- 155

ing how a productive decision-making process 156

should start with room for diverse input and sta- 157

ble objectives, and then, through information ex- 158

change, converge to optimal decision/prediction. 159

3. Empirical Validation: We provide empirical 160

validation of EVINCE’s underlying maxims and 161

theories, highlighting the framework’s effective- 162

ness in balancing exploration and exploitation 163

to enhance prediction accuracy. We also intro- 164

duce a set of maxims derived from our empirical 165

findings, offering practical guidance for optimiz- 166

ing mutual information and minimize various 167

divergence measures. 168

2 Related Work 169

The core objective of adversarial debate, as em- 170

bodied in EVINCE, is to foster diverse opinions 171

and challenge assumptions, ultimately leading 172

to more comprehensive and informed decision- 173

making. This contrasts with traditional ensemble 174

learning methods, which prioritize error diversity 175

for improved accuracy. 176

2.1 Ensemble and Multi-Agent Learning 177

Ensemble methods like Bagging (Breiman, 1996), 178

Boosting (Freund and Schapire, 1997), and Mix- 179

tures of Experts (Jacobs et al., 1991) have focused 180

on combining predictions from multiple models 181

to improve overall accuracy. Early LLM debate 182
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frameworks also followed this trend (Michael et al.,183

2023; Chan et al., 2023; Liang et al., 2023; Du184

et al., 2023).185

EVINCE distinguishes itself by prioritizing the186

generation of diverse predictions to explore a wider187

range of perspectives. Recent research on multi-188

LLM collaboration, building on in-context learning189

and Bayesian frameworks (Xie et al., 2021; Zhang190

et al., 2023), has shown promising results. How-191

ever, the challenge remains in effectively moderat-192

ing communication between LLMs. EVINCE ad-193

dresses this by employing quantitative measures to194

calibrate and adjust individual LLM behaviors, con-195

tributing to the growing field of multi-agent LLM196

communication (Abdelnabi et al., 2024; Chan et al.,197

2023; Fu et al., 2023; Li et al., 2023; Liang et al.,198

2023; Michael et al., 2023; Smit et al., 2024).199

2.2 Metrics for Managing Diversity,200

Contentiousness, Information Quality,201

and Convergence202

EVINCE employs various metrics to manage the203

debate’s dynamics and progress:204

• Fostering Diversity & Quality: Shannon en-205

tropy and relative entropy measure diversity of206

perspectives (Cover and Thomas, 2006; Shan-207

non, 1948), while the CRIT algorithm assesses208

argument quality (Chang, 2023b).209

• Balancing Exploration & Stability: Correla-210

tion coefficients track opinion evolution and de-211

bate stability (Brown et al., 2005), Wasserstein212

Distance measures prediction distribution differ-213

ences (Kantorovich, 1942; Rubner et al., 2000;214

Villani, 2008), and Mutual Information quan-215

tifies information overlap (Cover and Thomas,216

2006).217

• Examining Information Overlap & Termi-218

nation: Jensen-Shannon Divergence assesses219

distribution similarity (Lin, 1991), Cross En-220

tropy measures asymmetric differences (Shore221

and Johnson, 1980), and Kullback-Leibler Diver-222

gence reveals asymmetric differences between223

probability distributions (Kullback, 1951).224

Section 3 details how EVINCE utilizes these225

metrics to balance exploration and exploitation,226

leading to optimal predictions. The dual entropy227

theorem provides further theoretical justification228

for the framework.229

3 Maxims, Algorithm, and Theorem 230

Problem Statement: Organize a structured de- 231

bate between two equally competent large language 232

models (LLMs), LLMA and LLMB , to conduct t 233

rounds. At each round t, each model produces a 234

probability distribution, denoted as P (t)
A and P

(t)
B , 235

over C possible outcomes, accompanied by sup- 236

porting arguments R
(t)
A and R

(t)
B . The goal is to 237

design an iterative debate process that leverages 238

the structured exchange of arguments to enable 239

the models to converge on an optimal prediction 240

distribution P ∗ across the C classes. 241

3.1 Maxims with Theoretical Foundations 242

Progress towards the optimality goal is guided and 243

measured by metrics introduced in Section 2. This 244

section explains how they can be used in com- 245

plementary ways to facilitate proper trade-offs be- 246

tween diversity and convergence, exploration and 247

exploitation, and several other factors. 248

Maxim #1: Orchestrate Two Equally Compe- 249

tent LLMs in Structured Debate: Integrating 250

two equally competent LLMs ensures a balanced 251

exchange of insights and avoids bias. This adver- 252

sarial setup fosters diversity in predictions, each 253

supported by justifications, promoting critical eval- 254

uation and uncovering potential blind spots. 255

How? Choosing LLMs with comparable per- 256

formance on a shared validation set, a balanced 257

debate can be ensured. Suitable models include 258

GPT-4, Claude, and Gemini. Conditioning differ- 259

ent instances of the same LLM to support opposing 260

stances on a subject matter can also be effective due 261

to the theoretical justification of in-context learn- 262

ing with conditional Bayesian statistics (Xie et al., 263

2021). 264

Maxim #2: Encourage the Accurate Rather 265

Than the “Popular” Prediction: Typically, 266

LLMs, with their maximum likelihood next-token 267

prediction objective, tend to favor the most pop- 268

ular predictions. By conditioning LLMs within 269

specific contexts, we can prioritize specific stance 270

over popularity, mitigating confirmation biases. 271

How? Using the proxy metrics in Table 1, 272

EVINCE dynamically adjusts the “contentiousness” 273

level in debates (see Appendix G for details). These 274

metrics quantify agreement, diversity, and mutual 275

information, promoting productive information ex- 276

change and enhancing prediction quality. 277
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Metric Pros Cons Remedies
Cross Entropy
(CE) (Shore and
Johnson, 1980)

Measures how well the pre-
dictions of one model fit the
actual distribution of another
model’s outputs (asymmetric).

Computationally intensive
especially with large mod-
els and data sets; sensitive
to the exact nature of proba-
bility distributions.

Optimize computation strategies; use
approximations or sampling methods
to manage large data sets or complex
models.

Entropy Shannon
(Shannon, 1948)

Indicates level of diversity;
high suggests exploration of
possibilities, and low for confi-
dence on few choices

High entropy might indicate
noise rather than useful di-
versity; low entropy might
mask important variability.

Use critical reading methods (Ap-
pendix A) to assess argument quality;
implement noise detection to differenti-
ate between useful diversity and noise.

Jensen-Shannon
Divergence (JS)
(Lin, 1991)

Symmetric and bounded (0 to
1), providing an interpretable
measure of distributional dif-
ferences.

May be less sensitive to
small differences between
distributions.

Increase sensitivity settings or resolu-
tion of the metric; combine with other
metrics to capture finer distinctions be-
tween distributions.

KL Divergence
(Kullback, 1951)

Measures difference between
two probabilistic distributions.

Asymmetric; not well-
defined if a distribution has
zero probabilities

Use smoothing techniques to avoid
zero probabilities; consider symmet-
ric alternatives like JS divergence

Mutual Info (MI)
(Shore and John-
son, 1980)

Measures reduction of uncer-
tainty; symmetric.

Does not indicate the di-
rectionality of information
flow.

Supplement with directional informa-
tion metrics; normalized with max en-
tropy of A and B.

Wasserstein
Distance (WD)
(Kantorovich,
1942)

Direct measure of how similar
or different the model outputs
are; it depicts symmetric rela-
tionship.

Not bounded but can be nor-
malized or bounded for con-
sistent interpretation.

Define context-specific bounds for low,
medium, and high divergence; con-
sider normalizing it for non-directional
comparisons.

Table 1: Summary of metrics for assessing LLM debates (equations are presented in Appendix E)

Maxim #3. Combine Predictions Weighted by278

Diversity and Quality: Weighting the probabil-279

ity distributions from two LLMs based on diverse280

probabilistic insights and argument quality.281

How? Following these three maxims:282

• Maxim #3.1 Prediction Reliability: Estimate283

the reliability of predictions using entropy-based284

measures to quantify uncertainty and informa-285

tion content. Typically, lower entropy indicates286

higher confidence in a prediction, suggesting287

higher reliability.288

• Maxim #3.2 Argument Quality: Evaluate the289

quality of supporting arguments using tech-290

niques inspired by the Socratic method. This291

includes identifying logical fallacies, assessing292

the relevance and credibility of evidence.293

• Maxim #3.3 Aggregation: Employ a weighted294

aggregation method, such as a Bayesian model295

to combine weighted predictions accounting for296

both probabilistic insights and the quality of sup-297

porting arguments.298

Maxim #4. Evaluating the Convergence Rate299

of the Predictions Across the Rounds: This as-300

pect focuses on measuring how quickly and effec-301

tively the predictions from the LLMs converge over302

successive rounds, assessing the efficiency of the303

debate and aggregation mechanisms.304

How? Convergence is assessed by measuring305

mutual information and using proxy metrics such as306

Wasserstein distance. When the mutual information307

is low or the similarity between predictions is high,308

the debate is considered to be converging. 309

3.2 Algorithm Specifications 310

With all proxy metrics and their pros, cons, and 311

combined strengths comprehensively surveyed, and 312

also examined by our two experiments documented 313

in Sections 4.2 and 4.3, Algorithm 1 formally spec- 314

ifies the algorithm of EVINCE with the maxims. 315

3.3 Entropy Duality Theorem (EDT) 316

Theorem EDT: Optimal Pairing of LLMs for 317

Probabilistic Prediction Accuracy. The optimal 318

pairing of LLMs for diagnosis accuracy, in terms of 319

stability, accuracy, and robustness, occurs when the 320

LLMs are 1) equivalent in the quality of the infor- 321

mation they process, and 2) exhibit contrasting en- 322

tropy values in their prediction distributions—one 323

high and one low. 324

[Proof]: In Appendix B. 325

4 Empirical Study 326

This empirical study investigates the application 327

of EVINCE to disease diagnosis, leveraging large 328

language models (LLMs) as diagnostic tools. We 329

aim to validate the following three hypotheses: 330

1. Contentiousness & Prediction Quality: Ini- 331

tial LLM disagreement (measured by Wasser- 332

stein distance) increases with higher initial con- 333

tentiousness but decreases as debate progresses. 334

Individual LLM prediction uncertainty (Shannon 335

entropy) will follow a similar pattern. 336
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Algorithm 1 Specifications of Algorithm EVINCE
1: Input: Information set S, Class labels C; Two equally competent LLMs: LLMA and LLMB (Maxim #1);
2: Output: Pf , final probability distribution over C;
3: Variables: t: debate round; R = ∅ aggregated arguments;

P
(t)
A , P (t)

B : prediction distributions of LLMA and LLMB on C of round t; R(t)
A , R(t)

B : supporting reason sets;
∆ = 90%: debate contentiousness, initialize to high to foster adversary between LLMs (Maxim #2);
p: prompt = “Predict top-k probability distribution on C with S and R at contentiousness ∆”;

4: Functions: CRIT(d) (Chang, 2023b), Critical Reading Inquisitive Template for evaluating argument quality;
ARA (Guo et al., 2024), Algorithmic Robust Aggregation for optimal prediction aggregation (Maxims #3);

5: Initial Predictions t = 0:
LLMs generate their predictions in probability distributions with supporting reasons:

(P
(t=0)
A , R

(t)
A ) = LLMA(S, p), (P

(t=0)
B , R

(t)
B ) = LLMB(S, p).

6: Debate Iterations:
6.1. Update Predictions:

Calculate the confidence-based weights using the inverse of entropy (Maxim #3.1):

α = 1/(H(P
(t)
A

) + 1), β = 1/(H(P
(t)
B

) + 1).

Use the blending mechanism to update predictions (Maxim #3.3):

P
′(t)
A = αP

(t)
A + (1 − α)P

(t)
B , P

′(t)
B = βP

(t)
B + (1 − β)P

(t)
A .

6.2. LLMs Generate New Predictions: Both LLMs use accumulated R = R ∪R
(t)
A ∪R

(t)
B .

(P
(t+1)
A , R

(t+1)
A ) = LLMA((P

′(t)
B ), R, p), (P

(t+1)
B , R

(t+1)
A ) = LLMB((P

′(t)
A ), R, p).

6.3. Exit Condition Check with Wasserstein distance (Maxim #4):
If WD(P

(t+1)
A , P

(t+1)
B ) < ϵ EXIT; t = t + 1, ∆ = ∆ × 80%.

7: Final Decision: Weighted prediction by quality scores of the evaluator e.g., CRIT (Appendix A) (Maxim #3.2):

Pf = ΩAP
(t+1)
A + ΩBP

(t+1)
B /ΩA + ΩB .

2. EDT Effectiveness & Confusion Matrices: LLM337

pairs following the Entropy Duality Theorem338

(EDT) will have complementary error patterns,339

leading to higher combined prediction accuracy340

than non-EDT pairs.341

3. EVINCE & Historical Misdiagnoses: EVINCE,342

applied to real-world data, will improve diagnos-343

tic accuracy and identify potential misdiagnoses344

or ambiguities within the ground truth.345

Problem Statement: Given a set of symptoms,346

denoted as S, and a context κ, the goal is to pre-347

dict a probability distribution of top-k diseases348

over C possible diseases. This is represented as349

P = LLM(S, κ), where each LLM generates top-350

k predictions on C (k ≤ C) based on the input351

symptoms S and context κ.352

P = (p(top 1 to k ∈ D | S, κ) .353

Context κ is where dual entropy is adjusted through354

three knobs: temperature, the k of top-k, and the355

contentious level ∆. A distribution tends to have356

high entropy when all three knobs are set high, and357

vice versa.358

Resources, Dataset & Data Preparation: Our359

study utilizes a dataset obtained from Kaggle (Patil,360

2020), which comprises 4,921 patient records.361

Each record includes the diagnosed disease along 362

with up to 17 symptoms such as fever, cough, fa- 363

tigue, itchiness, and difficulty breathing. We first 364

remove duplicates from the dataset, resulting in 365

304 unique diagnostic instances spanning 40 dis- 366

eases. (The refined dataset is uploaded as supple- 367

mentary data.) Each instance acts as a test case 368

where EVINCE utilizes the inherent knowledge of 369

LLMs (GPT-4, Gemini, and Claude3) instead of 370

training them through few-shot techniques on this 371

specific dataset. Our computing resources are spon- 372

sored by Azure, with a monthly budget of US$500. 373

Evaluation: We evaluate the quality of pre- 374

dictions using the top-k Mean Reciprocal Rank 375

(MRR). If one of the top-k predicted diseases 376

matches the ground truth diagnosis, the score is 377

the reciprocal of its rank (1 for the top prediction, 378

1/2 for the second, 1/3 for the third, etc.). If none 379

of the top-k predictions are correct, the score is 0. 380

4.1 Study #1: Post vs. Pre-Debate Accuracy 381

For each of the 304 patient instances, we employ 382

GPT-4, Gemini, and Claude3, to perform indepen- 383

dent disease predictions and then use EVINCE to 384

pair them to evaluate performance gain. 385

In our first experiment, we set k = 5 for both 386

LLM agents. One agent had a high temperature 387
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(a) GPT4 pairs Claude (b) GPT4 pairs Gemini
Figure 1: Pre-/post-debate accuracy on all patients on all diseases shows EVINCE helps

while the other had a low temperature. The con-388

tentiousness level was set very high (∆ = 0.9 out389

of 1) to encourage significant cross entropy. Set-390

ting k = 5 ensures some minimal common ground,391

meaning the probability of shared information is392

sufficient to foster meaningful interaction. High393

contentiousness promotes counterarguments and394

information exchange.395

Pre- and Post-Debate Evaluation We con-396

ducted two sets of experiments. First, as a baseline,397

we constrained disease predictions to the 40 la-398

bels in the dataset, mimicking common supervised399

learning assumptions. While this yielded high ac-400

curacy (95-97%), it’s unrealistic for real-world di-401

agnosis where a general practitioner considers all402

possibilities. This constraint also highlights the403

flexibility of LLMs, which are not confined by404

training data labels and thus less prone to over-405

fitting some erroneous labels (further discussed in406

the next two studies).407

Next, we removed the label constraint to bet-408

ter simulate real-world conditions. In this uncon-409

strained scenario, all 304 patient cases yielded sta-410

ble results across GPT-4, Gemini-3, and Claude-3,411

with a standard deviation of just 1.5%. Prior to412

debate (light blue bars in Figure 1), GPT-4 led in413

accuracy (82.8%), followed by Gemini (80.3%)414

and Claude (79.5%).415

Implementing EVINCE with GPT-4 and Claude-416

3 pairing and GPT-4 and Gemini-3 pairing consis-417

tently improved accuracy by 4-5 percentage points418

(green bars in Figure 1). The GPT-4 and Claude-3419

pairing achieved 87.5% accuracy (Figure 1a), ri-420

valing state-of-the-art clinical performance like the421

REFUEL algorithm (Peng et al., 2018).422

However, the story doesn’t end here. The remain-423

ing 12.5% of inaccurate cases for the GPT-Claude424

pairing might not be solely EVINCE’s fault. If we425

consider the potential 11% US misdiagnosis rate426

reported by John Hopkins (Newman-Toker et al.,427

2023b), this discrepancy could point to mislabeled428

data in the original dataset. This presents a ground- 429

breaking opportunity: EVINCE could potentially 430

identify and correct errors in existing datasets, a 431

concept we explore further in Section 4.3. 432

4.2 Study #2: Confusion vs. Opportunities 433

(a) GPT liver c-matrix (b) Claude liver c-matrix

Figure 2: Confusion matrices
Two key factors contribute to EVINCE’s im- 434

proved diagnostic accuracy: (1) structured debates 435

with reasoning encourage LLMs to explore alterna- 436

tive diagnoses in both breadth and depth, leading to 437

more comprehensive analysis and decision-making 438

(see Appendices C and D); and (2) pairing high- 439

and low-entropy LLMs balances exploratory diver- 440

sity with exploitative stability, resulting in more 441

robust and high-quality decisions, as demonstrated 442

in this second study. 443

Analysis of Confusion Matrices We use confu- 444

sion matrices to analyze the performance of two 445

LLMs on diagnosing Hepatitis types A to E. GPT-4 446

shows limited accuracy, particularly for types C 447

and D, achieving only 50% accuracy for types A 448

and B. In contrast, Claude exhibits a wider spread 449

of predictions across all Hepatitis types, as shown 450

in Figure 2. 451

These matrices highlight how Claude’s flexibil- 452

ity in exploring diverse diagnostic hypotheses can 453

significantly aid the debate process. The initial un- 454

certainty or “confusion” (high entropy) exhibited 455

by Claude brings new information to the table, po- 456

tentially challenging and correcting the more con- 457

fident (low entropy) predictions of GPT-4, which 458
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(a) Entropy (b) WD % (c) Norm. MI

Figure 3: Entropy, WD, and normalized MI

might otherwise stubbornly persist with incorrect459

diagnoses. This dynamic interplay exemplifies the460

delicate dance between exploration and exploita-461

tion that EVINCE facilitates. By encouraging the462

exploration of alternative hypotheses, even when463

one model seems certain, EVINCE can uncover464

nuances and details that lead to more accurate and465

comprehensive diagnoses.466

Observations from Information Metrics Fig-467

ure 3a illustrates how the entropy levels of both468

LLMs stabilize after three rounds of debate, in-469

dicating a convergence towards a similar, stable470

entropy state. This convergence is corroborated by471

a consistent improvement in Wasserstein distance472

(WD) between the two models’ predictions over473

successive rounds, as shown in Figure 3b. Notably,474

Figure 3c shows that the normalized mutual infor-475

mation (MI) between the prediction distributions476

of GPT-4 and Claude improves by 14%, suggesting477

an increase in shared information throughout the478

debate. Additionally, Figure 4 shows the consistent479

convergence of all divergence metrics.480

Comparative Performance: EVINCE demon-481

strates a 5% higher accuracy rate in diagnosing spe-482

cific types of liver diseases compared to a baseline483

approach (Figure 1a), underscoring its capability484

to handle complex diagnostic scenarios effectively.485

Figure 4: Convergence of all metrics

4.3 Study #3: Ground-Truth Remediation 486

This study illustrates how EVINCE can identify po- 487

tential misdiagnoses, explain the reasoning behind 488

them, and recommend corrective actions. Tradi- 489

tionally, machine learning scientists rely on labeled 490

data as “ground truth.” However, as evidenced by 491

research like that of Newman-Toker et al. (2021) 492

(Newman-Toker et al., 2023a) from Johns Hopkins, 493

misdiagnosis is a widespread issue in healthcare 494

systems globally. These erroneous diagnoses, of- 495

ten treated as ground truth, can be perpetuated by 496

supervised learning algorithms, exacerbating the 497

problem within the healthcare system. 498

In the debate scenario detailed in Appendix D, 499

where Jaundice is the ground truth diagnosis, Fig- 500

ure 5a illustrates initial differences between GPT-4 501

and Claude’s predictions. Jaundice is absent in 502

GPT-4’s top-5 (with 0% in red), while ranked third 503

by Claude. Although Claude influences GPT-4 to 504

include Jaundice in its third prediction in the sec- 505

ond round, subsequent rounds see both LLMs drop 506

Jaundice to the fourth position of 10%. 507

Meanwhile, Hepatitis A, initially GPT-4’s top 508

prediction (30% in dark blue), is quickly demoted 509

to fifth and eventually drops out of the top-5 en- 510

tirely due to Claude’s influence. Hepatitis B, ini- 511

tially ranked second by GPT-4 and top by Claude, 512

stabilizes in the second position in rounds 3 and 513

4 (in light blue). Notably, Hepatitis C rises from 514

second place on both lists to the top position and 515

remains there (in black). 516

As demonstrated in the previous study, Wasser- 517

stein distance (WD) effectively measures the di- 518

vergence between LLM predictions and assesses 519

debate convergence. Figures 5b and 5c show that 520

WD stabilizes after three debate rounds, coinciding 521

with a plateau in normalized mutual information 522

(MI) between GPT-4 and Claude. This stabilization 523

suggests their predictions converge. 524

Figure 6 illustrates the convergence of all diver- 525

gence metrics—including Jensen-Shannon diver- 526

gence, cross-entropy, and Kullback-Leibler diver- 527

gence—particularly between the second and third 528

rounds. Although the final joint prediction for 529

Hepatitis C reached a high consensus of 37.5%, 530

it deviates from the actual condition of Jaundice, 531

which the Kaggle dataset reports with 10% con- 532

fidence. EVINCE provides general practitioners 533

with alerts and suggests remedial actions (see Ap- 534

pendices D.9 and C.8) to address this discrepancy. 535

Recommended actions include querying additional 536

7



(a) GPT & Claude top-5 (b) WD % (c) Mutual Info.

Figure 5: Remediation: Jaundice to Hepatitis

Figure 6: Convergence of all metrics

symptoms from the patient and conducting specific537

laboratory tests.538

4.4 Experiment Remarks539

EVINCE initiates debates with high contentious-540

ness, encouraging dual prediction entropy between541

LLMs, as supported by the EDT theorem. It uti-542

lizes normalized mutual information (MI) to track543

shared knowledge accumulation throughout the de-544

bate, while Wasserstein distance (WD) and Jensen-545

Shannon divergence (JSD) quantify dissimilarity546

between LLM predictions.547

These metrics (EDT, WD, JSD, MI) provide a548

comprehensive view of debate progress. WD and549

JSD assess the potential for further communication550

and refinement, while MI monitors shared under-551

standing, aiding in determining the optimal stop-552

ping point.553

The asymmetric nature of KL divergence and554

cross entropy warrants further investigation. De-555

spite eventual convergence in our case studies, dis-556

crepancies observed in the second round, where557

one direction increases while the other decreases,558

suggest potential value in exploring asymmetric559

information. Future work will re-evaluate the use560

of these metrics if asymmetry proves beneficial.561

5 Concluding Remarks562

We have developed EVINCE, an innovative frame-563

work that enhances collaborative decision-making564

among Large Language Models (LLMs) through 565

structured, adversarial debates. This framework 566

leverages conditional statistics (in-context learn- 567

ing), information theory, and a novel concept called 568

dual entropy to guide the debate, ensuring a balance 569

between exploration and exploitation. EVINCE not 570

only improves prediction accuracy and robustness 571

but also produces explainable outcomes grounded 572

in information metrics. 573

By assigning adversarial roles and adjusting 574

the level of contentiousness, EVINCE encourages 575

LLMs to explore a broader range of perspectives. 576

Through mutual persuasion and the exchange of 577

information, the reliability of predictions is signifi- 578

cantly enhanced. The introduction of dual entropy 579

theory, which pairs one LLM with high initial en- 580

tropy (for diverse exploration) with another LLM 581

with low entropy (for focused refinement), further 582

stabilizes information exchange and promotes com- 583

prehensive consideration of various viewpoints. 584

Our validated Entropy Duality Theorem pro- 585

vides empirical evidence of EVINCE’s effective- 586

ness. In the domain of medical diagnostics, 587

EVINCE outperforms traditional solo LLM ap- 588

proaches by identifying potential ground-truth er- 589

rors and providing clear justifications for its con- 590

clusions. This success demonstrates the potential 591

of EVINCE for broad application in various fields 592

where informed decision-making is crucial. 593

Looking ahead, EVINCE is poised to drive fur- 594

ther innovations in LLM collaboration across di- 595

verse domains. It represents a significant advance- 596

ment in AI-human interaction, promoting a synergy 597

of intelligence, reliability, and transparency that 598

augments human decision-making. By ensuring 599

that AI-supported decisions are both efficient and 600

ethically sound, EVINCE fosters a collaborative 601

environment where human judgment is respected 602

and enhanced by the capabilities of advanced AI 603

systems. 604
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6 Limitations605

While EVINCE demonstrates significant potential606

in improving diagnostic accuracy, several chal-607

lenges remain for future research.608

Firstly, the cost of supporting multi-LLM, multi-609

round dialogue increases significantly. Integrating610

EVINCE-like mechanisms directly into LLM ar-611

chitectures could enable internal cross-validation,612

reducing the need for costly external communi-613

cation. Preliminary investigations into using a614

lightweight “guardrail-LLM” for adversarial ad-615

vice show promise in mitigating this cost issue.616

Secondly, while EVINCE’s contentious param-617

eter can foster diversity, ensuring this diversity is618

meaningful rather than noise or hallucination re-619

mains a challenge. An LLM might generate irrel-620

evant diagnoses, leading to unproductive debates.621

Although our empirical study has not yet observed622

this phenomenon, as LLMs tend to assign low prob-623

abilities to unlikely outcomes, further research is624

needed to rigorously investigate the possibility of625

debate-induced noise.626

Finally, though the dual entropy theory is theoret-627

ically proven and we have demonstrated the ability628

to induce dual-entropy conditions by adjusting pa-629

rameters like temperature, top-k, and contentious630

level, further research is needed to systematically631

evaluate the relative effectiveness of these parame-632

ters and explore the potential for introducing new633

parameters. Ablation studies will be crucial in634

determining the optimal configuration for various635

applications.636

As AI continues to advance, frameworks like637

EVINCE will play an increasingly important role638

in harnessing the full potential of LLMs for solving639

complicated real-world problems. The principles640

and approaches presented in this paper provide a641

foundation for future research and application, of-642

fering the potential for substantial enhancements643

in machine understanding, debate, and decision-644

making. It is crucial to ensure that these advanced645

methods are integrated with human oversight to646

maintain transparency and control, especially in647

sensitive domains such as healthcare.648
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of a concept. It is based on the belief that knowl-809

edge cannot be simply imparted, but must be dis-810

covered through a process of questioning and dia-811

logue.812

To illustrate how these methods can practically813

be applied, let’s use the example of critical reading.814

Critical reading is a crucial component of critical815

thinking, which involves evaluating the quality and816

credibility of written materials, from research pa-817

pers to blog posts (Lai et al., 2017; Paul and Binker,818

1990). It requires a systematic and analytical ap-819

proach, asking relevant questions, and using effec-820

tive prompts to gain deeper understanding of the821

text (Elder and Paul, 2010).822

To aid in critical reading, we introduce a prompt823

template called CRIT (Chang, 2023b), which824

stands for Critical Reading Inquisitive Template.825

Given a document d, CRIT evaluates it and pro-826

duces a validation score Γ. Let Ω denote the con-827

clusion or claim of d, and let R be the set of rea-828

sons supporting the claim. We define (γr, θr) =829

V(r ⇒ Ω) as the causal validation function, where830

γr denotes the validation score, θr the source cred-831

ibility score, for each reason-to-conclusion argu-832

ment r ⇒ Ω. Table 2 presents the pseudo-code of833

Γ = CRIT(d), which generates the final validation834

score Γ for document d with justifications.835

EVINCE uses CRIT to evaluate argument qual-836

ity of the participating LLMs involved in the debate.837

The input to CRIT from each LLM is first its stance838

on the debate subject, e.g., a set of predicted dis-839

eases, and the arguments are its reasons to arrive840

at the prediction. Each document in the case of841

EVINCE is the prediction set as the conclusion Ω,842

the arguments as set R, and the opposing LLM’s843

counterarguments as R′. With this document, CRIT844

is able to produce validity and credibility scores in845

Γ for the LLM.846

For detailed prompts, examples, and an em-847

pirical study verifying the effectiveness of CRIT,848

please consult (Chang, 2023b).849

Appendix B: Proof of EDT Theorem850

Theorem EDT: Optimal Pairing of LLMs for851

Probabilistic Prediction Accuracy. The optimal852

pairing of LLMs for diagnosis accuracy, in terms853

of stability, accuracy, and robustness, occurs when854

the LLMs are equivalent in the quality of the infor-855

mation they process, and exhibiting contrasting en-856

tropy values in their prediction distributions—one857

high and one low.858

[Proof]: Given two LLMs, LLMA and LLMB , 859

following Maxim #1 with prediction distributions 860

PA and PB , respectively. The information entropy 861

of LLMA, H(PA), is high, and of LLMB , H(PB), 862

is low. 863

Step 1: Define the combined prediction distri- 864
bution. Let the combined prediction distribution 865
of LLMA and LLMB be denoted as PC . We can 866
express PC as a weighted average of PA and PB: 867

PC = αPA + (1− α)PB , where 0 ≤ α ≤ 1 and 868

869
α is decided by CRIT in Appendix A. 870

Step 2: Express the information entropy of the 871
combined prediction distribution. Using the defi- 872
nition of information entropy, we calculate: 873

H(PC) = −
∑
i

PC(xi) log2 PC(xi) 874

875
= −

∑
i

[αPA(xi)+(1−α)PB(xi)] log2[αPA(xi)+(1−α)PB(xi)]. 876

Step 3: Apply Jensen’s Inequality to the infor- 877
mation entropy of the combined prediction dis- 878
tribution. Jensen’s inequality is applied to the 879
convex function f(x) = −x log2 x. For a convex 880
function and a set of probabilities pi, Jensen’s in- 881
equality states that: 882

f

(∑
i

pixi

)
≤
∑
i

pif(xi) 883

Thus, the entropy of the combined distribution is: 884

H(PC) ≥ αH(PA) + (1− α)H(PB) 885

where equality holds when PA = PB . 886

Step 4: Analyze the lower bound of the com- 887
bined information entropy. As H(PA) is high 888
and H(PB) is low, we can express their relation- 889
ship as: 890

H(PA) = H(PB) + ∆, where ∆ > 0. 891

Substituting this into the inequality from Step 3, 892
we have: 893

H(PC) ≥ α[H(PB)+∆]+(1−α)H(PB) = H(PB)+α∆. 894

Step 5: Interpret the lower bound of the com- 895

bined information entropy. The lower bound 896

of H(PC), and hence the robustness of the model, 897

is maximized when α is maximized, which corre- 898

sponds to giving more weight to the high-entropy 899

model (LLMA). This setup facilitates the explo- 900

ration of diverse possibilities and enhances ro- 901

bustness against noise and perturbations in the in- 902

put data, while still ensuring that predictions are 903

grounded by the more certain outcomes predicted 904

by the low-entropy model (LLMB). 905
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Function Γ = CRIT(d)

Input. d: document; Output. Γ: validation score;
Vars. Ω: claim; R & R′: reason & counter reason set;
Subroutines. Claim(), FindDoc(), V alidate();
Begin

#1 Identify in d the claim statement Ω;
#2 Find a set of supporting reasons R to Ω;
#3 For r ∈ R eval r ⇒ Ω

If Claim(r), (γr , θr) = CRIT(FindDoc(r));
else, (γr , θr) = V (r ⇒ Ω);

#4 Find a set of rival reasons R′ to Ω;
#5 For r′ ∈ R′, (γr′ , θr′ ) = V(r′ ⇒ Ω) eval rival arguments;
#6 Compute weighted sum Γ, with γr , θr , γr′ , θr′ .
#7 Analyze the arguments to arrive at the Γ score.
#8 Reflect on and synthesize CRIT in other contexts.

End

Table 2: CRIT Pseudo-code. (The symbol ⇒ denotes both inductive and deductive reasoning.)

Step 6: Conclude the proof. By combining the906

prediction distributions of LLMA and LLMB , with907

one having high information entropy and the other908

low, we achieve an optimal balance that maxi-909

mizes the lower bound of the combined informa-910

tion entropy. This balance between exploration911

(high entropy) and exploitation (low entropy) opti-912

mizes overall prediction accuracy and robustness,913

as proved through information theory and the prop-914

erties of entropy. Thus, the theorem is established.915

Appendix C: EVINCE Debate - Dengue916

Fever vs. Chikungunya917

This experiment addresses a diagnostic challenge918

involving multiple potential diseases. A patient919

presents with the following 12 symptoms: [skin920

rash, joint pain, vomiting, fatigue, high fever,921

headache, nausea, loss of appetite, pain behind922

the eyes, back pain, malaise, muscle pain, red spots923

over the body]. In this case, GPT-4 provides the924

initial diagnosis, with Gemini following suit. The925

confirmed diagnosis for this experiment is Dengue926

Fever. Given the satisfactory diversity in predic-927

tions from the two LLMs, the debate progresses928

and converges smoothly.929

C.1 Moderator’s Prompt930

“Identify potential diseases linked to the symptoms931

(skin rash, joint pain, vomiting, etc.). Provide932

top-3 predictions with justifications, supplemen-933

tary symptom inquiries, and relevant lab tests.”934

C.2 GPT-4’s Opening Round935

Top-3 Predictions: Dengue Fever (60%), Chikun-936

gunya (25%), and Zika Virus (15%).937

Justifications: Most symptoms are classic signs 938

of Dengue Fever. Red spots over the body could 939

correspond to petechiae, often seen in Dengue due 940

to thrombocytopenia (a decrease in platelet count). 941

Chikungunya can cause similar symptoms to 942

Dengue, such as fever, severe joint pain, muscle 943

pain, headache, nausea, and rash. Joint pain from 944

Chikungunya is often very debilitating and can be 945

more prolonged than in Dengue. 946

Zika Virus symptoms can include fever, rash, 947

joint pain, malaise, and conjunctivitis, with 948

a milder presentation compared to Dengue or 949

Chikungunya. The presence of a rash and con- 950

junctivitis is notable, although Zika is less likely to 951

cause severe muscle pain or high fever. 952

C.3 Gemini’s Opening Round 953

Top-3 Predictions: Viral Infection (60%), Autoim- 954

mune Disease (20%), Bacterial Infection (15%). 955

Justifications: Symptoms common in viral infec- 956

tions. Autoimmune diseases is possible, but less 957

likely due to vomiting and nausea. Bacterial infec- 958

tion is less probable given rash and muscle pain. 959

C.4 GPT-4’s Second Round 960

Top-3 Predictions: Dengue Fever (60%), Chikun- 961

gunya (25%), and Zika Virus (15%). 962

Justifications: GPT-4 maintains its predictions, 963

countering Gemini’s assessment with three points. 964

First, while viral infections can cause these symp- 965

toms, the specific combination suggests a more 966

targeted diagnosis. Second, the acute onset of high 967

fever, joint pain, and rash is less typical for autoim- 968

mune diseases. Finally, the rash and red spots are 969

not characteristic of bacterial meningitis. 970
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C.5 Gemini’s Second Round971

Top-3 Predictions: Dengue Fever (50%), Chikun-972

gunya (30%), and Viral Infection (20%).973

Justifications: Gemini’s initial prediction consid-974

ers a Viral Infection as the most likely cause due to975

its broad range of potential symptoms. However,976

GPT-4’s focus on Dengue Fever and Chikungunya,977

with their specific symptom profiles, provides a978

more precise explanation for the patient’s condition.979

Here’s what is lacking in the first set of predictions:980

• Specificity: While a Viral Infection could explain981

most symptoms, it does not account for joint982

pain and the presence of a rash, which are more983

characteristic of DF or Chikungunya.984

• Detailed justifications: The first analysis does985

not delve as deeply into the reasons behind each986

disease possibility. GPT-4’s explanation for987

Dengue Fever and Chikungunya is more compre-988

hensive, strengthening the connection between989

symptoms and diagnosis.990

• Importance of additional information: Empha-991

size how geographic location and travel history992

can significantly impact the likelihood of these993

specific diseases.994

C.6 GPT-4’s Third Round995

Top-3 Predictions: Dengue Fever (60%), Chikun-996

gunya (35%), and Zika Virus (5%).997

Justifications: Though GPT-4 slightly adjusts998

probabilities, it considers the adjustment arbitrary999

without new information that would specifically1000

shift the likelihood between Dengue and Chikun-1001

gunya. GPT-4 refutes Gemini’s Viral Infection pre-1002

diction as lacking specificity. The symptoms de-1003

scribed are quite distinctive and align closely with1004

specific viral infections transmitted by mosquitoes.1005

C.7 Gemini’s Third Round1006

Top-3 Predictions: Dengue Fever (60%), Chikun-1007

gunya (35%), and Zika Virus (5%).1008

Justifications: Agreeing that GPT’s critique is1009

spot-on, and reiterating the need for more info.1010

C.8 Final Joint Recommendations to GP1011

After seeking further input from GPT-4, Gemini1012

fully concurs with GPT-4’s final suggestions, even1013

though the moderator instructs Gemini to maintain1014

its original stance. Both LLMs jointly recommend1015

additional symptom examinations and lab tests:1016

A comprehensive diagnostic approach for1017

Dengue Fever requires a combination of clinical1018

assessment, laboratory testing, and consideration 1019

of the patient’s travel and vaccination history, as 1020

well as the epidemiological context. Clinical symp- 1021

toms such as skin rash, joint pain, vomiting, and 1022

red spots over the body provide valuable clues to 1023

the diagnosis, but additional symptoms like nausea, 1024

vomiting, diarrhea, bleeding, bruising, and drowsi- 1025

ness can indicate the severity and progression of 1026

the disease. 1027

Recommended Laboratory Tests: 1028

• Complete Blood Count (CBC): Identify throm- 1029

bocytopenia or leukopenia. 1030

• Serology Tests: Detect specific IgM and IgG 1031

antibodies for Dengue, Chikungunya, and Zika. 1032

• Polymerase Chain Reaction (PCR): Direct detec- 1033

tion of viral RNA. 1034

• NS1 Antigen Test for Dengue: Early and specific 1035

detection of Dengue virus. 1036

• Urine Test for Zika: Viral presence in urine. 1037

Appendix D: EVINCE Debate - Jaundice 1038

vs. Hepatitis 1039

In this experiment, GPT-4 and Claude receive an 1040

identical list of symptoms from the moderator, 1041

aimed at guiding disease diagnosis, facilitating de- 1042

bate, and shaping subsequent recommendations. 1043

The “ground-truth” disease is Jaundice. (We do not 1044

shorten the debate content for review.) 1045

D.1 Moderator’s Opening Prompt 1046

“What potential disease could be associated with 1047

the following symptoms: itching, vomiting, fatigue, 1048

weight loss, high fever, yellowish skin, dark urine, 1049

and abdominal pain? Please offer top-five predic- 1050

tions with probabilities normalized to one, sup- 1051

ported by justifications. Additionally, in the end 1052

of debate, include a list of supplementary symp- 1053

tom inquiries and recommend relevant lab tests to 1054

strengthen the confidence in your prediction.” 1055

D.2 GPT-4 Opening Round 1056

• Hepatitis C (HCV): 40% Justification: Hepati- 1057

tis C is a viral infection that can cause both 1058

acute and chronic hepatitis. The combination 1059

of symptoms like fatigue, abdominal pain, nau- 1060

sea, vomiting, jaundice, dark urine, and weight 1061

loss strongly suggests HCV. Itching may also 1062

occur due to liver dysfunction. 1063

• Hepatitis B (HBV): 30% Justification: Hepati- 1064

tis B is a viral infection that can cause acute or 1065
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chronic liver inflammation. Symptoms are sim-1066

ilar to HCV, including fatigue, abdominal pain,1067

nausea, vomiting, dark urine, jaundice, and itch-1068

ing. The presence of these symptoms warrants1069

testing for both HBV and HCV.1070

• Cirrhosis: 15% Justification: Cirrhosis is a late1071

stage of liver scarring that can result from var-1072

ious liver diseases. The combination of symp-1073

toms like fatigue, weight loss, abdominal pain,1074

jaundice, dark urine, and itching suggests ad-1075

vanced liver disease, possibly cirrhosis.1076

• Obstructive Jaundice: 10% Justification: Ob-1077

structive jaundice occurs when there is a block-1078

age in the bile ducts. The presence of jaun-1079

dice, dark urine, itching, abdominal pain, nausea,1080

vomiting, and weight loss suggests a possible ob-1081

struction. However, the absence of fever makes1082

an infectious cause like cholangitis less likely.1083

• Acute Liver Failure: 5% Justification: Acute1084

liver failure is a rare but life-threatening con-1085

dition characterized by rapid deterioration of1086

liver function. The presence of jaundice, abdom-1087

inal pain, nausea, vomiting, fatigue, and itching,1088

along with the acute onset of symptoms, may in-1089

dicate acute liver failure. However, the absence1090

of altered mental status (hepatic encephalopathy)1091

makes this less likely.1092

D.3 Claude Opening Round1093

• Hepatitis B (HBV): 35% Reasoning: Hepatitis B1094

is a viral infection that can cause acute or chronic1095

liver inflammation. Symptoms include fatigue,1096

abdominal pain, nausea, vomiting, dark urine,1097

jaundice, joint pain, and itching.1098

• Hepatitis C (HCV): 25% Reasoning: Hepatitis1099

C is a viral infection that can cause both acute1100

and chronic hepatitis. Symptoms are similar to1101

HBV but may also include weight loss and fever.1102

Jaundice is a common symptom.1103

• Obstructive Jaundice (due to gallstones, pan-1104

creatic cancer, or bile duct obstruction): 20%1105

Reasoning: Obstructive jaundice occurs when1106

there is a blockage in the bile ducts, preventing1107

bile from reaching the intestines. This can lead1108

to yellowing of the skin and eyes, dark urine,1109

itching, abdominal pain, nausea, and vomiting.1110

• Alcoholic Hepatitis: 15% Reasoning: Alcoholic1111

hepatitis is liver inflammation caused by exces-1112

sive alcohol consumption. Symptoms include1113

abdominal pain, nausea, vomiting, fatigue, dark1114

urine, and possibly fever and weight loss.1115

• Hepatitis A (HAV): 5% Reasoning: Hepatitis A 1116

is an acute, self-limiting liver infection transmit- 1117

ted through contaminated food or water. Symp- 1118

toms include fatigue, abdominal pain, nausea, 1119

vomiting, dark urine, and jaundice. 1120

D.4 GPT-4 Second Round 1121

• Hepatitis B (HBV): 35% Symptoms: fatigue, 1122

abdominal pain, nausea, vomiting, dark urine, 1123

jaundice (yellowish skin), joint pain, itching 1124

• Hepatitis C (HCV): 25% Symptoms: fatigue, ab- 1125

dominal pain, nausea, vomiting, dark urine, jaun- 1126

dice (yellowish skin), weight loss, fever, itching 1127

• Obstructive Jaundice (due to gallstones, pan- 1128

creatic cancer, or bile duct obstruction): 20% 1129

Symptoms: yellowish skin (jaundice), dark 1130

urine, itching, abdominal pain, nausea, et al. 1131

• Alcoholic Hepatitis: 15% Symptoms: abdom- 1132

inal pain, nausea, vomiting, fatigue, jaundice 1133

(yellowish skin), dark urine, fever, weight loss 1134

• Hepatitis A (HAV): 5% Symptoms: fatigue, ab- 1135

dominal pain, nausea, vomiting, dark urine, jaun- 1136

dice (yellowish skin) 1137

D.5 Claude Second Round 1138

• Hepatitis C (HCV): 40% Reasoning: Hepatitis C 1139

is a viral infection that can cause both acute and 1140

chronic hepatitis. The combination of symptoms 1141

like fatigue, abdominal pain, nausea, vomiting, 1142

jaundice, dark urine, and weight loss strongly 1143

suggests HCV. Itching may also occur due to 1144

liver dysfunction. 1145

• Hepatitis B (HBV): 30% Reasoning: Hepatitis B 1146

is a viral infection that can cause acute or chronic 1147

liver inflammation. Symptoms are similar to 1148

HCV, including fatigue, abdominal pain, nausea, 1149

vomiting, dark urine, jaundice, and itching. The 1150

presence of these symptoms warrants testing for 1151

both HBV and HCV. 1152

• Cirrhosis (due to various causes such as chronic 1153

hepatitis, alcohol abuse, or non-alcoholic fatty 1154

liver disease): 15% Reasoning: Cirrhosis is a 1155

late stage of liver scarring that can result from 1156

various liver diseases. The combination of symp- 1157

toms like fatigue, weight loss, abdominal pain, 1158

jaundice, dark urine, and itching suggests ad- 1159

vanced liver disease, possibly cirrhosis. 1160

• Obstructive Jaundice (due to gallstones, pan- 1161

creatic cancer, or bile duct obstruction): 10% 1162

Reasoning: Obstructive jaundice occurs when 1163
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there is a blockage in the bile ducts. The pres-1164

ence of jaundice, dark urine, itching, abdominal1165

pain, nausea, vomiting, and weight loss suggests1166

a possible obstruction. However, the absence of1167

fever makes an infectious cause like cholangitis1168

less likely.1169

• Acute Liver Failure (due to various causes such1170

as viral hepatitis, drug-induced liver injury, or1171

autoimmune hepatitis): 5% Reasoning: Acute1172

liver failure is a rare but life-threatening con-1173

dition characterized by rapid deterioration of1174

liver function. The presence of jaundice, abdom-1175

inal pain, nausea, vomiting, fatigue, and itching,1176

along with the acute onset of symptoms, may in-1177

dicate acute liver failure. However, the absence1178

of altered mental status (hepatic encephalopathy)1179

makes this less likely.1180

D.6 GPT-4 Third Round1181

• Hepatitis C (HCV): 35% Reasoning: Hepati-1182

tis C is indeed a major cause of the symptoms1183

listed, including fatigue, abdominal pain, nausea,1184

vomiting, jaundice, dark urine, and weight loss.1185

Itching can also occur due to liver dysfunction.1186

• Hepatitis B (HBV): 25% Reasoning: Hepatitis B1187

shares many symptoms with Hepatitis C, such as1188

fatigue, abdominal pain, nausea, vomiting, dark1189

urine, jaundice, and itching. Testing for both1190

HBV and HCV is warranted given the overlap in1191

symptoms.1192

• Cirrhosis: 20% Reasoning: Cirrhosis can re-1193

sult from chronic hepatitis, alcohol abuse, or1194

non-alcoholic fatty liver disease. The symptoms1195

of fatigue, weight loss, abdominal pain, jaun-1196

dice, dark urine, and itching strongly suggest1197

advanced liver disease, which could be cirrhosis.1198

• Obstructive Jaundice: 15% Reasoning: Obstruc-1199

tive jaundice, caused by gallstones, pancreatic1200

cancer, or bile duct obstruction, is consistent1201

with jaundice, dark urine, itching, abdominal1202

pain, nausea, vomiting, and weight loss. The1203

absence of fever reduces the likelihood of an1204

infectious cause like cholangitis.1205

• Acute Liver Failure: 5% Reasoning: Acute liver1206

failure is less common but serious, characterized1207

by rapid deterioration of liver function. The1208

symptoms of jaundice, abdominal pain, nausea,1209

vomiting, fatigue, and itching, along with the1210

acute onset of symptoms, suggest this possibility.1211

However, the absence of altered mental status1212

(hepatic encephalopathy) makes it less likely.1213

D.7 Claude Third Round 1214

• Hepatitis C (HCV): 35% Reasoning: I slightly 1215

lowered the probability of HCV from 40% to 1216

35%. While the combination of symptoms 1217

strongly suggests HCV, the absence of a few key 1218

risk factors (e.g., history of intravenous drug use 1219

or blood transfusions) in the given information 1220

makes me less confident in assigning a higher 1221

probability. 1222

• Hepatitis B (HBV): 30% Reasoning: I agree 1223

with the 30% probability assigned to HBV. The 1224

symptoms are indeed similar to HCV, and testing 1225

for both viruses is warranted. 1226

• Cirrhosis: 20% Reasoning: I increased the prob- 1227

ability of cirrhosis from 15% to 20%. The pres- 1228

ence of jaundice, dark urine, itching, and weight 1229

loss, along with the other symptoms, strongly 1230

suggests advanced liver disease. Cirrhosis can be 1231

a consequence of chronic liver diseases like hep- 1232

atitis B or C, which have been assigned higher 1233

probabilities. 1234

• Obstructive Jaundice: 10% Reasoning: I agree 1235

with the 10% probability for obstructive jaun- 1236

dice. The absence of fever makes an infectious 1237

cause like cholangitis less likely, but the other 1238

symptoms still suggest a possible obstruction. 1239

• Acute Liver Failure: 5% Reasoning: I agree 1240

with the 5% probability for acute liver failure. 1241

While the combination of symptoms could in- 1242

dicate acute liver failure, the absence of altered 1243

mental status (hepatic encephalopathy) makes 1244

this diagnosis less likely. 1245

D.8 Joint Final Round 1246

1. Hepatitis C (HCV) - 35% Justification: The 1247

combination of symptoms strongly suggests 1248

HCV, but without additional risk factors, a 1249

slightly lower probability is appropriate. 1250

2. Hepatitis B (HBV) - 30% Justification: The 1251

symptoms are similar to HCV, and testing for 1252

both viruses is necessary. 1253

3. Cirrhosis - 20% Justification: The presence of 1254

jaundice, dark urine, itching, weight loss, and 1255

other symptoms indicates advanced liver disease, 1256

making cirrhosis a more likely possibility. 1257

4. Obstructive Jaundice - 10% Justification: The 1258

absence of fever reduces the likelihood of an 1259

infectious cause like cholangitis, but the other 1260

symptoms still suggest a potential biliary ob- 1261

struction. 1262
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5. Acute Liver Failure - 5% Justification: While1263

the combination of symptoms could indicate1264

acute liver failure, the absence of altered mental1265

status makes this diagnosis less probable.1266

D.9 Final Joint Recommendations to GP1267

Gemini and GPT-4 jointly recommend the follow-1268

ing additional symptom inquiries and lab tests to1269

confirm a hepatitis diagnosis:1270

Additional Symptom Inquiries:1271

1. Onset and Duration: Determining the onset and1272

duration of symptoms can clarify the illness time-1273

line and its progression.1274

2. Severity and Trend: Evaluating symptom sever-1275

ity and whether they are worsening or improving1276

aids in understanding the disease’s trajectory and1277

treatment responses.1278

3. Associated Symptoms: Checking for additional1279

symptoms like nausea, vomiting, fever, joint1280

pain, or urine color changes can pinpoint other1281

hepatitis indicators and exclude other conditions.1282

Recommended Lab Tests:1283

1. Liver Function Tests (LFTs): Critical for assess-1284

ing liver health, LFTs evaluate enzyme levels1285

such as alanine aminotransferase (ALT) and as-1286

partate aminotransferase (AST), where abnor-1287

malities can signify liver inflammation.1288

2. Hepatitis Panel: This test checks for hepatitis1289

A, B, and C viruses, vital for determining the1290

specific type and guiding treatment strategies.1291

3. Serology Testing: Useful for distinguishing be-1292

tween acute and chronic hepatitis by identifying1293

specific antibodies or antigens.1294

4. Imaging Studies: Ultrasound or MRI can pro-1295

vide visual insights into the liver’s state, detect-1296

ing inflammation, fibrosis, or cirrhosis, thereby1297

complementing blood-based diagnostics.1298

Appendix E: Formulas of Metrics1299

This appendix outlines the mathematical formulas1300

for various data analysis metrics used in probabilis-1301

tic and statistical modeling.1302

Kullback-Leibler Divergence1303

The Kullback-Leibler Divergence measures the dif-1304
ference between two probability distributions:1305

DKL(P∥Q) =
∑
x∈X

P (x) log

(
P (x)

Q(x)

)
.1306

Jensen-Shannon Divergence 1307

The Jensen-Shannon Divergence is a symmetrized 1308
and smoothed version of the KL Divergence: 1309

JSD(P∥Q) =
1

2
DKL(P∥M) +

1

2
DKL(Q∥M) 1310

where M = 1
2
(P +Q). 1311

Wasserstein Distance 1312

The Wasserstein Distance, also known as the Earth 1313
Mover’s Distance (EMD), measures the distance 1314
between two probability distributions: 1315

W (P,Q) = inf
γ∈Γ(P,Q)

∫
X×Y

d(x, y) dγ(x, y). 1316

Cross Entropy 1317

Cross Entropy measures the average number of bits 1318
required to identify an event from a set of possibili- 1319
ties, under a specific model: 1320

H(P,Q) = −
∑
x∈X

P (x) log(Q(x)). 1321

Mutual Information 1322

Mutual Information measures the amount of infor- 1323
mation that one random variable contains about 1324
another random variable: 1325

I(X;Y ) =
∑
y∈Y

∑
x∈X

p(x, y) log

(
p(x, y)

p(x)p(y)

)
. 1326

Normalized Mutual Information 1327

Normalized Mutual Information is calculated as 1328
the mutual information divided by the maximum 1329
of the entropies of the variables: 1330

NMI(X;Y ) =
I(X;Y )

max(H(X), H(Y ))
. 1331

1332
Appendix F: Symptom Checking 1333

This is the typical procedure of a GP to perform 1334

patient symptom checking. 1335

1. Patient History: The GP begins by reviewing 1336

the patient’s medical history, including previ- 1337

ous illnesses, chronic conditions, medications, 1338

allergies, and family medical history. 1339

2. Symptom Assessment: The patient describes 1340

their current symptoms, including starting time 1341

and severity. This is an interactive process as the 1342

GP queries the patient for additional symptoms 1343

to their reported ones to disambiguate several 1344

possibilities. 1345

3. Physical Examination: The GP performs sim- 1346

ple physical exams, which may include check- 1347

ing vital signs (e.g., blood pressure, heart rate, 1348

temperature), examining specific body parts or 1349

systems, and assessing overall physical health. 1350
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4. Suggest Lab Tests: Depending on the symptoms1351

and physical examination findings, the doctor1352

may order diagnostic tests such as blood tests,1353

X-rays, ultrasound, or other studies. These tests1354

can help confirm or rule out certain conditions.1355

5. Diagnosis: Based on the information gathered,1356

the doctor formulates a preliminary diagnosis.1357

6. Treatment or Management Plan: Once a di-1358

agnosis is established, the doctor develops a1359

treatment or management plan. This may in-1360

clude prescribing medications, recommending1361

lifestyle changes, suggesting physical therapy,1362

or providing guidance on managing chronic con-1363

ditions.1364

7. Referrals: In some cases, the GP may refer the1365

patient to specialists for further evaluation and1366

treatment. Specialists have expertise in specific1367

areas of medicine, such as cardiology, orthope-1368

dics, or dermatology.1369

Appendix G: Contentiousness Parameter1370

Modulation1371

Table 3 presents how an LLM adjusts its linguistic1372

behavior after the value of the “contentiousness”1373

parameter. By modulating contentiousness, it has1374

been shown that an LLM can condition itself to1375

adapt to different linguistic behaviors to achieve1376

a new establish goal and context. Details are pre-1377

sented in (Chang, 2023a) and also illustrated in1378

Section 4.1379

Appendix H: The EnToPPS Framework1380

EnToPPS integrates predictions from two LLMs,1381

denoted as A and B, each providing probability1382

distributions over C classes. The following steps1383

outline the EnToPPS process:1384
1. Obtain Top-C Predictions: For each LLM (A1385

and B), obtain the predicted probabilities for all1386
C classes, denoted as PA and PB:1387

PA = [pA1, pA2, . . . , pAC ], PB = [pB1, pB2, . . . , pBC ],1388

where pAi and pBi represent the predicted prob-1389

ability of class i by LLM A and B, respectively.1390

2. Select Top-k Predictions: For each LLM (A and1391
B), select the top-k predicted classes based on1392
their probabilities:1393

TA = [tA1, tA2, . . . , tAk], TB = [tB1, tB2, . . . , tBk],1394

where tAi and tBi represent the class index of1395

the ith top prediction by A and B, respectively.1396

3. Combine Top-k Predictions: Combine the top-k 1397
predictions from both LLMs to create a set of 1398
unique predicted classes: 1399

TC = TA∪TB = [tC1, tC2, . . . , tCm], k ≤ m ≤ 2k. 1400

4. Backfill Missing Probabilities: For each class 1401

in the combined set TC , backfill its probability 1402

from the original probability distributions PA 1403

and PB: 1404

• If a class tCi is present in TA, assign its prob- 1405

ability from PA: pCi = pAi. 1406

• If a class tCi is present in TB , assign its prob- 1407

ability from PB: pCi = pBi. 1408

• If a class tCi is present in both TA and TB , as- 1409

sign the average probability: pCi =
pAi+pBi

2 . 1410

5. Normalize Probabilities: Normalize the proba- 1411
bilities of the classes in the combined set TC to 1412
ensure they sum up to 1: 1413

PC = [pC1, pC2, . . . , pCm], where pCi =
pCi∑m
j=1 pCj

. 1414
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C.L. Tone Emphasis Language
0.9 Highly confrontational; fo-

cused on raising strong ethi-
cal, scientific, and social ob-
jections.

Flagging risks and downsides;
ethical quandaries, unintended
consequences, and exacerbation
of inequalities.

Definitive and polarizing, e.g.,
“should NOT be allowed,” “unac-
ceptable risks,” “inevitable dis-
parities.”

0.7 Still confrontational but
more open to potential bene-
fits, albeit overshadowed by
negatives.

Acknowledging that some
frameworks could make it
safer or more equitable, while
cautioning against its use.

Less polarizing; “serious con-
cerns remain,” “needs more
scrutiny.”

0.5 Balanced; neither advocating
strongly for nor against gene
editing.

Equal weight on pros and cons;
looking for a middle ground.

Neutral; “should be carefully
considered,” “both benefits and
risks.”

0.3 More agreeable than con-
frontational, but maintaining
reservations.

Supportive but cautious; focus
on ensuring ethical and equi-
table use.

Positive but careful; “transfor-
mative potential,” “impetus to
ensure.”

0.0 Completely agreeable and
supportive.

Fully focused on immense po-
tential benefits; advocating for
proactive adoption.

Very positive; “groundbreaking
advance,” “new era of possibili-
ties.”

Table 3: Changes in linguistic behaviors of LLMs at different contentiousness levels.
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