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ABSTRACT

Accelerated Mirror Descent (Acc-MD) is derived from a discretization of an
accelerated mirror ODE system using a variable—operator splitting framework. A
new Cauchy—Schwarz type inequality enables the first proof of linear accelerated
convergence for mirror descent on a broad class of problems. Unlike prior methods
based on the triangle scaling exponent (TSE), Acc-MD achieves acceleration in
some cases where TSE fails. Experiments on smooth and composite optimization
tasks show that Acc-MD consistently outperforms existing accelerated variants,
both theoretically and empirically.

1 INTRODUCTION

Consider the unconstrained problem

min f(z),

where f is convex but may not have a Lipschitz-continuous gradient. Let ¢ be a smooth and strictly
convex mirror function that defines the underlying geometry. Mirror descent (Nemirovskij and Yudin),
1983)) updates as

V(1) — Vo(ar) = —arV f(xy),

extending gradient descent to non-Euclidean settings. Nesterov| (2005)) proposed an accelerated
variant using estimate sequences.

Recent work views optimization algorithms as discretizations of continuous-time dynamics whose tra-
jectories converge to minimizers. [Wibisono et al.|(2016) derived a Bregman Lagrangian that captures
accelerated flows and showed that its discretization gives accelerated mirror descent. Krichene et al.
(2015)) extended the ODE framework for Nesterov acceleration (Su et al., [2016)) to accelerated mirror
descent, with discretizations yielding a class of first-order methods with O(L;/k?) convergence,
where Ly is the Lipschitz constant of V f. More recently, xiang Yuan and Zhang|(2023) developed
high-resolution ODEs and recovered the optimal O(L/k*) rate for accelerated mirror descent
methods from (Nesterov, 2005)).

However, the analyses in (Nesterov, [2005; |Wibisono et al., [2016} [Krichene et al., 2015; xiang Yuan
and Zhang| 2023)) do not incorporate the notion of relative smoothness, i.e., Df(z,y) < LDg(x,y),
where Dy and D, denote the Bregman divergence of f and ¢, respectively. As a result, their
convergence guarantees may be loose outside the Euclidean setting, especially when L < L. This
reflects a limitation of Nesterov’s original theory (Nesterov, 2005), which does not fully use the
geometry induced by the mirror map.

Under the relative smoothness condition, mirror descent achieves an O(L/k) convergence rate, as first
shown in (Birnbaum et al.,[2011). The notion of relative strong convexity, uDg(x,y) < D¢(x,y),
was later introduced in (Lu et al.| 2018)), leading to a linear convergence rate of 1 — /L

Mirror descent also extends to composite optimization problems of the form F'(z) = f(x) + g(x),
where f is smooth and g is convex but may be non-smooth. The resulting Bregman Proximal Gradient
(BPG) method (Teboulle, [2018) achieves a convergence rate of O(L/k) under relative smoothness;
see also (Bauschke et al., 2017;|Lu et al., 2018 Zhou et al., 2019).

Hanzely et al.|(2021) proposed the Accelerated Bregman Proximal Gradient (ABPG) method, which
attains an accelerated rate of O(L/k") using the triangle scaling exponent (TSE) . Full acceleration
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O(L/k?) requires v = 2 in both the algorithm and the analysis, which limits applicability and
prevents generalization to broader Bregman geometries. In addition, no accelerated linear convergence
has been shown under relative strong convexity.

Contributions The main contributions of this work are as follows:

* Building on the variable and operator splitting framework of (Chen et al.;2025), we propose a new
accelerated mirror descent (Acc-MD) flow with initial conditions x(0) = ¢, y(0) = yo:

{ vy 0
(Vo(y)' = —u 'V f(z) + Vé(x) — Vo(y),

We split the variable into x and y. At equilibrium, y* = z* and Vf(z*) = 0, recovering
stationarity. The auxiliary variable y decouples the primal update and inertial motion.

* From an implicit—explicit discretization of (I)), we design an Acc-MD method; see Algorithm T}
The method is simpler than existing counterparts in the literature, e.g., algorithms in (Nesterov,
2005; |Krichene et al., [2015}; |Hanzely et al., 2021).

* We give the first accelerated linear convergence guarantee under relative strong convexity p, with

rate (1 + \/u/Ct )~ ", where Cf , comes from a Cauchy—Schwarz inequality; see Assumption
(A2). We show that in some cases, even when the TSE parameter v = 1, our method achieves
acceleration while ABPG (Hanzely et al.| [2021) does not.

* We extend the framework to the convex case p = 0 using a perturbation and homotopy argument,
and recover the optimal O(C 4 /k?) accelerated rate with Assumption (A2). Without (A2), it is
shown in (Dragomir et al., 2022) that the optimal complexity of mirror descent methods is O(1/k).

* We extend the algorithm to composite optimization min,, f(z) 4+ g(«). With variable and operator
splitting V f(x) + Vg(y), the change is minimal:

(Vo) = —p " (Vf(@)+ Vg(y) + Vo(z) — Vé(y), )

and the algorithm follows from implicit discretization in Vg(y). The method works for non-
smooth g with a proximal operator. Since some constrained problems can be written as composite
optimization, Acc-MD also applies to constrained settings.

* We benchmark Acc-MD on a range of smooth, non-smooth, and constrained convex problems,
showing consistent advantages in both theory and practice over existing mirror descent methods.

Limitation While our approach avoids the triangle scaling property, both the algorithm and the anal-
ysis rely on accurate estimates of the relative strong convexity ¢ and the constant C'¢ 4. Developing
adaptive schemes for these parameters is an important direction for future work.

Although we provide examples where (A2) holds but TSE fails to give acceleration, we cannot expect
(A2) to be verified for every problem. Further relaxation of this assumption deserves study.

Another limitation is the convexity assumption. Extending the analysis to non-convex objectives
remains open. In such settings, the design of suitable non-convex mirror functions may be important
for guiding convergence, but theoretical guarantees are currently lacking.

Preliminaries Let V be a normed vector space. For f € C*(V), define the Bregman divergence
Dy(y,x) := f(y) = f(z) = (Vf(z),y —x).

For f € C}(V), f is convex if and only if D (y,z) > 0 forall z,y € V. If f is strictly convex, then
D¢ (y,x) = 0 holds if and only if 2 = . In general, the Bregman divergence is not symmetric, i.c.,
Dy (y,x) # Dy(z,y). Its symmetrization is

Df<y’x)+Df($7y) = <Vf(y)—Vf(x),y—x>

A key tool in the convergence analysis is the three-point identity of Bregman divergence (Chen and
Teboulle, |1993), which follows directly from the definition:

(VIi(y) =V [(x),y = 2) = Ds(y,x) + Dy(2,y) = Ds(2,2), 3)



Under review as a conference paper at ICLR 2026

Let ¢* be the convex conjugate of ¢. The mappings between primal and dual variables are

x=Vo(z), z=V¢'(x), n=Veé(y), y=Veo'(n).

Here (z,y) are the primal variables and (x, n) are their dual counterparts. The maps V¢ : V — V*
and Vo¢* : V* — V are assumed to be efficiently computable. To clarify, we refer to ¢ as the mirror
function and V¢ as the mirror map.

An important symmetry relation connects the Bregman divergences of ¢ and its conjugate:

D¢(‘T7y) = D¢*(’77X)7 (4)

with reversed argument order. Moreover, the gradient of the Bregman divergence with respect to its
first argument satisfies

VDg(-,2) =Vf(-) = Vf(z), VDg-(;x) =Ve*(:) = Vo™ (x)- (5)
Let A be a self-adjoint, positive definite operator on a Hilbert space V' with inner product (-, -). Then

(.f, y)A = (Al‘, y)
defines a new inner product, and the associated norm is denoted by || - || 4. The corresponding dual

norm is || - || 4—1. The convexity and Lipschitz constants of a differentiable function f relative to
|l - || 4 are defined by

pe(A) llz = ylh < (Vf(2) = Vi), z—y) < Ly(A) |l —ylli Va,yeV.

Choosing an appropriate inner product may reduce the condition number k4 (f) := Ly(A)/us(A),
in which case A is called a preconditioner.

Analogously, the mirror function ¢ may be viewed as a nonlinear preconditioner. This is especially
useful when L is unbounded but the relative smoothness L is finite.

2 MIRROR DESCENT METHODS

Given an initial condition z(0) = ¢, the mirror descent flow is defined by

d
Vo () = =V (a(t). ©)
Discretizing the flow (6) using the explicit Euler method yields the iteration
Vo(rpt1) — Vo(rr) = —arV f(zk), @)

where o, > 0 is the step size. This is equivalent to the classical mirror descent update (Beck and
Teboulle, 2003} Bubeck, 2015} [Lu et al., [2018)):

. 1
Tyl = arg ;Iél‘l/l {(Vf(xk),x> + a—kD¢(J;, xk)} .

As noted by |Krichene et al.|(2015), the flow @ can also be written in dual form:

X' =-Vf@), z=V¢(x), (8)
which is closely related to the Bregman Inverse Scale Space dynamics (Osher et al., 2016).

We present the following three-point identity connecting the Bregman divergences of ¢ and f, which
simplifies the convergence analysis compared to prior work, e.g., (Lu et al.| 2018).

Lemma 2.1. Ler {x} be the sequence generated by the mirror descent method (7). Then
Dy(2", x41) = Dy (27, 2x) + Do (Th41, k)

9
:ak[—Df(ka,x*)—Df(x*,xk)—i—Df(ka,xk)]. ( )

Proof. Using the Bregman identity (3) and the update rule (7)), we compute
Dy(z", 2p41) — Dg(a", 21) + Dy (hs1, 2k) = (VO(2pt1) — V(Tk), Thy1 — 27)
= — (V) = Vf(2"), 2p41 —27) = ap [=Dy(xrr1,27) — Dy (2", x) + Dy (Thpr, 21)] -
O
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To establish linear convergence, we adopt the notions of relative smoothness and relative strong
convexity introduced in (Lu et al., [2018]). The significance of relative smoothness is that f may not
be smooth, i.e., Ly = oo, while L remains bounded.

(A1) The convex function f is said to be relatively smooth and relatively convex with respect to a
mirror function ¢ if there exist constants ¢ > 0 and L > p such that

puDg(z,y) < Dy(z,y) < LDy(z,y) Va,yeV. (10)

Using the linearity of the Bregman divergence, this is equivalent to L¢$ — f and f — ¢ being convex.

Theorem 2.2. Suppose f satisfies assumption (A1), and let {x}} be the sequence generated by the
mirror descent iteration (7). Then for any step size oy, < 1/L, we have the decay property

Dy(x*,2r) — Dyp(a", 2p41) > o [Df(warl,x*) + Df(x*,xk)]. (11
In particular, if g, = 1/ L for all k > 0, then linear convergence holds:
. % .
Dy(z*, 2x) < (1 _ Z) Dy(a*, z0). (12)

Proof. From the identity (9) and assumption (A1), we have

Dg(2*, xp41) — Do(a*, xp) < —ap [Dy(wps1, ") + Dy(x*, xp)] + (anL — 1) Dy (xp41, T1)
< —ay, I:Df(xk;+17x*) + Df(ac*,xk)] < —appuDg(x*, zk).

Choosing a, = 1/L and rearranging the inequality to get the desired linear convergence. O

Similar results hold for proximal mirror descent methods (e.g., BPG) for composite optimization. We
omit the details here, as an accelerated version will be presented in the next section.

3 ACCELERATED MIRROR DESCENT METHODS

We follow the recent variable and operator splitting (VOS) framework of (Chen et al., 2025)) to develop
accelerated mirror descent methods. We assume that f satisfies assumption (A1) with constants L
and ¢ > 0.

Flow Introducing dual variables x = V¢(x) and ) = V¢(y), we can write the accelerated mirror
descent flow (T)) as

o =y—x, 0 =-p V() -, (13)
where f_,, := f — u¢, or equivalently f = f_, 4+ p¢. Under assumption (A1), f_,, is convex.

Stability We define a Lyapunov function:
E(@,m) == Dy_, (x,2") + pDy- (1, X"), (14)

where z* is a minimizer of f and x* = V¢(z*). This energy couples primal and dual Bregman
divergences, capturing the geometry induced by the mirror map. We establish exponential stability by
verifying a strong Lyapunov property (Chen and Luo, [2021}).

Lemma 3.1. Let £(x,n) be defined by (14), and define the vector field G(x,n) = (y —
x, —p 'V f_ . (x) — n), where the dual variables satisfy x = Vé(z) and = V(y). Then

—Vé&(z,n)-G(x,n) = E(x,n) + Dy_,(z%, x) + pDy(y, z7). (15)
As a consequence, any solution (x(t), y(t)) of the flow (1)) satisfies the exponential decay bound
E(x(t),n(t)) < e™"E(2(0),1(0)). (16)

Proof. Using the identity (3), we compute the gradients of the Lyapunov function:
0:€ =V () = Viu(a?), &€ =p(Ve'(n) — Vo' (x")) = ply — 7).
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Thus, by the direct calculation and symmetry relation (@), we have
~VE(a,n) - Gla,n) = (VI () — Viou(a®).a —y)

oy —a*, g (V@) = Vou(z®) +n—x")
— (Vfou(@) = Vo u(a®),x = 2™) + p(V6" () — V6" (x*)sn — X°)
=Dy (z,27) + Dy (27, 2) + nDg- (X", 1) + Do (1, X")
=&(x,n) + Dy_, (¢, ) + pDy(y, x7).

Since Dy, (*,x) > 0 and Dy (y, z*) > 0 by convexity of f_, and ¢, we obtain the inequality

VE(xz,n)-G(x,n) < —E(z,n),
from which the exponential decay (I6) follows by Gronwall’s inequality. O

As a corollary, we have z(t),y(t) € B(x*, R) for all ¢ > 0, where B(x*, R) denotes the ball of
radius R centered at z*.

Accelerated Mirror Descent Methods To obtain the accelerated convergence rate, we need one
more assumption.
(A2) There exists C's 4 > 0 such that the following relative Cauchy Schwarz inequality holds
. " 1/2 N 1/2) - P
[(Vfou(@) = Vfou(@).y — §)| < 2/Crg DY (2.8)DY*(5.y). Va,2.y.5 € V.

We propose an accelerated mirror descent (Acc-MD) method by an implicit-explicit scheme of (T)):

Tk41 — Tk
—a 2Yk+1 — Yk — Tht1, (17a)

V¢(yk+1)a— Vé(yr) _ —%Vf(xk) + Vo(xr) — VO(Yrtr)- (17b)

Instead of a standard explicit Euler discretization, y is discretized semi-implicitly as (2yx+1 — y&),
and z implicitly as zj4q in (I7a). In (I70), Vf_,(x) is explicit and —V¢(yy1) is implicit.
The implicit term improves stability, similar to the proximal point algorithm. The discretization
y =~ (2yx+1 — Yk ) acts as an accelerated over-relaxation (AOR), symmetrizing the error equation and
enabling our proof of the accelerated rate.

An equivalent computation favorable form is given as Algorithm [I]

Algorithm 1 Accelerated mirror descent (Acc-MD) method

: Parameters: xo,yo € R", i, Cy 4.

: Setav = /u/Cye.

1

2

3: fork=0,1,2,... do

4 yep=argmin(l+ a)o(y) — <—3Vf(:vk) + aVo(zr) + V¢(yk),y> :

5: Tpt1 = T a[xk + a(2yk+1 - yk)]

6: end for

Convergence analysis For four points (z, Z,y,§) and o € R, introduce the cross term
B*(x,2,9,y) = Dy_,(x,2) + nDg(9,y) — AV f-p(z) = VI _u(@), y — 9). (18)
Lemma 3.2. Let Assumption (A2) hold. Then for || < \/p/C 4, we have B*(x,Z,9,y) > 0.
Proof. By (A2) and the inequality 2ab < a? + b?, we have
o[ (VI (@) = VI u(@),y — )| < 201/Crg D2 (2,2) D)% (9,9)
< ay/Cre/pu Dy, (2,2) + uDy(5,y)) -

Therefore B*(x,Z,9,y) > 0if o« < /1/C 6. O
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Define the modified Lyapunov function
Ex,y) =Bz, 2", 2" y) :=E(x,n) —a(Vf_u(x) =V (z),y —z¥). (19)
As shown in Lemma when o < \/11/C5 4, E%(x,y) > 0 is indeed a Lyapunov function.
Lemma 3.3. Let (z1, yi) be the sequence generated by Acc-MD iterations , then it holds
EN@pt1, Yht1) — E% (T, yk) = — @€ (Th1, Yh41)

s . (20)
—aB a($ y Tht1s Y41, T )—Ba(ffk,xk+17yk+1,yk)~

Proof. Denote z = (z,n). Expand the difference of the Lyapunov function £(z) at zy41:
E(zrt1) — E(zk) = (VE(Zk+1), 2h41 — 2k) — De(2k, 2k41)
= a(VE(zk+1),G(2k41)) — De(zk, 2k41)
T (Vfop(@rr1) = VIu (@), Y1 — yr) + @ Wrrr — 27, Vip(@rga) — Viou(@)) -
The last line is the difference with the implicit Euler discretization and can be symmetrized as
a(Vfop(@her) = V(@) ypar — &) — (Vo p(an) = V@), y — 27)
+a (VI pw(@res1) = VIop(@r), Yer1 — yi) -
Then we use identity (13)) to expand (VE(zy41),G(2k+1)) and rearrange the terms to get
EYNTrr1, Yrt1) — EY(Thy ) = — @& (Thg1, Mer1) — Dy (2%, 0pq1) — paDy(Yrr1, ")
— De(zp, zr41) + (Vo p(@ry1) = V- u(@n), Yrr1 — i)
= — €% (@pt1, Ynt1) — @Dy (2%, Tps1) — paDy (Yrtr, ©7)
-« <vf7u<xk+1) - Vf,ﬂ(x*), Yk+1 — -T*>

— Bk, Tht1, Yk+15 Yk)-

O

Theorem 3.4 (Convergence of Acc-MD method). Suppose f is u-relatively convex with v > 0 and
(A2) holds with constant C 4. Let (xy,yi) be generated by scheme with initial value (o, yo),

e = Vo(yr), and step size o = \/11/C't . Then there exists a constant Cy = Cy(z0, Yo, i, Cy,4)
so that we have the accelerated linear convergence

k
1
Dy, (xpy1,2") + pDge (g1, X") < Co | ——F——==1] , k=1 2N
1++/u/Crg

Proof. By Lemma for o = /p/Cy 4, we can drop negative terms from the identity to get
the linear convergence

k41
1 1
«@ < « < « .
ENTht1,Yrt1) < 714—045 (@h, yr) < <1+ N/Cm)) Ewo,y0) (22)

From the proof of Lemma[3.3] we have

k
1
Al (Tp1:Mr1) < EYTryyr) — EX(@pp1, Y1) < | ————==] €% (20,%0):
L+ \/1/Cyg
which leads to ZI). O

Discussion on (A2) Without (A2), it is shown in (Dragomir et al., 2022)) that the optimal complexity
of mirror descent type methods is O(1/k). Hence, (A2) is crucial to achieve acceleration. We now
verify Assumption (A2) for a large class of functions.

Theorem 3.5. Assume f_,, = [ — u¢ is smooth and ¢ is strongly convex. Then

O < Ly (A) Ly,
.o < inf < .
DA g(A) g
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Proof. For any SPD A, we have
(V@) = V@), y — ) = (A2(V (@) = VIu(@), A2y - 5))
SNIVI—p(@) = Vo u(@) ]| a-1lly — 9] a-

Applying strong convexity of ¢ in || - || 4 norm and co-coercivity of f_,, in || - || .4—1 norm, we obtain
" . . 1 .
2D4(9.y) 2> pp(Ally —9l%. 2Dy, (2,8) > mllvﬂu(w) = Vi@
—H
Combining the above yields the first estimate. Taking A = I to get the second. O

The mirror functions ¢ can be rescaled so that p1 = 1. Theoremcan be used to verify (A2) for
two examples in (Collins et al., 2008). We write f = f_,, + u¢. Although f may not have bounded
Ly, the shifted function f_,, does. Equivalently, the non-Lipschitz component of f can serve as the
mirror function, with the remainder being smooth. See the Entropic Mirror Descent example in the
numerical section.

Another important class is when the mirror function ¢ has continuous Hessian in the ball B(z*, R),
which covers the Quartic Objective example in the numerical section.

Theorem 3.6. Assume f satisfies (Al), and ¢ € C**(V) with ¢ being 1-strongly convex. When
(z,2,y,9) € B(z*, R), (A2) holds with

Cﬁq& S (L — ,LL) (1 + 2Lv2¢R>,
where Lz, is the Lipschitz constant of V¢ restricted to B(z*, R).
Proof. Take A = V?¢(&,) for some point {, between y and § such that Dy (y, §) = 3[ly — 9[%. As

¢ is 1-strongly convex, ||e|| < |le]|a for any e € V. Let £, be a point between = and & satisfying
(Vo(x) = Vo(i), © — &) = ||& — &[|32 (¢, - By assumption &;, &, € B(z*, R) and

el zgie,) = lelBzoe,)| < Loaollée = & lllel® < 2LuzgRlel Ve € B(a*, R).
We use the relative smoothness to get
(V@) = V@), @ = )] < (L= wlle = #llge, )
(L = 1) (llz = #12g(e,) + Lysliéa = &lllle - 212)

(L= @)1 +2Ly2sR) o — &%,

which implies Ly, (A) < (L — p)(1 + 2Lg24R). Applying Theorem [3.5] to get the desired
estimate. O

<
<

In particular, when ¢ is quadratic, V2¢ is constant and Ly24 = 0, recovering a sharper estimate
Ct.¢ < L — p. In our implementation, we take C'r 4 = L as an effective estimate. Again adaptivity
of C',4 may further improve the convergence.

Extension to convex optimization For convex objectives, i.e., u = 0, we consider the following

perturbed flow:
fLJ =Yy—-a,
{(V¢(y))’ — 1 [e(Vo(w) - Vo) - V@), @y

for a fixed perturbation level € > 0. In dual variables, this becomes

o =y—x, n=—'Vfx)+x—n,
where x = V¢(x) and n = V¢(y). Owing to the variable splitting structure, the perturbation does
not change the stationary points of the original system.

To accelerate convergence, we employ a homotopy strategy that gradually decreases the perturbation
level. Starting from €j, we run accelerated mirror descent for my, iterations at level €, and update
€k
Cht1 = o Mey1 = V2my.
This geometric schedule ensures an accelerated sublinear convergence rate with complexity

O(Cf,4/k?). The convergence analysis follows (Chen et al.,[2025) and is detailed in Appendix A.
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Extension to composite optimization Consider the composite optimization problem

afgﬁ{i F(z) = f(x) + g(z), (24)

where f satisfies the relative smoothness and convexity condition (I0), and g is convex but may be
non-smooth, with a well-defined generalized proximal operator. The mirror function ¢ is chosen for

1.

We extend the accelerated mirror descent method to the composite setting by discretizing the modified
flow (). The only change lies in Line 4 of Algorithm[I} where yj, 1 is computed via a generalized
proximal operator:

s = avg i (1+.0) 6 + 2a(0) ~ (=21 + aVoo) + Vo) v). Q5

Since y is treated implicitly, the convergence analysis remains the same as in the smooth case,
showing the flexibility of the VOS framework. For details, see Appendix B. A perturbation and
homotopy argument can be further applied if ;1 = 0.

4 NUMERICAL EXAMPLES

We evaluate the performance of Acc-MD on a variety of convex optimization problems. All experi-
ments were conducted in MATLAB R2023a on a desktop with an Intel Core i5-7200U CPU (2.50
GHz) and 8 GB RAM. Random seeds were fixed for reproducibility.

We compare Acc-MD against several state-of-the-art first-order methods from the literature. In all
tested scenarios, Acc-MD consistently outperforms competing algorithms by a large margin.

Entropic Mirror Descent This example arises in log-linear models in supervised machine learning.
According to Collins et al.| (2008), the dual function of the log-linear objective can be written as

d
1
= ilogw; + —a' Az,
f(x) FZI:E ogxw; + 50 Az
where z = (;) € R? denotes the probability of labels, and A = gg " with a given g € R9.
We take Shannon’s entropy function ¢(x) = >, x; log x; as the mirror function. It is well known that

the Bregman divergence Dy(z, z) can be reformulated as the KL-divergence between two discrete
probability measures:

Dy(z,2) = KL(z, 2) = Zac log ("Z) .

(Collins et al., 2008, Lemma 7) proved that f is 1-relatively strongly convex and (14 |A| )-relatively
smooth with respect to ¢, where | A|, refers to the largest entry in magnitude across all rows and
columns of A. Thus, assumption (A1) holds.

To verify Assumption (A2), we note that f_, = %JJTA.I is quadratic and Ly_, (A) = 1. By Pinsker’s

inequality, ||y — g|l1 < v/2KL(g,y), we obtain

ly = 9lla < llgllzlly = 9ll2 < llgll2lly — 9l < llgll2v2KL(@,y) = lIgll2y/2Ds (9, v)-

Therefore, Assumption (A2) holds with constant

L
Cro=——"=gll3 = [ All2.
He
By Theorem 3.4, Acc-MD exhibits accelerated linear convergence rate

(1+VIAR) =+l

when applied to this example, while other existing entropic mirror descent methods achieve at most
the sublinear rate O(1/k?).
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We compare Acc-MD with Accelerated Bregman Proximal Gradient (ABPG) and Bregman Proximal
Gradient (BPG) from |[Hanzely et al.| (2021} (Figure @ For this example, the TSE component is
~ = 1, and ABPG achieves only a non-accelerated rate of O(1/k), converging slightly slower than
BPG. This agrees with the results in (Hanzely et al [2021} Section 6.1.1). Acc-MD significantly
outperforms the other methods and shows a steep and stable error curve.

10°

)]

N
5

z) = f(@)/(f(x0) - f(a
5

(f(
5

AccMD.
—— ABPG
BPG

5
200 400 600 800 1000 1200 1400 1600 1800 2000 200 400 600 800 1000 1200 1400 1600 1800 2000
Number of Steps Number of Steps

(a) Log error curves on the entropic MD problem. (b) Log error curves on the quartic problem.

Figure 1: Comparison of log error curves for different problems.

Quartic Objective We evaluate Acc-MD on smooth convex minimization problems and compare
it with the following first-order methods:

1. Nesterov’s accelerated mirror descent (NAMD) (Nesterovy, 2005);

2. Nesterov’s accelerated gradient (NAG) (Nesterov, |1983) with step size 1/(k + 3);

3. Accelerated over-relaxation heavy ball (AOR-HB) (Wei and Chen), [2025));

4. Mirror descent (MD) (Lu et al., [2018]).

All methods use the stopping criterion ||V f(xy)|| < tol - ||V f(z0)|| with tolerance tol = 10~°.

We consider the smooth, strongly convex objective in Section 2.1 of (Lu et al.,[2018):
1 1 1
fw) = 1Bl + 1Az = blid + SOz — dl,
where C' and E are n x n positive definite matrices. The mirror function is chosen as

1 1
olz) = {12l + 5 213

The update step takes the form yr+1 = V¢*(c) = Oc, where § > 0 solves the cubic equation
c]|36® + 6 — 1 = 0, and can be calculated by root function in MATLAB, and ¢ = — [aV¢(z) +

14+«
Vo(yr) — %Vf(:ck)} . We refer to (Lu et al., 2018) for the full derivation.

Let A\c and \g denote the smallest eigenvalues of C' and F, respectively. Since ||V2f]| grows
quadratically with ||z||2, the gradient V f is not globally Lipschitz. To apply NAG and AOR-HB, we
assume ||z||2 < R and estimate the global parameters as

Ly = BIE|I* + 3] AIY) R + 6]l AIP[bll2R + B[ AP[IDlI3 + ICN1%, g = AE-
According to|Lu et al.|(2018), (A1) holds with the relative smoothness constant L = Ly when R = 1,
and the relative strong convexity constant ;4 = min {/\‘}5 /3, )\%} .

Since ¢ is smooth, we can apply Theorem [3.6to verify (A2).
Setn = 256, A ~ ﬁN(O,Inxn), C = I, + CoCy /n with Cy ~ N(0, %), E = 21, +

EoEq /n with Ey ~ N(0, I,x»), b= 0, and d ~ Unif (0, 1)™. This gives p = p1 = 1, L remains
fixed, while L grows with R = ||d||2, highlighting the benefit of using relative smoothness. This is
experimentally verified in Figure[Ib} where Acc-MD and MD converge faster and more stably than
all other non-mirror-type methods. Moreover, Acc-MD outperforms MD, making it the best method
for this problem.

We provide more examples, including applications to composite convex optimization (LASSO) and
constrained convex optimization (quadratic optimization on the simplex), in Appendix B.
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APPENDIX A: EXTENSION TO CONVEX OPTIMIZATION

For convex functions, i.e, u = 0, we consider the perturbed system
¥ =y—ux,
(Vo)) = e e(Vo(x) — Vo(y)) — V()]

for some fixed e > 0. With the dual variables, the perturbed flow is equivalent to

(26)

d=y—z, o =—'Vfl)+x—n

Consider the Lyapunov function
E(x,m;€) == Dy(x,2") + €Dy~ (0, X*).- 27)
We treat € as a fixed parameter and take derivative with respect to « and 7.

Lemma 4.1. Let & be the Lyapunov function 27), and let G be the vector field of the perturbed
acclerated mirror descent flow 26). The following perturbed strong Lyapunov property holds:

= VE&(z,m;€) - G(a,n) = E(z,m;€) + Dy(27, ) + €Dy (x, 1) = €D (X, X7)- (28)
Proof. By direct calculations,
—VE&(z,m;€)-G(x,n) = (Vf(x) = Vf(@"),x —2%) + (V™ (n) = Vo™ (x7):n — X)-
Using the three-point identity of the Bregaman divergence, the additional cross term expands as:
(Vo' (n) = Vo' (x*),n = x) = €(Dg=(1,X") + Do=(x: 1) = D (0 X)) -
Therefore,

=VE&(x,m;€) - G(x,m) = E(w,y5€) + Dyp(x", ) + €Dy« (x,m) — €Dy (X, X*)-

Consider the perturbed AOR accelerated mirror descent method:

X — X
DL TRy — m, (292)

Vo(yr+1) — Volyr)

(07

= —€ "2V (xhs1) = V(@) + V(zrt1) — VO(yrs1).  (29b)

An equivalent but computation favorable form is given as

Tht1 = 1_~_7O[(x;€ + ayk),
i «
s = axg 1 (1-+0) 60) = (aV0(os) + V() = TV wes) = VT 0) ).
(30)
Introduce the dual variables nx = Vo (yx), xx = Vé(xr), k = 0,1,2,- - to rewrite (29b) as
— Nk 1
W = = (@Vf(@r1) = V(@) + Xes1 = ey 31)

For four points z, z, y, ¢, introduce the term
B*(x,&,9,y;€) = Dy(x, &) + €Dy (4,y) + a(Vf(x) = VI(2),y = ). (32)
Define the modified Lyapunov function
E%w,y ) =B (w, 2", 2", yye) = E(z,m;€) + a(Vf(2) = Vf(a™),y—a).  (33)

For simplicity, we shall use B*(x, &, 9, y) and £%(x, y) when there is no confusion to skip e.

12



Under review as a conference paper at ICLR 2026

Lemma 4.2. Let (xy, yi) be the sequence generated by perturbed Acc-MD , then it holds

EXN@hr1, Yk+1) — EM(Thy k) < — € (Tht1, k1) — @Dy (2, Tp41)
+a(Vf(zre) = V(@) ypp1 — 27) (34)
—B* (g, Tpt1, Yrr1, Yr) + €Dy (z", Tpq1)

Proof. Denote z = (z,n). Expand the difference £(x,n) at (Tg+1, Nr+1),
E(@hg1, Mer1) — E(@ry M) = (VE(Zk11), 241 — 2k) — De(2k, 211)
= a(VE(zrt1;€),G(2k+1)) — De(2k, 2k41)
—a(Vf(xrr1) = V@), ypr1 — vr)
—a(yrr1 — 2%, Vf(2rs1) — VI(zr))
We write the cross term as
(Vf(@rs1) = V@), yrr1 — Uk) + (Yrr1 — 25, VI (2r41) — V(21))
=(Vf(@rs1) = V(@) gy — %) — (Vf(2x) = V(@) g6 — 27)
+ (Vf(xrr1) = VI (xr), Yrr1 — yr)

Then use identity to expand (VE(zy41),G(zr11)) we get

E¥(@hr1, Ykt1) — E%(@hy yk) = — a&(@ht1, Mkr1) — aDp(2", Tpy1)
— €Dy (Yr+1, Tr1) + aeDy (2", wx11)
— De(zp, ziv1) — o (V f(@r41) — VI (@r), Ykt1 — Ur)
= —af( k41, Y1) — aDy (2", 2p41)
— €Dy (Yrt1, Thr1) + aeDy(a™, 2p41)
+a(Vf(@rt1) = V@), Y1 — )
— B*(wk, Tg1, Yk, Yrt1),

where noted that Dg- (xx+1, x*) = Dg(x*, 25+1). Drop the negative terms and rearrangement we
get the desired result. O

We make an analogy to the assumption (A2).

Assumption 4.3. There exists C'¢ > 0 such that the following relative Cauchy Schwarz inequality
holds

[(Vf(x) = VF@),y —§) | < 2/Cre Dy *(2,2)D)*(5,y), Va,i,y,5 € V.

Lemma 4.4. Let Assumptionhold. Then for || < \/€/Cy,4, we have B*(z, %, §,y) > 0.

Proof. From the Cauchy Schwarz inequality, we can derive

[(V7() ~ V(@) )| <\ 22 Dy, 2) + Dol )] G3)
O

Theorem 4.5 (Convergence of perturbed Acc-MD method). Suppose f is convex and relative Cauchy
Schwarz inequality holds with constant Cy 4. For any € > 0, let (xy, yi) be generated by scheme

with initial value (2o, yo), M = Vo(yx), and step size 0 < o = /€/Cy 4. Assume there exists
R > 0 such that

Dy(xz*,2x) < R/2, Dy(x*,yx) < R/2, Vk>0. (36)

Then we have the linear convergence with perturbation

ga(xkvylme) <

k
1 £
—_— T 3 ,E
“\ 1+ /e/Crg 040

13
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Proof. By Lemma[4.4]

EMN(@hr1, k1) — EX (@, yk) < — @& (Tt1, Ykt1) — @Dy (2", Tpp1) — a€Dy (o™, yrt1)
+a(Vf(rps1) = V@), Ypgr — 27)
— B (@, Tpt1, Yrt1, Uk)
+ a€e(Dg (2", 2 41) + €D (27, yrt1))-
(38)

For o = /€/C},4, we can drop negative terms from the inequality 1| to get the accelerated linear
convergence

@ 1 [e% Qe * *
EN(Tr+1,Yr+1) < 1+70z5 (Tk, k) + m(an(CC s Trt1) + Do (2%, Y1)
1 oe
< ——E&%(zp R
T l+a (Ik’yk’e)Jrl—&—a
k+1 k
1 aeR
< & y€
<1—|—a> (Z0, 90, € l—l—ozlz: 1+a)
Summing up the geometric series we get the desired result. O

To achieve an accuracy £*(x, yi) = O(€), the number of iterations is bounded by

<1+m>_k —0() = k=0 (@mq).

Compared to the dominant complexity O(e~'/2), the logarithmic factor O(|In €|) is negligible. This
establishes the nearly optimal complexity of accelerated gradient methods.

Since the perturbation will not change the equilibrium point z*, we can choose strictly decreasing
€x+1 and use the homotopy argument to remove the | In €| dependence (Chen et al., 2025, Theorem
8.4). The modified algorithm is summarized in Algorithm ??. Consequently, the method achieves an
effective sublinear convergence rate of O(1/k?) in terms of gradient evaluations.

Algorithm 2 AccMD with homotopy perturbation.

1: Parameters: Inititial value and tolerance (z, yo, ¢o) and termination tolerance .

2: Setk =0and mg = (1/Cr¢ ++/€0) In(2(R+1))¢, Sz

3: while ¢, > edo

4: €kt1 = Ek/27 M1 = \/imk

5: Apply perturbed AccMD scheme (30) with the initial value (xy, yy ), the parameter ;41 and
the step size o« = \/€x41/C,¢ for myq iterations to get (i1, Ye+1)

6: k=k+1

7: end while

8: return (g, yx)

APPENDIX B: EXTENSION TO COMPOSITE OPTIMIZATION

Consider the composite optimization problem

min  F(z) := f(x) + g(z), (39

zeR™

where f satisfies the relative smoothness and convexity condition, and ¢ is convex but possibly
non-smooth, with a well-defined generalized proximal operator. We propose the accelerated mirror
descent flow for composite case

=y—zx,

/ (40)
{—u (Vo(y)) + u(Vo(z) — Vo(y)) — Vf(z) € 0g(y),

14
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with initial conditions z(0) = x¢, y(0) = yo. Introducing dual variables x = Vé(z) and n = V¢(y),
the flow becomes

o =y—w, 0 =—py [Viu(@) +ay)] -,
where f_,, ;= f — pe¢ and q(y) € Og(y) is one sub-gradient of g at y.
We make an analysis analogous to the smooth convex case. Define a Lyapunov function:
E(w,n) = Dy, (x,27) + pDg- (1, X"), 1)
where z* is a minimizer of f + g and x* = V¢ (z*).
Lemma 4.6. Let £(x,n) be defined by @), and define the vector field G(x,n) = (y —

x, —,u;l[Vf_u(x) + q(y)] — n), where q(y) € 0g(y), and the dual variables satisfy x = V()
and n = Vé(y). Then

= VE&(x,n)-G(x,n) = E(@,n) + Dy_, (z%,2) + peDy(y, x7). (42)
As a consequence, any solution (x(t), y(t)) of the flow @0) satisfies the exponential decay bound
E(x(t).n(t)) < e~"E(2(0),n(0))- (43)

Proof. First, observe that at minimum z*, 0 € V f(z*) + dg(z*), so there is ¢(z*) € dg(x*) that
Vf(z*) 4+ g(z*) = 0 holds. From the gradients of the Lyapunov function:

08 =V [_p(@) = Vfu(@), &€ =pe (Ve (n) = Vo (X)) = pely — z*),
we compute
= (V@) = V(@) o = )+ g {y — 2, 13 (TF (@) + a(y)) + 1)
= (Vfulz) - Vf p(@?),x = 27) 4+ pe (Vo™ (n) = Vo (x),n — x7)
= (Vfou(@) = Viu(@™), = a%) + (y — 2", V(") + q(y)) + 1e(Vo" (n) = Vo™ (x"),n — X7)
=Dy, (z,27) + Df—u (", 2) + (y — 2", q(y) — q(27)) + pe D= (X", n) + 1o Dy~ (1, X7)
2 E(x,m) + Dy_, (a7, 2) + peDy(y, 27),
where the last inequality follows from convexity of g as {(y — z*, q(y) — q(z*)) > 0.
Since Dy_, (z*,x) > 0 and Dy (y, z*) > 0 by convexity of f_,, and ¢, we obtain the inequality
from which the exponential decay @3)) follows by Gronwall’s inequality. O

We generalize the Acc-MD scheme for composite case

Tk+1 — Tk
T 2yt — Yk — Thg, (44a)

Vo(yri1) — Vo(yr) e

(07

—i[wk) + Og(unsn)] + Vo(ax) — Volyrp).  (44b)

An equivalent computation favorable form is given as Algorithm 3]

As the subgradient of g is evaluated implicitly in scheme (@4), the convergence analysis becomes
identical to the smooth convex case. Combining with the convergence result of ODE flow Lemma
[A.6] we derive the following theorem for Algorithm 3}

Theorem 4.7 (Convergence of Acc-MD method for composite optimization). Suppose f is p-
relatively convex and relative Cauchy Schwarz inequality holds with constant C'¢ 4 and g is convex.
Let (zy,yi) be generated by scheme (@ with initial value (xo,y0), M = Vé(yx), and step
size « = \/pu/Cf . Then there exists a constant Cy = Cy(zo, Yo, it, Ct,4) so that we have the
accelerated linear convergence

k
1
Dy (wgp41,2%) + pDgr (Mhog1, X*) < Co | ————=] . k>1
! L++/1/Crg
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Algorithm 3 Accelerated mirror descent (Acc-MD) method for composite optimization

1: Parameters: xo, 30 € R", 1, Cy 4.

2: Setav = /p/Cl 4.

3: fork=0,1,2,... do

4 yrp1 = argmingepn (14 ) ¢(y) + S9(y) — <04V¢($k) + Volye) — 5V (), y> -
5. T =g Slze + aypsr —yi)l.

6: end for

LASSO problem We consider the over-parameterized LASSO problem:

1
in F(z) := -||Az — b||* + A 45
min F(z) := 5[ Az — bl|" + Allz[s, (45)
where A € R"*? with n < d. The ground truth z* is sparse, supported on 50 randomly selected
indices. Each nonzero entry is drawn as x; = 1; + sgn(n;), with n; ~ N(0, 1). The design matrix A
is Gaussian with column-wise variance scaling: a;; ~ N(0, j 2). The response vector is generated as

b= Ax* + &, where £ ~ N(0,021,) with o = 1. We set A = 1 throughout the experiments.

We adopt the reference function ¢(z) = Zx' Dz, where D = diag(A"A). Since V2f =
AT A, the smoothness constant is Ly = p(A"A), and the relative smoothness constant is
L = p(D~Y2AT AD~1/2). As the problem is over-parameterized (n < d), the relative strong
convexity vanishes (11 = 0), and we employ the perturbed variant of Acc-MD; see Algorithm 2]in
Appendix A.

As D is diagonal and positive definite, the Acc-MD subproblem (25) can be solved by a generalized
soft-thresholding operator in closed form.

As shown in Fig. [2and Fig. [3] the proposed Acc-MD method converges significantly faster than the
competing approaches.

10° 10°
= —AccMD N —AccMD
= = —ABPG
102 | FISTA
- = —AOR-HB
< SR e
10" = w07
<10'6 Tu |
: R
10°® A 10710
0 200 400 600 0 100 200 300
Number of Steps Number of Steps
Figure 2: Function error curve of LASSO Figure 3: Function error curve of LASSO
problem, n = 150, d = 200. problem, n = 1000, d = 2000.

Quadratic on the simplex We consider the constrained optimization problem over the (n — 1)-
dimensional simplex A,, = {z e R" | }_" | z; =1, z; > 0}:

1
i = —||Az — b|2.
min f(@) = 34—
This can be viewed as a composite optimization problem, where ¢ is the indicator function of A,.

Let A = (a;;) € R™" be a Gaussian matrix with a;; ~ N(0, j2), and set the ground truth
toz* = (1,...,1)" /n with b = Az*. We use the reference function ¢(z) = 3z Dz, where

D = diag(AT A) is strictly positive definite. The mirror maps V¢ and V¢* are then simple to
evaluate, and the relative smoothness and convexity constants L, i can be estimated analogously. As
shown in Table[T} L remains nearly constant across problem sizes, and the relative condition number
L/ is significantly better than the Euclidean counterpart L/ .

The Acc-MD subproblem (23] becomes

. 2 . 1~
Tyl € arg réuAn lz — zk41llp, Wwith zgr1 = D™ 241, (46)
T n
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where 211 = 135 [Vé(yr) +aV(ax) — 2V f(x)]. Problem (46) is a projection onto the simplex
under a weighted norm. We solve it by introducing the Lagrangian:

1 n
L), B) = 5|z~ 2h =MD wi—1) -8z,
i=1
with KKT conditions:

di(wi—2) = A= =0, 2,20, B >0, zf;=0, 1<i<n, » z=1
i=1

The solution satisfies x; = max(0, z; + A/d;), and ) is the unique solution to

- A
0 1 5 :17
;max( , 2 +di>

which can be efficiently found by the bisection method.

As shown in Table 1} Acc-MD outperforms competing methods in both iteration count and runtime.
The non-accelerated BPG method is omitted as it fails to converge within a reasonable time.

Table 1: Quadratic optimization on the simplex. Stopping criterion: f(x) < 1072 f(x).

Problem Size | Acc-MD | ABPG | FISTA | AOR-HB
n Ly Wy L 1 | #lter Time | #Iter Time | #lter Time | #lter Time

125 4.04x 10° 0.6228 3.78 9.86x 107° | 1159 0.16 | 5225 0.47 | 39145 1.14 22930 0.53
250 3.17x 107 0.0146 3.96 1.99x 1077 | 1669 0.38 | 6602 120 | 81633 5.25 24133 1.68
500 246 x 108 0.1176 397 3.79 x 1077 | 4439 196 | 6183 3.18 | 102666 24.57 | 67621 14.49
1000 2.00 x 10° 0.0592 3.95 1.34x 1077 | 4960 6.07 | 6221 10.26 | 118364 177.83 | 100283 129.71
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