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ABSTRACT

This paper is on soft prompt learning for Vision & Language (V&L) models. Sim-
ilarly to their NLP counterparts, V&L models can be adapted to a downstream
task by learning soft continuous prompts using a few training examples. Current
methods learn the soft prompts by minimizing a cross-entropy loss using as class
weights the features obtained by passing the prompts plus the class names through
the text encoder. Such methods, however, significantly overfit the training data
suffering from large accuracy degradation when tested on unseen classes from
the same domain. Our main contribution, in this paper, is a surprisingly simple
approach to alleviate this problem: we use a second cross entropy loss to mini-
mize the distance between the learned soft prompts and a set of hand-engineered
manual prompts (obtained by prompt engineering). The proposed loss can be
interpreted in multiple ways including as a regularizer, as a means for language-
based augmentation, and as a way of learning more discriminative class centroids.
Importantly, our formulation is inherently amenable to including, during training,
virtual classes, i.e. class names for which no visual samples are available, further
increasing the robustness of the learned prompts. Through extensive evaluations
on 11 datasets, we show that our approach (a) significantly outperforms all prior
works on soft prompting, and (b) matches and surpasses, for the first time, the
accuracy on novel classes obtained by hand-crafted prompts and CLIP for the
majority of the test datasets. Code will be made available.

1 INTRODUCTION

Large-scale pre-training of neural networks has recently resulted in the construction of a multitude of
foundation models for Language (Devlin et al.,|2018}; |Radford et al.,2019) and Vision & Language
(V&L) understanding (Radford et al., 2021} Jia et al.| 2021 |Yu et al.l |2022; |Alayrac et al [2022).
Unlike the previous generation of neural networks, such models can better capture the distribution
of the world from which new favorable properties and characteristics emerge. Of particular interest
to this work are V&L models trained with contrastive learning (i.e. CLIP-like models (Radford
et al.l 20215 Jia et al., 2021} (L1 et al., 20215 Yao et al.l 2021} [Yu et al., 2022))), which have enabled
seamless few-shot and even zero-shot adaptation to new downstream tasks and datasets. Specifically,
this paper proposes a simple yet highly effective way to drastically improve soft prompt learning for
the few-shot adaptation of the V&L model to a given downstream task.

Similarly to their NLP counterparts (Radford et al., 2021} [Lester et al.l [2021; [Li & Liang} [2021)),
prompt engineering and learning has emerged as one of the most powerful techniques for adapting
a V&L to new tasks. Initially, in (Radford et al.,[2021)), a set of manually-defined hand-engineered
templates (or prompts) like a photo of a {cls.name},ora black and white photo
of a {cls_name} were passed through the text encoder of the V&L model to create class-
specific weights for category cls_name that can be used for zero-shot recognition. Following
research in NLP (Lester et al.} 2021} |Li & Liang}, 2021)), subsequent work (Zhou et al.,[2022bfja) has
proposed replacing the manually picked templates with a sequence of learnable vectors, also coined
soft prompts, which are fed as input to the text encoder along with the class name c1ls_name. The
soft prompts are learned from a few training examples with the parameters of the entire V&L model
kept frozen. The whole process can be seen as parameter efficient fine-tuning of the V&L model on
a small training dataset.
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However, a clearly identifiable problem with prompt learning is overfitting: while the accuracy on
the classes used for training (base classes) significantly increases, the accuracy on unseen, during
training, (novel) classes significantly drops. This is to some extent expected as soft prompts are
learned from few examples belonging to the base classes. Notably, on novel classes, direct, zero-shot
recognition using hand-engineered prompts outperforms all existing soft prompt learning methods.

To alleviate this problem, in this work, we propose a surprisingly simple solution: since prompt
learning improves the accuracy on base classes but prompt engineering is better on novel classes,
we propose to learn the soft prompts by adding a cross entropy text-to-text loss that enforces the
learned prompts to be close, in embedding space, to the hand-engineered ones, thus exploiting the
intrinsic information captured by the text encoder. This is in contrast with prior soft-prompt learning
methods that only capture vision-language interactions. Moreover, besides acting as a regularizer,
the proposed loss can be interpreted as a means for language-based augmentation, and as a way of
learning more discriminative class centroids. Our main contributions are:

* We propose a novel Language-Aware Soft Prompting (LASP) learning method by means of a
cross-entropy regularization loss that enforces the learned prompts to be correctly classified with
respect to the hand-engineered ones.

* We propose LASP+: training LASP with virtual classes by including, during training, class names
for which no visual samples are available. Importantly, we show that LASP+ significantly in-
creases the robustness of the learned prompts.

* Our methods set a new state-of-the-art for few-shot and zero-shot image classification on 11
datasets, significantly outperforming all soft prompting prior works. Importantly, we present,
for the first time, a prompt learning method that outperforms, for the majority of the test datasets,
the very strong baseline based on hand-crafted prompts and CLIP for the recognition of novel
classes (i.e. zero-shot setting).
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(a) CoOp (Zhou et al.|[2022b) (b) LASP (Ours)

Figure 1: Paper’s main idea: In addition to minimizing the distance between the vision and lan-
guage embeddings (left), our approach, called LASP (right), fully utilizes the intrinsic model of the
world learned by the text encoder, by minimizing a cross entropy loss between the soft learnable
prompts (p(®) + CLS(®)) and hand-engineered templates (7; (®) + CLS). Importantly, our formu-
lation can incorporate virtual classes, i.e. novel class names for which no visual data is available.

2 RELATED WORK

Contrastive Vision-Language Models: Recently, large scale V&L pre-training with contrastive
learning has been used to train foundation models resulting in robust representations, transferable
to new tasks both under few-shot and zero-shot settings (Radford et al., 2021} Jia et al., 2021} [Li
et al.,2021; Yao et al., [2021} |Yu et al., 2022). Such networks consist of a vision encoder (typically a
ViT (Dosovitskiy et al.,|2020)) and a Transformer-based text encoder (Vaswani et al.,[2017)). Highly
parameterized instantiations of such architectures are trained on large corpora of image-caption pairs
(e.g.|Radford et al.| (2021) uses 400M and Jia et al.|(2021) 1B pairs) using contrastive learning. We
used CLIP (Radford et al.,[2021)) as the foundation model for our method.

Prompt Learning is about adapting pre-trained foundational models on (downstream) tasks, typi-
cally in a zero-shot or few-shot setting. Firstly proposed in the context of Language Models (LM),
prompting was initially about prepending hand-crafted instructions/examples to the task input so
that the LM generates the appropriate output conditioned to the input (Radford et al.| 2019} [Brown
et al.| 2020). In |Schick & Schiitze|(2020a3b)), the main idea is to reformulate the downstream task as
a cloze task using hand-crafted patterns (or templates), thus avoiding the need to train a task-specific
classifier. As finding the optimal patterns is laborious, recent works have attempted to address this
by learning a set of soft (continuous) prompts (Lester et al.,|2021}; |Li & Liang} 2021)).
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In V&L foundation models, like CLIP, the class names are used to create hand-crafted prompts (Rad-
ford et al., 2021) that are fed as input to the text encoder, enabling zero-shot visual recognition.
CoOp (Zhou et al.| 2022b) extends work on soft prompt optimization to the V&L domain by learn-
ing a set of M prompts which are used as input to the text encoder alongside the class name. The
prompts are learned by minimizing the classification error on a training set consisted of the given
base classes. One major limitation of CoOp is weak generalization: the learned prompts overfit the
base classes and do not work well when tested on novel classes. To alleviate this, CoCoOp (Zhou
et al., 2022a) proposes a dynamic version of (Zhou et al., 2022b)) where a small network is trained
to produce a visual feature from the input image that is added to the learned prompts, hence making
them input specific (i.e. dynamic). Other directions for adapting V&L models via prompting were
also recently proposed in ProGrad (Zhu et al., 2022) via gradient matching, TTTuning (Shu et al.,
2022)) via test time tuning, (Huang et al.,|2022) by learning prompts in an unsupervised manner
and|Lu et al.|(2022) by taking a probabilistic view, learning a distribution over the output space.

The proposed LASP is a direct extension to standard continuous soft optimization for V&L models
(e.g. CoOp) that alleviates overfitting and significantly improves upon the previously reported best
results without resorting to a dynamic approach as in CoCoOp (Zhou et al.l 2022a). We show that
this can be simply achieved by additionally using a text-to-text loss that enforces the learned prompts
to be “close” to a set of hand-engineered ones in the text encoder space. Interestingly, LASP allows
the incorporation of novel class name information for which no (visual) training data is available.
Notably, our approach is very efficient (as efficient as (Zhou et al., 2022b)) as opposed to (Zhou
et al.| [2022a) which requires recomputing all the class-related text embeddings every time a new
image is to be classified.

3 METHOD

3.1 BACKGROUND

Prompt engineering enables zero-shot visual recognition using V&L models trained with con-
trastive learning (CLIP in this work) as follows: Given a set } of C class names, class_name,,
¢ € {1,...,C}, a prompt, i.e. a manually designed template concatenated with the class name
like h, =a photo of a {class_name.}, is passed through the V&L’s text encoder gr(.) to
compute the class specific text feature (weight) t" = g7 (h.). Moreover, an image x to be classified
is passed through the V&L’s image encoder g;(.) to compute image specific feature f = g;(x). A
probability distribution over the class labels is given by:

exp(cos(tfj,f)/T)
Zle exp(cos(tﬁ, f)/T) ’

where 7 is a temperature factor and cos the cosine similarity. Finally, the class for x is given by
¢ = arg,, . Pn(c|x). Note that, to compute t”, no training with class specific image data is required,
thus enabling zero-shot recognition for any given class name.

P (clx) = (D

Soft prompt learning (Lester et al., 2021} [L1 & Liang, 2021; Zhou et al., 2022b) is concerned with
parameter efficient fine-tuning of a pre-trained V&L model by learning a sequence of M learnable
vectors p,, € R? m = {1,..., M} using a few labeled samples. Specifically, the manually picked
prompt h, is replaced by a new learnable one r. formed by concatenating the sequence of py, with
the word embedding w, of class_name,, thatis: r. = {py,Ps;,---, Py, We}, and, finally, a class
specific text feature t, = g7 (r.) is obtained. A probability distribution over the class labels is:

exp(cos(tg,f)/T)
Zle exp(cos(tg, f)/T) .

Given a training dataset consisting of N image-class pairs {(x;, ;) }Y,, the prompts can be learned
by minimizing the cross-entropy loss:

P.(c]x) =

2

N C
Lyp == log Pr(c|x:)ye. 3)

i=1 c=1
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Note that the V&L model remains entirely frozen during training. Moreover, as the soft prompts are
typically shared across all classes, they can be directly used for zero-shot evaluation on additional
novel classes.
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Figure 2: Overall idea. Our approach jointly models image-text and text-text interactions by apply-
ing the standard cross entropy loss Ly 1, for the former (Eq.[3) and the proposed regularization loss
Lyt (Eq.P) for the latter. 11, ..., T}, are hand-engineered prompts like “a photo of the {}.” or “a
cropped photo of the {}.”.
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3.2 LANGUAGE-AWARE SOFT PROMPTING (LASP)

Despite its strong performance on base classes, vanilla soft prompt learning (see Sec. [3.1)) under-
performs on novel classes (i.e. zero-shot setting). While CoCoOp (Zhou et al., [2022b)) partially
alleviates this by conditioning on the image feature, its accuracy for the zero-shot setting is still
trailing that of CLIP with hand-crafted prompts. Moreover, it requires passing the prompts for
all classes through the text encoder every time a new image is to be classified. To alleviate this,
and, departing from existing approaches considering only vision-language interactions (between the
learnable prompts and the image), we propose to exploit the intrinsic model of the world and the
semantic relations learned by the text encoder.

The main idea of our paper is simple, yet powerful: since the hand-engineered prompts outperform
the learnable soft prompts for the zero-shot setting, then, in order to avoid overfitting to the base
classes and strengthen generalizability, the learnable ones should be trained so that they can be
correctly classified in language space where the class weights are given by the hand-engineered
prompts. In other words, the model is forced to correctly classify the learnable prompts into the
corresponding hand-crafted ones.

To this end, a second cross entropy loss is used to minimize the distance between the encoded
learned soft prompts and the encoded hand-engineered ones. Specifically, recall that t? = g (h.)
is the class weight for class ¢ obtained by encoding the corresponding hand-engineered prompt.
Assuming that L hand-engineered prompts are available, we have t"! [ = 1,..., L. Moreover, t,
is the encoded learnable prompt. Finally, the probability of prompt t.. being classified as class c is:

1 & e (cos(thler)/7)

Pop(cltd) = > : 4)
LS sl exp(cos(tl! 67)/7)
The language-aware training loss is computed similarly to the vision-language loss:
N C
Lrr ==Y > log Pu(cXi)ye, &)
i=1 c=1
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with the overall training objective defined as:
L=aviLvy +arrLlrr, (6)

where ay 1, and apr are user-defined scaling coefficients controlling the magnitude of the Ly 1, and
L losses, respectively. Overall, we call the proposed learning formulation Language-Aware Soft
Prompting (LASP). See also Fig[2]

LASP can be interpreted in a number of ways:

LASP as a regularizer: Although the learned prompts constitute a small number of parameters,
especially in the few-shot setting, the resulting models (prompts) are prone to overfitting to base
classes (Zhou et al., 2022b)). As the proposed language-aware loss encourages the learned prompts
to be close in embedding space to the hand-engineered ones, LASP can be naturally viewed as a
regularizer that prevents the learned prompt-conditioned features from diverging too much from the
hand-crafted ones.

LASP as language-based augmentation: Current soft prompt learning methods restrict augmenta-
tion to the vision domain, where random transformations, such as rotation, colour jittering or scaling,
increase the robustness of the system, especially for cases with limited number of training samples.
However, no augmentations are performed in the language domain. Ideally, we want the prompt-
conditioned text embedding to be robust too, capturing the full space of each class. In practice, we
can achieve this by targeted prompting, where we can specify certain characteristics and/or apply
text-based transformations to the class name, e.g.: “A sketch of dog” or “A rotated photo of a dog”.

At train time, as reflected by Eq. ] we compute the class label distribution per [—th template and
then average over all templates. Hence, we opt not to mix across templates during training as we
want the model to focus on class information solely. For example, the model could distinguish easier
between a “a sketch of a dog” and “a photo of a wolf” compared to “a sketch of a dog” and “a sketch
of a wolf”, as in the former case, the style could be used as an additional queue. We validated this
in preliminary experiments (intermixing the templates was found to hurt performance).

LASP for discriminative class centroids: By optimizing w.r.t both image and text, our method
produces class centroids that are more discriminative and have a higher separation margin. This can
be visualised in Fig. [3|where we plot the cosine distance between the embeddings of each class. Our
approach learns class centroids that have a higher cosine distance than those of our baseline, CoOp.

Ours CoOP Ours CoOP

(a) Eurosat; Ours (0.516) vs CoOp (0.491) (b) DTD; Ours (0.644) vs CoOp (0.488)

Figure 3: Cosine distance between the class embeddings produced by the CLIP text encoder on
(a) Eurosat, and (b) DTD. LASP is compared with CoOp. Class centroids situated further apart
are more separable as the underlying image features are identical across both methods. Brighter
colours indicate bigger cosine distances. The numbers shown for each method and dataset indicate
the average cosine distance between the classes. Best viewed zoomed-in, in colour.

3.3 LASP WITH VIRTUAL CLASSES (LASP+)

A direct observation that can be drawn from Eq.[d]is that, in practice, we do not have to use only
the class names for which we have labelled image data, as the value of L7 is independent of the
input image. To this end, we propose to learn the prompts using both annotated image-text pairs and
class names outside of the base set (for which we have no images available). We call this setting as
training LASP with virtual classes. Our setting combines the best of both words: the guidance from
the few annotated image samples and the zero-shot generalizability of language-based training. As
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our results show, this small addition can significantly improve the robustness of the prompts learned.
We refer to this variant of our method as LASP+.

4 EXPERIMENTS

Following (Radford et al., 2019; |Zhou et al., |2022a), we mainly evaluated the accuracy of our ap-
proach on generalization to novel classes (i.e. zero-shot recognition) for 11 datasets in total. Each
dataset is split into two equal partitions with disjoint classes, named base and new. We trained our
model using text-image pairs from the base classes and test on both base and new classes. For other
types of experiments reported in (Zhou et al.l [2022a)), including cross-dataset transfer and domain
generalization, see our Supp. Mat.

Datasets: We performed experiments on 11 datasets, namely: ImageNet (Deng et al., 2009), Cal-
tech101 (Fei-Fei et al., |2004), Oxford-Pets (Parkhi et al.,[2012)), Stanford Cars (Krause et al.| [2013)),
Flowers102 (Nilsback & Zisserman, [2008)), Food101 (Bossard et al., 2014), FGVC Aircraft (Maji
et al.}2013), SUN397 (Xiao et al.,[2010), DTD (Cimpoi et al.,[2014)), EuroSAT (Helber et al.,[2019)
and UCF-101 (Soomro et al.,[2012).

Models: For all experiments, unless otherwise specified, we used a pretrained CLIP model with a
ViT-B/16 image encoder, M = 4 learnable prompts and 16 samples per class. In all experiments,
we report the average across 3 runs.

Training: Largely, we followed the training

procedure described in CoOp (Zhou et al., 200~
2022b) and CoCoOp (Zhou et al., [2022a)) (i.e.
same image augmentation, SGD with initial
learning rate of 0.002 and a cosine annealing
scheduler with 1 epoch of warm-up). In Eq.[6]
ayr, was set to 1 and ap to 20. The number
of hand-engineered templates L was set to 34.
The templates were taken from CoOp and CLIP
(see Supp. Mat. for a full list). All training 0 200 400 0 800
and testing was done on a single NVIDIA V100 Number of classes

GPU (except for Imagepet where 4 GPUS were Figure 4: Comparison between LASP and Co-
used). The code was implemented using Py- CoOp in terms of number of FLOPs. While the
Torch (Paszke et al., [2017)). . .

inference cost of LASP remains largely constant
Methods compared: We report the perfor- with respect to the number of classes, CoCoOp’s
mance of both LASP and LASP+. For the latter cost increases linearly (from around ~20 GFLops
case, the class names only of the novel classes for 1 class to over 2,500 GFLOPs for 1,000).
are used during training as virtual classes. We
also study the impact of adding other types of virtual classes. The direct baseline that our method
is compared with is CoOp (Zhou et al., |2022b). Note that both methods have exactly the same in-
ference (as our method adds in addition a text-to-text loss during training). We also compare with
CoCoOp (Zhou et al., 2022a)) which is a dynamic approach that conditions the prompts on image
features, and hence induces significant additional computation during inference. See also Fig. ] for
a comparison.

Standard setting of (Zhou et al., 2022a): As the results from Table E] show, LASP significantly
outperforms its direct baseline, CoOp on the new classes, by 4.5% on average, across all 11 datasets,
while largely matching the accuracy on the base classes. Moreover, LASP+, surpasses, on average,
both CoOp, by 6%, and the stronger CoCoOp, by 1.5%. Notice that significantly larger gains are
observed on datasets with informative class names, such as EuroSAT or UCF101, and lower ones on
datasets containing less informative or more challenging class names, such as FGVCAircraft (where
the model number in isolation is less informative). Finally, LASP+ consistently outperforms the
strong CLIP baseline with hand-crafted prompts on the novel classes (in 8 out of 11 datasets).
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Generalized zero-shot setting: The current evaluation protocol used in (Zhou et al., 2022a)) com-
putes the accuracy considering the base and new classes in isolation. A more realistic evaluation
protocol should consider the classes across both subsets (i.e. base and novel) jointly. Table 2] shows
the results of the generalized zero-shot setting. As expected, there is an accuracy degradation across
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Table 1: Comparison between LASP/LLASP+ with the state-of-the-art on 11 datasets.

(a) Average over 11 datasets. (b) ImageNet. (c) Caltechl101.

Base New | H Base New | H Base New | H
CLIP 69.34 74.22 | 71.70 CLIP 7243 68.14 | 70.22 CLIP 96.84 94.00 | 95.40
CoOp 82.69 63.22 | 71.66 CoOp 76.47 67.88 | 71.92 CoOp 98.00 89.81 | 93.73
CoCoOp 80.47 71.69 | 75.83 CoCoOp 7598 70.43 | 73.10 CoCoOp 97.96 93.81 | 95.84
LASP 81.26 71.54 | 76.09 LASP 75.97 70.31 | 73.03 LASP 97.70 94.08 | 95.85
LASP+ 8142 74.17 | 77.62 LASP+ 76.23 70.40 | 73.20 LASP+ 97.80 94.25 | 96.00

(d) OxfordPets. (e) StanfordCars. (f) Flowers102.

Base New | H Base New | H Base New | H
CLIP 91.17 97.26 | 94.12 CLIP 63.37 74.89 | 68.65 CLIP 72.08 77.80 | 74.83
CoOp 93.67 95.29 | 94.47 CoOp 78.12 60.40 | 68.13 CoOp 97.60 59.67 | 74.06
CoCoOp 95.20 97.69 | 96.43 CoCoOp 70.49 73.59 | 72.01 CoCoOp 94.87 71.75 | 81.71
LASP 95.13 96.23 | 95.68 LASP 7246 71.80 | 72.19 LASP 96.47 70.7 | 81.59
LASP+ 9543 97.70 | 96.55 LASP+ 7273 71.74 | 72.23 LASP+ 96.20 73.93 | 83.61

(g) Foodl101. (h) FGVCAircraft. (i) SUN397.

Base New | H Base New | H Base New | H
CLIP 90.10 91.22 | 90.66 CLIP 27.19 36.29 | 31.09 CLIP 69.36 75.35|72.23
CoOp 88.33 82.26 | 85.19 CoOp 40.44 22.30 | 28.75 CoOp 80.60 65.89 | 72.51
CoCoOp 90.70 91.29 | 90.99 CoCoOp 33.41 23.71|27.74 CoCoOp 79.74 76.86 | 78.27
LASP 90.30 90.73 | 90.51 LASP 32.63 30.46 | 31.57 LASP 80.20 75.56 | 77.81
LASP+ 90.70 91.36 | 91.02 LASP+ 33.03 32.30 | 32.66 LASP+ 80.33 77.93 | 79.12

(j) DTD. (k) EuroSAT. (1) UCF101.

Base New | H Base New | H Base New | H
CLIP 53.24 59.90 | 56.37 CLIP 56.48 64.05 | 60.03 CLIP 70.53 77.50 | 73.85
CoOp 79.44 41.18 | 54.24 CoOp 92.19 54.74 | 68.69 CoOp 84.69 56.05 | 67.46
CoCoOp 77.01 56.00 | 64.85 CoCoOp 87.49 60.04 | 71.21 CoCoOp 82.33 73.45 | 77.64
LASP 79.13 52.10 | 62.82 LASP 91.23 63.16 | 74.64 LASP 82.70 71.80 | 76.86
LASP+ 79.57 59.47 | 68.06 LASP+ 90.26 69.23 | 78.46 LASP+ 8343 77.60 | 80.4

all datasets for all methods. The largest drops are on the new classes, which suggests that current
methods for prompt learning overfit to some extent to the base classes. We note that, despite this
drop, LASP+ is more robust than CoCoOp, overfitting less to the base classes.

Effect of out-domain distractors: Motivated by the very recent work of [Ren et al.| (2022) suggest-
ing that CLIP’s performance drops as the number of classes used for testing increases, we introduce
a new evaluation setting: Firstly, we select 4 test datasets with clear disjoint domains: EuroSAT (10
satellite terrain types), Food101 (101 food names), Flowers102 (102 flower names) and OxfordPets
(37 dog and cat breed names). At test time, we define the classifier across the union of classes
across all 4 datasets (250 classes in total). Note that LASP+ is the only method that can benefit
from knowledge of this expanded vocabulary during training.

As the results from Table[3|show, generally, the drop in accuracy is moderate (typically 2-3%) show-
ing that the models are somewhat robust to out-of-domain distractors. Exception is the EuroSAT
dataset where the number of classes considered increases 25x (from 10 to 250). On EuroSAT, we
observe large accuracy drop for both LASP and CoCoOp on both base and novel classes. Note that,
for these experiments, both LASP and LASP+ outperform CoCoOp. Importantly, LASP+, trained
on virtual classes, manages to fully recover the lost accuracy, even for the case of EuroSAT, matching
its accuracy when testing without considering the distractors.

Effect of in-domain distractors: Expanding on the idea from the previous section, herein, we
propose to test the performance of the current soft prompting methods with in-domain distractors.
Unlike the case of out-of-domain distractors, the in-domain distractors are selected such that they are
closely related to the current dataset/classes being part of the same super-category. We performed
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Table 2: Comparison with the state-of-the-art for the generalized zero-shot setting.

(a) Average over 11 datasets. (b) ImageNet. (c) Caltechl101.

Base New | H Base New | H Base New | H
CoCoOp 72.46 64.77 | 68.39 CoCoOp 719 67.5 | 69.63 CoCoOp 95.20 90.67 | 92.87
LASP 73.92 64.86 | 69.09 LASP 72.0 67.21 | 69.51 LASP 9476 92.16 | 93.44
LASP+ 74.61 66.58 | 70.39 LASP+ 719 67.8 | 69.78 LASP+ 9546 92.76 | 94.24

(d) OxfordPets. (e) StanfordCars. (f) Flowers102.

Base New | H Base New | H Base New | H
CoCoOp 91.01 93.10 | 92.04 CoCoOp 67.26 69.43 | 68.33 CoCoOp 86.73 64.63 | 74.06
LASP 90.60 92.67 | 91.62 LASP 69.16 67.65 | 68.39 LASP 89.50 65.40 | 75.57
LASP+ 91.86 93.13 | 92.49 LASP+ 68.93 67.8 |68.36 LASP+ 89.33 67.90 | 77.15

(2) Food101. (h) FGVCAircraft. (i) SUN397.

Base New | H Base New | H Base New | H
CoCoOp 85.73 85.50 | 85.61 CoCoOp 24.50 2593 |25.19 CoCoOp 71.13 67.76 | 69.40
LASP 85.84 86.11 | 85.98 LASP 22.90 26.06 | 24.37 LASP 72.53 65.86 | 69.03
LASP+ 86.23 86.44 | 86.32 LASP+ 22.10 26.43 | 24.07 LASP+ 72.10 68.51 | 70.25

(j) DTD. (k) EuroSAT. (1) UCFI101.

Base New | H Base New | H Base New | H
CoCoOp 59.33 42.70 | 49.65 CoCoOp 69.20 39.23 | 50.14 CoCoOp 75.16 66.10 | 70.34
LASP 63.46 41.67 | 51.02 LASP 76.53 42.80 | 54.89 LASP 75.87 65.97 | 70.57
LASP+ 62.73 46.60 | 53.47 LASP+ 82.16 44.13 | 57.41 LASP+ 78.0 70.91 | 74.28

Table 3: Effect of out-domain distractors. w/o distractors are the results of the generalized zero-
shot setting of Table E], shown here for convenience.

(a) EuroSAT. (b) Food101.

Method \ w/o distractors with distractors Method \ w/o distractors with distractors

| Base New | H | Base New H | Base New | H | Base New H
CoCoOp | 69.20 39.23 | 50.14 | 62.76 33.90 44.02 CoCoOp | 85.73 85.50 | 85.61 | 85.10 85.20 85.14
LASP 82.16 44.13 | 57.14 | 67.1 3543 46.37 LASP 86.23 86.44 | 86.32 | 85.10 85.71 85.40
LASP+ | 82.80 44.56 | 57.93 | 81.66 40.93 54.52 LASP+ | 8593 86.60 | 86.26 | 85.15 86.01 85.58

(c) Flowers102. (d) OxfordPets.

Method \ w/o distractors with distractors Method \ w/o distractors with distractors

| Base New | H | Base New H | Base New | H | Base New H
CoCoOp | 86.73 64.43 | 74.06 | 85.16 62.40 72.01 CoCoOp | 91.01 93.10 | 92.04 | 88.83 91.06 89.93
LASP 89.33 679 | 77.15 | 88.90 67.43 76.69 LASP 91.86 93.13 | 92.49 | 90.60 91.10 90.84
LASP+ | 88.86 69.13 | 77.37 | 88.53 68.71 77.36 LASP+ | 92.0 91.74 | 91.86 | 91.67 91.57 91.62

experiments on two datasets: Food101 and Flowers102. For Flowers102, we added 65 new class
names while, for Food101, 53 new classes. Note again that, with the exception of LASP+, the classes
are only used at test time as distractors expanding the C-way classifier by 65 and 53, respectively.
The list of added classes can be found in the appendix.

As the results from Table @] show, the performance drops by 5-7% indicating that in-domain distrac-
tors significantly increase the problem difficulty compared to the out-of-domain ones. Again, both
LASP and LASP+ outperform the more computationally demanding, image-conditioned CoCoOp.
Moreover, LASP+ trained with virtual classes recovers part of the lost accuracy without affecting
the performance of the model when evaluated without distractors.
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Table 4: Effect of in-domain distractors. w/o distractors are the results of the generalized zero-
shot setting of Table E], shown here for convenience.

(a) Food101. (b) Flowers102.
Method \ w/o distractors with distractors Method \ w/o distractors with distractors
| Base New | H | Base New H | Base New | H | Base New H
CoCoOp | 85.73 85.50 | 85.61 | 80.80 81.77 81.28 CoCoOp | 86.73 64.43 | 74.06 | 75.83 60.96 67.58
LASP 86.23 86.44 | 86.32 | 81.80 82.36 82.08 LASP 89.33 679 |77.15|78.83 62.50 69.72
LASP+ | 8597 86.02 | 85.99 | 82.27 82.93 82.60 LASP+ |91.30 67.04 | 77.31 | 80.90 63.71 71.28

5 ABLATION STUDY

Effect of size and content of the hand-engineered prompts: Herein, we study the effect of the size
L and the content of the set of the hand-engineered prompts used by our method in Eq.[4] The hand-
crafted templates are increased to 100 by including the rest of the prompts defined in CLIP (Radford
et al., 2021)), while their number is reduced to 1 by using the following template only: a photo
of {}. Random templates are produced by sampling grammatically plausible random sentences
that contain incoherent words, with length between 5 and 20 words. The class names are inserted
at the end of these random templates (for examples see Supp. Mat.). All variations use the same
training scheduler and hyper-parameters, except for the case of random templates, where oy = 5.

Table 5] shows our results. Firstly, we importantly note that the accuracy on the base classes remains
similar across all settings (not shown in the table). This shows that the exact choice of the templates
might not be so significant for the few-shot setting. However, as Table[5|shows, for the case of novel
classes, both the number and the content of the templates are important to obtain high accuracy.

Table 5: Effect of dictionary size and content on new classes. Accuracy on the base classes
remains similar across all settings, hence it is omitted. 34 templates were used for the paper’s main
results. LASP (R) denotes models trained using randomly constructed templates.

(a) DTD. (b) EuroSAT. (c) UCF101.
#Templates 1 34 100 #Templates 1 34 100 #Templates 1 34 100
LASP (R) 49.02 51.63 52.64 LASP (R) 55.01 599 62.1 LASP(R) 675 68.6 70.03
LASP 50.73 52.10 56.53 LASP 56.97 63.16 65.13 LASP 71.36 71.80 72.77

6 CONCLUSIONS

We introduced LASP, a simple, straightforward approach to alleviate overfitting in soft prompt learn-
ing for V&L models: a cross entropy loss that minimizes the distance between the learned soft
prompts and a set of hand-engineered ones. The proposed loss can be interpreted as a regularizer, as
a means for language-based augmentation, and as a way of learning more discriminative class cen-
troids. Moreover, to increase the robustness of the learned prompts, we also proposed LASP+ which
uses, during training, virtual classes, i.e. class names for which no visual samples are available.

Some of the main findings of our experiments include: 1. LASP significantly improves upon our
direct baseline, CoOp, by +4.5% on average, demonstrating the effectiveness of the proposed text-
to-text loss. 2. LASP+, trained with virtual classes, outperforms CoOp by 6.5%, and the more
computationally demanding CoCoOp by 1.5%. It also outperforms CLIP for the case of novel
classes in 8 out of 11 datasets. 3. Larger gains are observed on datasets with semantically distinctive
class names (i.e. UCF-101, EuroSAT). 4. Both LASP and LASP+ are more robust than CoCoOp
for the case of both in-domain and out-of-domain distractors. We hope that LASP/LASP+ will serve
as a strong baseline for future works in the area of few-shot adaptation for V&L models, attracting
the community attention to the largely neglected language side of the problem.
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ETHICS STATEMENT

Our approach builds upon a pre-trained CLIP model. As CLIP models were shown to exhibit various
form of bias (Agarwal et al., [2021), especially when combined with improper class names, these
biases may be transferred to the prompt-adapted models, too. Therefore, any deployment of such
systems and of their derivatives should undergo careful checks and considerations.

REPRODUCIBILITY STATEMENT

We detail the training procedure and evaluation settings in Sec. 4} noting again that all the augmen-
tations follow (Zhou et al.| 2022ajb). We also list in the appendix details regarding the prompts
used. We will release the code alongside the pretrained models to ensure the reproducibility of our
method.
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A ADDITIONAL RESULTS

A.1 CROSS-DATASET TRANSFER

Following (Zhou et al.|[2022a)), we measure how well the soft prompts learned on ImageNet perform
when evaluated on different datasets. In this setting, the training is performed on images from all
1,000 classes, using 16 images for each class. As the results from Table [§] show, our approach
surpasses CoOp by 2% while matching and marginally outperforming the more computationally
demanding CoCoOp (0.5% better on average).

A.2 DOMAIN GENERALIZATION

A.2.1 EXPERIMENTAL SETUP

Following the encouraging results reported in (Zhou et al., 2022bga) on domain generalization that
show the learned prompts to be robust to domain shifts, herein we attempt to evaluate whether our
approach can improve the quality of the leaned prompts under domain shift too. To this end, we
trained LASP on all classes from ImageNet (16-shot setting) and evaluate the learned prompts on 5
datasets with class names compatibles with those of ImageNet, but different data distribution.

Datasets: Following (Zhou et al., 2022b) we used ImageNet (Deng et al., 2009) as the source
dataset, and ImageNetV2 (Recht et al., 2019), ImageNet-Sketech (Wang et al., [2019), ImageNet-
A (Hendrycks et al.| [2021a) and ImageNet-R (Hendrycks et al.||2021b)) as the test datasets.

A.2.2 RESULTS

As the results from Table [/| show, with the exception of ImageNet-V2, our approach outperforms
all prior work, showing strong domain generalizability performance. Moreover, even when training
on base classes alone (i.e. on images from 500 classes instead of 1,000), our approach (denoted as
LASP#* in the table) outperforms CoOp while matching CoCoOp - both trained on all 1,000 classes.

Table 6: Comparison with state-of-the-art for the cross-dataset transfer setting.

Source Target
&
%] <
— @ 3 N 5
2 o )5 Q S _ -5 =
z = 5 % 2 3 < 5 < 3 S
[ 2 = B %) = < <) 1] — 3
& 2 B = 3 2 > zZ A S 23 s
< % 3 2 <] O ) = S O
= @] o n — = 8 %) [a) m =] <

CoOp 71.51 9370 89.14 6451 68.71 8530 1847 64.15 4192 46.39 66.55 63.88
CoCoOp 71.02 9443 90.14 6532 71.88 86.06 2294 67.36 4573 4537 6821 65.74
LASP 71.10 9450 89.36 64.83 70.53 86.30 23.03 67.0 4554 48.33 68.24 66.25

B IMPLEMENTATION DETAILS

Hand-engineered prompts set (: Unless otherwise specified, we used the following set of hand-
engineered templates (borrowed from CLIP and CoOp):

"a photo of a {}, a type of flower.",
"a photo of a person doing {}.",

"a centered satellite photo of {}.",

"a photo of a {}, a type of aircraft.",
"{} texture.",

"itap of a {}.",

"a bad photo of the {}.",

"a origami {}.",

"a photo of the large {}.",

14
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Table 7: Comparison with state-of-the-art for the domain generalization setting. LASP* is
trained on 500 classes only instead on all 1,000.

Source Target

Learnable?  ImageNet ImageNetV2  ImageNet-Sketch  ImageNet-A  ImageNet-R

CLIP 66.73 60.83 46.15 47.77 73.96
CoOp v 71.51 64.20 47.99 49.71 75.21
CoCoOp v 71.02 64.07 48.75 50.63 76.18
LASP* v 71.05 63.03 48.06 50.67 76.60
LASP v 71.10 63.77 49.01 50.70 77.07

"a {} in a video game.",

"art of the {}.",

photo of the small {}.",

photo of a {}.",

photo of many {}.",

photo of the hard to see {}.",
low resolution photo of the {}.",
rendering of a {}.",

bad photo of the {}.",

cropped photo of the {}.",
pixelated photo of the {}.",
bright photo of the {}.",
cropped photo of a {}.",

photo of the {}.",

good photo of the {}.",
rendering of the {}.",

close-up photo of the {}.",

low resolution photo of a {}.",
rendition of the {}.",

photo of the clean {}.",

photo of a large {}.",

blurry photo of a {}.",
pixelated photo of a {}.",
"itap of the {}.",

"a jpeg corrupted photo of the {}.",
"a good photo of a {}."

S R R R R R I R )

Note that {} represent the placeholder for the location of the class name w.

Random prompts: For the experiments involving random prompts, we list bellow a few such ex-
amples:

"Ports, waterways, the subfield that {}.",

"In TCP, prepared mind, but some others, Milatiai, appear to have {}.",
"Iron Age, The Eastern Shore of Virginia residents age 5 and {}.",

"Cat mostly all with {}.",

"Wind erosion. go unnoticed|it was {}.",

"River Delta, on six different {}.",

"12 hours. few times every million {}.",

etc.

Additional class names for in-domain ablation: Below, we list the manually defined in-domain
class name distractors used to produce the results reported in Table ] For Food-101, we added the
following classes:

[aroma’, ’bagel’, ’batter’, ’'beans’, ’biscuit’, ’broth’, ’burger’, ’burrito’, ’butter’, ’candy’,
‘caramel’, ’caviar’, 'cheese’, ’chili’, 'chimichanga’, ’cider’, ’cocoa’, ’coffee’, ’cobbler’, 'em-
panada’, 'fish’, 'flour’, ’ketchup’, 'margarine’, ‘'mousse’, 'muffin’, ‘'mushrooms’, 'noodle’, 'nuts’,

15
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‘oil’, "olives’, 'pudding’, 'raclette’, 'rice’, 'salad’, ’salsa’, ’sandwitch’, ’soda’, 'tea’, ’stew’, 'toast’,
‘waffles’, 'yogurt’, 'wine’, ’sopapillas’, ’chilli con carne’, ’banana bread’, ’yorkshire pudding’,
'spaghetti carbonara’, 'roast potatoes’, ’sausage ragu’, ‘avocado panzanella’, ’lamb biryani’]

Respectively, for Flowers102 dataset:

[’Agapanthus’, Allium’, ’Alstroemerias’, ’Amaranthus’, ’Astilbe’, 'Begonia’, ’brunia’, ’California
poppy’, "Calla lily’, ’Campanula’, ’Carnations’, ’Celosia’, ’Chrysanthemum’, 'Cornflower’, ’Del-
phinium’, ’Dianthus’, ’Dusty Miller’, "Eryngium’, ’Freesia’, ’Gardenias’, 'Gerbera daisies’, ’Glad-
iolus’, 'Gypsophila’, ’"Hydrangea’, 'Hypericum’, Kale’, ’Larkspur’, ’Liatris’, ’Lilies’, ’Lisianthus’,
"Orchids’, ’Peony’, ’Periwinkle’, ’Ranunculus’, ’Scabiosa’, ’Sunflowers’, ’Yarrow’, ’Zinnia’,
'Bellflower’, ’Bleeding Heart’, 'Browallia’, 'Bugleweed’, ’Butterfly Weed’, ’Calendula’, *Cardi-
nal Flower’, ’Celosia’, 'Clary Sage’, ’Coreopsis’, 'Forget-Me-Not’, 'Freesias’, ’Gaillardia’, ’Glory
of the Snow’, "Heather’, "Hollyhock’, ’Hyssop’, 'Impatiens’, ’Jack-in-the-Pulpit’, ’Lilac’, ’Lilies’,
’Lobelia’, ’Periwinkle’, 'Rue’, "Thunbergia’, *Verbena’, 'Wisteria’ |
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