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Abstract

Mathematical Equation Intent Recogni-
tion(MEIR) is a novel task aimed at identi-
fying the intentions behind mathematical equa-
tions that people produce while solving math
world problems(MWPs). We observe that,
in previous research, researchers have often
focused on how to let large language mod-
els(LLMs) correctly solve an MWP. However,
focusing solely on the reasoning behind each
step of a correct inference process is insuffi-
cient. We prefer that LLMs can provide guid-
ance on the process of solving MWPs for stu-
dents in educational settings. Therefore, they
need to adjust the strategy based on the stu-
dent’s responses. We notice that, unlike exist-
ing mathematical datasets, students typically
do not provide overly detailed descriptions of
their steps in the real world. As a result, it
is crucial for LLMs to possess the capability
to understand the intention they produce those
equations. We treat MEIR as a generation task,
requiring models to summarize the intent in a
single sentence. We also propose a data aug-
mentation framework and utilized this frame-
work to generate a benchmark called Grade
School Math Intention(GSMI). To evaluate
MEIR task, we benchmark serveral LLMs on
GSMI dataset. The results indicate that there
is still significant room for improvement in the
performance of general-purpose LLMs on the
MEIR task. Conversely, capabilities acquired
during pre-training and fine-tuning specifically
in the field of mathematics significantly con-
tribute to the model’s ability to tackle those
problems. Codes and datasets are available on
https://github.com/ch-666-six/MEIR

1 Introduction

Recently, the capabilities of large language mod-
els(LLMs) (Minaee et al., 2024) have been exten-
sively applied to tasks in the field of mathematics.
Numerous researchers (Liu et al., 2023c; Wei et al.,
2022; Kojima et al., 2022) have employed prompt-
based methods or fine-tuning methods to further

Question:The price of a laptop is $1000. If you get a 20% discount, how
much do you have to pay?
Complete Answer(From GSM8k):
You will get a discount of 20/100 * $1000 = $<<20/100*1000=200>>200.
Therefore, you will have to pay $1000 - $200 = $<<1000-200=800>>800.
So the answer is: 800.

Brief Answer(From Studenty:
According to the question, the solution process of this problem is as follows:
1000-20/100%100=800.

As a result, we should pay 800 dollars.

Figure 1: An example of complete answer and brief an-
swer. The standard answer is sourced from the GSM8K
dataset(Cobbe et al., 2021), reflecting the ideal scenario
of solving mathematical problems. However, in real-
time scenarios, answers from students may resemble
what is shown in the "brief answer".This answer may
primarily consists of a series of mathematical equations.

enhance the ability of large language models to
comprehend mathematical texts and solve mathe-
matical problems.

However, we do not want LLMs simply become
problem solvers. We hope to integrate the LLMs’
mathematical capabilities closely with real-world
educational scenarios. We find that, in real-time ed-
ucational scenarios, particularly during homework
or exams, students often arrive at their answers
through a series of equations rather than a detailed
step-by-step reasoning process. We show an exam-
ple in Figure 1, citing a math question from GSM8k
dataset(Cobbe et al., 2021).

As a result, to determine the correctness of the
problem-solving process, we need to fully under-
stand the intent behind these equations. Therefore,
it is important to study the ability of LL.Ms to un-
derstand the intent behind the arithmetic equations.

We consider the task of Mathematical Equa-
tion Intent Recognition(MEIR) as a generation
task. Specifically, we aim for the language model
to produce concise descriptions for the equations
within the solution steps of mathematical problems.
To address this issue, relevant data is of necessity.


https://github.com/ch-666-six/MEIR

We use two different modules: Imitation-based
Generator and Intention Extractor to generate data
automatically, and propose a novel dataset called
Math World Problems Intention(MWPI). De-
tails will be thoroughly explained in section 3.

MWPI is a benchmark to test whether language
models can uncover the intention behind those
equations appeared in the solutions of math world
problems. The input context consists of a mathe-
matical problem along with its solution steps ex-
pressed in the form of equations. The objective
of the model is to produce, for each equation, a
concise summary in the form of a sentence that
encapsulates the intention behind the inclusion of
that particular equation.

In our experimental evaluation, we observed that
mainstream closed-source large language models
(LLMs), such as GPT-40, GPT-4 (OpenAl, 2024)
and others, still exhibit potential for improvement
in the MEIR task. This suggests that during the
pre-training process, these models did not system-
atically acquire the ability to parse mathematical
equations. In addition, we selected several open-
source models and utilized instruction tuning to
train them in the process of parsing mathematical
expressions. We demonstrate that through specific
instruction tuning, models with smaller parameter
sizes can also achieve good performance. Mean-
while, through imitation-based generator, language
model can improve themselves sustainably.

To conclude, the main contributions of this arti-
cle are as follows:

1. To the best of our knowledge, we are the first
to explore MEIR task.

2. We introduce a novel dataset called MWPI to
evaluate the performance of models on MEIR
task.

3. We employ an imitation-based generator to
facilitate the generation of more diverse data
under limited resources.

2 Related Work
2.1 Math World Problems Solving

Large language model have a strong ability to solve
math world problems. Chain-of-thought prompt-
ing(Wei et al., 2022; Zhang et al., 2023b; Ko-
jima et al., 2022) is a highly effective technique
for eliciting detailed reasoning processes from
LLMs to solve mathematical problems. Some re-
searchers(Liu et al., 2023b; Gou et al., 2023; Imani

et al., 2023) also utilize external tools, like python
executor and mathematical calculator, to enhance
the calculate abilities of LLMs to solve mathemat-
ical problems. In addition, some researchers(Yu
et al., 2023; Luo et al., 2023a; Ho et al., 2023; An
et al., 2023) have organized mathematical corpora
and fine-tuned open-source models using these cor-
pora to enhance the mathematical reasoning capa-
bilities. On several benchmark datasets (Cobbe
et al., 2021; Hendrycks et al., 2021), LLMs have
already demonstrated outstanding performance.

2.2 Instruction Tuning

Instruction tuning (Zhang et al., 2024) is an es-
sential method for improving the capabilities and
controllability of LLMs. This approach uses (IN-
STRUCTION, OUTPUT) pairs to train LLMs,
where INSTRUCTION represents human instruc-
tion and OUTPUT denotes the target output that
follows the instruction. LLMs like Instruct-
GPT(Ouyang et al., 2022), Flan-T5(Chung et al.,
2022), WizardLM(Xu et al., 2023), LLAVA(Liu
et al., 2023a) and so on, are trained through in-
struction tuning. In domain-specific settings(Gupta
et al., 2022; Zhang et al., 2023a; Luo et al., 2023b;
Liu and Low, 2023), instruction tuning can also
have a profound impact and contribute significantly
to the performance. Compared to standard LLMs,
instruction tuning enables more controllable and
predictable model behavior. Due to the significant
advantages of instruction fine-tuning, we also em-
ployed instruction tuning methods in our research.

2.3 Intent Understanding

Intent understanding(Louvan and Magnini, 2020)
is one of the crucial tasks in artificial intelligence.
In human-computer interaction(Jaimes and Sebe,
2007), accurately recognizing human intent facili-
tates machines in taking more appropriate actions
to provide feedback. For example, in online shop-
ping(Rahman et al., 2024; Yu et al., 2024), mer-
chants always want to understand and accurately
predict the buyer’s intention to promote consump-
tion. Some researchers(Yin et al., 2024; Weld
et al., 2022; Hariharan et al., 2022) treat intent
understanding as intent classification and slot fill-
ing tasks. By contrast, in order to fully understand
students’ intentions behind the equations, we view
intent understanding as a text generation task(Li
et al., 2021).



GSMI Dataset

Question

Liam is 16 years old now. Two years ago, Liam's age
was twice the age of Vince. How old is Vince now?

_ Intentions
Equations @ Calculate Liam's age two years
prior to now, subtracting two from
16-2=14 sixteen.
% 14/2=7 @ Calculate Vince's current age
® 7+2-9 based on Liam's age being twice that

of Vince's age from two years ago
® Calculate Vince's current age by
adding seven years to two years.

Figure 2: An example of GSMI dataset. Each data
comprises a mathematical problem, a set of equations
solving that problem and intention descriptions corre-
sponding to each equation.

3 Dataset Construction

3.1 Overview

We propose a novel dataset called Math World
Problems Intention(MWPI). Each data in the
dataset consists of 3 components: Question, Equa-
tions and Intentions. We provide an example in
Figure 2 to illustrate the structure of this dataset.

For clarity in intent representation, we estab-
lish the rule that each sentence must begin with
the word "calculate" and contain no more than 30
words.

Building on the existing dataset like
GSMB8k(Cobbe et al., 2021) and MATH(Hendrycks
et al., 2021), we adopt the following two modules
to generate the GSMI dataset: an imitation-based
generator and an intention extractor. Figure 3
shows the following process.

Through the imitation-based generator the inten-
tion extractor, we can generate more valid instances
to evaluate MEIR task. We utilize Chatgpt and
GPT-40(OpenAl, 2024) as LLMs to construct this
two modules. The most labor-intensive step in this
process is verifying the correctness of the expanded
mathematical problems generated by LLMs. In
this version, the GSMI dataset contains 8K training
samples and 600 testing samples.

3.2 Imitation-based Generator

In the MEIR task, we focus on arithmetic problems
of elementary school difficulty and in text modal-
ity. To enhance the model’s ability to learn the ex-
traction of mathematical expression intentions, we
implement data augmentation techniques(Li et al.,
2022; Zhou et al., 2024).

Algorithm 1 Imitation-based Generator

Input: Original Question Dataset S
Large Language Model LLM ()
Input Prompt P()

Output: Expanded Question Dataset S’

1: S’=[]
2: while Normal Execution do
3:  Q=Random_sample(S)
Q’= LLM(P(Q))
if Grammar_Error(Q’) then
CONTINUE
end if
if Answer_Error(Q’) then
CONTINUE

10:  end if

1:  S=8+[Q’]

12: end while

13: return S’

0 X R

Motivated by (Wei et al., 2022), we conclude
that large language models possess significant in-
context learning capabilities(Dong et al., 2023; Li,
2023). In the Chain-of-Thought(CoT) prompting
method, researchers provide a step-by-step reason-
ing example within the input prompt. Guided by
this example, LLMs like GPT-4(OpenAl, 2024)
can mimic the provided instance from the prompt
to perform structured reasoning process on a new
mathematical problem.

Similarly, we innovatively propose the concept
of an imitation-based generator. In our approach,
we present a mathematical problem along with its
corresponding solution process in the input prompt,
instructing the LLMs to imitate the contextual in-
formation and generate a new problem that is struc-
turally similar and of comparable difficulty. In this
process, we utilize text-only ChatGPT to generate
problems. The corresponding algorithm is shown
in the Algorithm 1.

3.3 Intention Extractor

The purpose of this module is to extract the in-
tent within mathematical equations. Firstly, for
each step in the chain of thought, we extracted
the mathematical equations representing that step.
Next, we used the textual information of each step
as the input prompt, allowing the large language
model to summarize the intention within each step.
The corresponding algorithm is shown in the Algo-
rithm 2.

In short, after employing the aforementioned



Emma has 24 apples, and James has 2 more
apples than Emma. How many apples do they
% have in total?

Answer: ...

Existing

Emma has 24 apples, and James has 2 more apples
than Emma. How many apples do they have in total?

Mathematical
Problems

l

Equations:[24+2=26, 24+26=50]

@ N Imitation-based @ N Intention >  GSMI Dataset
Generator Extractor
/@ Tony has 13 pens, and Curry has 10 more pens than
Tony. How many pens do they have in total?

A< Equations:[13+10=23, 13+23=36]

Expanded

Mathematical
Problems

Tony has 13 pens, and Curry has 10 more pens

than Tony. How many pens do they have in total?

Answer: ...

Figure 3: The Process of building GSMI dataset. The Imitation-based Generator is used to expand existing
mathematical problems. The Intention Extractor is used to extract the intentions or objectives within each
mathematical step. The figure illustrates a simple example from the GSMI dataset.

Algorithm 2 Intention Extractor

Input: Reasoning Step Set R] ]
Large Language Model LLM ()
Input Prompt P()

Output: Intention Set /] |

L=l

: for each item r in R do

i=LLM(P(r))
I=1T1+1[i]
end for

return [

AN A o > e

two modules, we can continuously generate data
in GSMLI, facilitating the model’s improved learn-
ing of the recognition of mathematical expression
intents.

4 Experiments

4.1 Experimental Setup

We use the GSMI dataset to evaluate the model’s
capability in recognizing the intent of mathemati-
cal expressions. For this purpose, we selected the
following candidate models.

* GPT-40(OpenAl, 2024) is a multilingual,
multimodal generative pre-trained transformer
designed by OpenAl. It was announced on 13
May, 2024, and released in the same day.

* GPT-4 (OpenAl, 2024) is also a generative
model designed by OpenAl, and it was an-
nounced in March, 2023.

* GPT-3.5 (OpenAl, 2024), also known as Chat-
Gpt, is a powerful large-scale language model.
It was announced by OpenAl in March, 2022.

* LLaMA (Touvron et al., 2023) is a family of
autoregressive large language models released
by Meta Al, and we use the LLaMA-2 and
LLaMA-3 models.

* MetaMath (Yu et al., 2023) is a fine-tuned
model specifically for the field of mathemat-
ics. Researchers fine tune LLaMA (Touvron
etal., 2023) on MetaMathQA dataset(Yu et al.,
2023) and obtain MataMath.

e WizardMath (Luo et al., 2023a) is a fine-
tuned model for mathematics. Researchers
train WizardMath model using reinforcement
learning methods.

For open-source models, we performed instruc-
tion fine-tuning using the training dataset and then
evaluated the models using the testing dataset.
Due to the constraints on computational resources,
we adopted the LoRA (Low-Rank Adaptation)
parameter-efficient fine-tuning approach(Hu et al.,
2021). By default, the open-source model is trained



ROUGE-L BERT-SCORE
MODEL BLEU-1 p R Fl p R Fl
Prompting Closed-source Models
GPT-40 0.2278 0.5691 04533 04944 08121 0.7844  0.7971
GPT-4 0.2194 0.5826 03879  0.4570  0.8098  0.7601  0.7834
GPT-3.5 0.2304 0.5210 04819 0.4910 0.7972  0.7942  0.7949
Tuning Open-source Models

LLAMA-2-7b 0.2335 0.5206  0.4935 0.5001 0.8015  0.7919  0.7961
LLAMA-2-13b 0.2386 0.5450  0.5306 0.5316 0.8129  0.8095  0.8107
LLAMA-3-8b 0.2373 0.5436  0.5202  0.5252  0.8087  0.8061  0.8068
LLAMA-3-8b-instruct ~ 0.2376 0.5416  0.5235 0.5261  0.8097  0.8069  0.8077
MetaMath-7b 0.2377 0.5392  0.5233  0.5255 0.8111  0.8079  0.8089
MetaMath-13b 0.2369 0.5602 0.5308 0.5386 = 0.8186 0.8105 = 0.8139
WizardMath-7b 0.2372 0.5549 = 0.5400 0.5412 0.8152 & 0.8134 0.8138

Table 1: Results on MEIR task. P means Precision. R means Recall. And F1 means F1 score. In the closed-source
models, the best-performing value in each row is highlighted in yellow. In the open-source models, the
best-performing value in each row is highlighted in green. The best value in each row is highlighted in bold.

on the training set for 3 epochs with a learning rate
of 2e-4.

For closed-source models, we directly evaluated
them using the testing dataset.

4.2 Evaluation metrics

We consider MEIR to be a text generation task. For
the results generated by our candidate models for
each equation, we need to evaluate their similarity
to the ground truth. To this end, we selected the
following evaluation metrics.

* BLEU (Papineni et al., 2002) is a metric for
evaluating the quality of machine-generated
text, which calculates precision for various
n-gram lengths and combines these using a
weighted geometric mean.

« ROUGE (Lin, 2004) is a set of metrics used
to evaluate the quality machine-generated text.
We use ROUGE-L, which captures the longest
sequence of words that appear in both the can-
didate and reference summaries in the same
order.

* BERT-SCORE (Zhang et al., 2020) leverages
contextual embeddings from pre-trained trans-
former models, specifically BERT(Devlin
et al., 2019) or RoBerta(Liu et al., 2019), to
capture semantic similarity between the can-
didate and reference texts. We use bert-large-

uncased as our base model, which contains 24
layers.

4.3 Experiment Result

The experimental results of the MEIR task are
shown in the Table 1. We meticulously recorded
the performance of all candidate models, retaining
four decimal places, and documented the results in
the table.

‘We observed that in the closed-source models,
GPT-40(OpenAl, 2024), as the latest proposed
model, performs the best on the ROUGE-L and
BERT-SCORE metrics. This indicates that GPT-
4o surpasses the previously proposed GPT-4 and
GPT-3.5 models in executing the MEIR task.

However, it is important to note that as a general-
purpose large language model, GPT-4o, along with
other closed-source models, lacks sufficient pre-
training in the field of mathematics. As seen in
the table, models with relatively smaller parame-
ter sizes can outperform general-purpose large lan-
guage models on the MEIR task after undergoing
instruction tuning.

5 Analysis and Discussion

5.1 Mathematical Fine-tuning

MetaMath(Yu et al., 2023) and WizardMath(Luo
et al., 2023a) are both fine-tuned versions of the
LLAMA model. They were fine-tuned using ex-
tensive mathematical data, for example, the Meta-



Question Chenny is 10 years old. Alyana is 4 years younger than Chenny. How old is
Anne if she is 2 years older than Alyana?

Equations ["10-4=6", "6+2=8"]

GPT-40 Results (1) Calculate how much younger Alyana is than Chenny. (2) Calculate

how much older Anne is than Alyana.

MetaMath-13b Results

(1) Calculate Alyana’s age by subtracting four from ten. (2) Calculate
Anne’s age by adding two to six.

WizardMath-7b Results

(1) Calculate the age of Alyana by subtracting her age from Chenny’s
age.(2) Calculate Anne’s age by adding six and two.

Table 2: An simple example in GSMI testing set. In this example, GPT-40 clearly misunderstood the intent of the
intermediate steps and provided an incorrect answer. MetaMath-13b and WizardMath-7b accurately grasped the
intent of the intermediate steps.

MathQA dataset reached a size of 395K. As shown
in Table 1, compared to LLAMA, MetaMath and
WizardMath exhibit a significant advantage in han-
dling the MEIR task. Notably, on the BERT-
SCORE metric, which closely aligns with human
evaluation, both models demonstrate remarkable
capability.

Through controlled experiments, we have con-
cluded that: Mathematical Fine-tuning is highly
effective and necessary for downstream mathe-
matical tasks.

5.2 Model Size

With LLMs demonstrating powerful capabilities
across various domains, many people have begun to
believe that there is a positive correlation between
the parameter size of a model and its ability to
handle complex problems.

However, as shown in the Table 1, on the MEIR
task, the performance of smaller open-source mod-
els surpasses that of larger closed-source mod-
els. This indicates that for the MEIR task, high-
quality data refinement is more crucial than
larger model sizes. We require models to acquire
knowledge and capability within a specific domain.

Table 2 presents an example from the evaluation
set. In this instance, GPT-40 made evident errors
in summarizing the intent, whereas MetaMath and
WizardMath accurately summarized the intent.

5.3 Data Augmentation

In machine learning, richer datasets often yield
better results, while a lack of data can easily lead
to overfitting on the training data.

As shown in Figure 3, through Imitation-based
Generator and Intention Extractor, we can continu-
ously generate new data to further train the model

on the MEIR task. Compared to collecting mathe-
matical problems and answers from the real world,
the method illustrated in Figure 3 clearly requires
significantly less human effort and time.

However, we need to investigate the effective-
ness of this data augmentation method. We raise
a question that does generating more examples
through Imitation-based Generator and Intention
Extractor on the existing datasets enable the model
to perform better on the MEIR task?

In this regard, we introduce a variable K. K rep-
resents the total number of examples involved in
instruction tuning. We select K values of 500, 1000,
2000, and 5000 for experimentation on MetaMath
and WizardMath models. The experimental results
are shown in Table 3.

It is evident that as K increases, both ROUGE-
L and BERT-SCORE metrics show an overall in-
crease trend. When all data generated through
Imitation-based Generator and Intention Extractor
modules is used in the instruction tuning process,
the performance also imporves significantly. These
two modules can continuously generate new data.
This indicates that we can leverage the imitation
generation capability of LLMs to produce richer
training data with limited resources. This part of
training data truly helps language models better
acquire the ability to uncover the intentions behind
mathematical equations.

In summary, we state that appropriate data aug-
mentation strategies contributes to enhancing
the language models’ performance on the MEIR
task.

6 Conclusions

In this artical, we introduce the research efforts
on unconvering the intention behind equations in




ROUGE-L F1 SCORE

MODEL K=500 K=1000 K=2000 K=5000 All Training Data
MetaMath-7B 0.5036 0.5197 0.5189 0.5246 0.5255
WizardMath-7B 0.5241 0.5322 0.5408 0.5316 0.5412
MetaMath-13B 0.5110 0.5201 0.5337 0.5373 0.5386

BERT-SCORE F1 SCORE

MODEL K=500 K=1000 K=2000 K=5000 All Training Data
MetaMath-7B 0.7979 0.8051 0.8053 0.8084 0.8089
WizardMath-7B 0.8087 0.8117 0.8126 0.8116 0.8138
MetaMath-13B 0.8008 0.8076 0.8129 0.8132 0.8139

Table 3: Results of the impact of generated data. The table records the performance of the model for different
values of K. The maximum value in each row is highlighted with a pink shade, and the maximum value in each
column is indicated in bold.

mathematical problems.

Firstly, we stated the importance of MEIR task.
In real life, when handling mathematical problems,
students might not provide very detailed descrip-
tions for each step. However, the mathematical
equations at each step are essential. Therefore,
understanding the intention behind those listing
equations at each step means comprehending the
student’s problem-solving approach. This is highly
beneficial in the field of education.

Next, we introduced two modules: Imitation-
based Generator and Intention Extractor. The
Imitation-based Generator is used to increase data
diversity. and the Intention Extractor is used to ex-
tract the intention behind each step. Through these
two modules, we constructed the GSMI dataset.
With minimal human resource consumption, these
two modules can be used to generate more varied
data. Experimental evidence has shown that the
data generated by this structure is highly beneficial
for improving model performance on MEIR tasks.

Subsequently, we selected a subset of candi-
date models and evaluated their ability to solve
MEIR tasks on the GSMI dataset. The experimen-
tal results indicate that powerful general LLMs like
GPT-4o still have shortcomings in understanding
equations. Conversely, following a series of in-
struction tuning processes, small-scale open-source
models demonstrate outstanding performance in un-
derstanding equations. Those models that have un-
dergone mathematical fine-tuning, like MetaMath
and WizardMath, excel in MEIR tasks.

In conclusion, we pioneered the study of equa-
tion intention analysis. We are the first to propose
the MEIR task and have conducted thorough ex-

periments to explore the capability of LLMs in
addressing this task. Exploring equation intention
is an interesting and important topic, and needs
further attention and in-depth research.

7 Limitations and Future Works

In this experimental work, we have exposed certain
limitations. Due to computational constraints, the
maximum model parameter size we used for fine-
tuning open-source models was 13 billion. In the
future, we will run the MEIR task on larger-scale
open-source models to explore their capabilities in
understanding mathematical equations.

In our experiments, we have demonstrated that
the data generated through these Imitation-based
Generator and Intention Extractor modules helps
improve the model’s ability to understand equation
intentions. In future work, we will propose more re-
fined data augmentation mechanisms and introduce
a larger-scale GSMI dataset.

Furthermore, for the generated data from
Imitation-based Generator and Intention Extrac-
tor modules, we did not conduct comprehensive
comparative analyses with existing datasets. In fu-
ture work, an thorough comparative analysis is of
necessity to make sure that our training data if of
high quality.

Finally, as we have stated, the MEIR task closely
aligns with educational settings. It is not sufficient
to merely identify the intended meaning of cor-
rect equations. In the future, we aim to intelligently
identify errors students make when producing equa-
tions in mathematical education scenarios. This
places higher demands on language models, that
they not only need to recognize and generalize the



intended meaning of correct equations, but also
need to uncover the underlying reasons for errors
in incorrect equations.
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