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Abstract

Large language models (LLMs) have demon-001
strated exceptional capabilities in natural lan-002
guage processing tasks but often fall short in003
maintaining factual accuracy, particularly in004
knowledge-intensive domains like healthcare.005
This study introduces LEAF: Learning and006
Evaluation Augmented by Fact-Checking, a007
novel framework aimed at improving the fac-008
tual reliability of LLMs in medical question009
answering (QA). LEAF comprises three key010
contributions: (1) the Retrieval-Augmented011
Factuality Evaluator (RAFE), a robust fact-012
checking system using open-source LLMs and013
domain-specific retrieval corpora to evaluate re-014
sponse accuracy; (2) Fact-Check-then-RAG,015
an enhanced Retrieval-Augmented Generation016
method that incorporates fact-checking to guide017
retrieval without requiring parameter updates;018
and (3) Learning from Fact Check via Self-019
Training, a strategy to improve LLM per-020
formance through supervised fine-tuning or021
preference-based learning, using fact-checking022
results as pseudo-labels. Experimental results023
show that RAFE outperforms Factcheck-GPT024
in detecting inaccuracies, Fact-Check-then-025
RAG effectively corrects errors, and Learn-026
ing from Fact Check improves performance027
without labeled data. These findings suggest028
LEAF as a scalable and robust solution for low-029
resource settings 1.030

1 Introduction031

Large language models (LLMs) have revolution-032

ized natural language processing (NLP), bringing033

remarkable advancements to tasks such as ques-034

tion answering (QA). As a cornerstone task in NLP,035

QA involves generating accurate and contextually036

appropriate answers to questions posed in natural037

language. Their ability to comprehend complex038

prompts and generate human-like responses has039

1We will release prompts, codes, and dataset upon accep-
tance.

significantly enhanced the utility of QA systems 040

in practical applications like knowledge retrieval, 041

decision support, and education (Cai et al., 2023; 042

Liu et al., 2023; Jin et al., 2024). 043

Medical QA highlights the significant demands 044

and challenges faced by LLMs in QA tasks, par- 045

ticularly in ensuring factual accuracy and integrat- 046

ing relevant domain-specific knowledge. Accu- 047

rate answers in medical QA often rely on retrieval- 048

augmented generation (RAG) techniques, where 049

models augment their responses by retrieving au- 050

thoritative and up-to-date information from exter- 051

nal knowledge sources (Singhal et al., 2023; Wu 052

et al., 2024). For example, determining the appro- 053

priate treatment for a patient may require accessing 054

the latest clinical guidelines, retrieving evidence- 055

based medical literature, or verifying specific di- 056

agnostic criteria. This dependence on knowledge 057

retrieval underscores the critical importance of in- 058

tegrating reliable and domain-specific retrieval sys- 059

tems to address factual inaccuracies and ensure 060

contextually relevant responses. Without robust re- 061

trieval mechanisms and rigorous factuality checks, 062

LLMs risk generating plausible but incorrect infor- 063

mation, which is particularly problematic in high- 064

stakes domains like healthcare. 065

To address this challenge, fact-checking has be- 066

come a promising solution. Fact-checking mecha- 067

nisms work by verifying the factual accuracy of 068

generated content against reliable data sources, 069

serving as a filter to detect and correct misinforma- 070

tion (Quelle and Bovet, 2024; Wang et al., 2024b). 071

Prior research has explored various methods for 072

integrating fact-checking into LLM workflows, in- 073

cluding verification techniques such as Factcheck- 074

GPT, Factscore and SAFE (Wang et al., 2023; Wei 075

et al., 2024; Min et al., 2023). However, these ap- 076

proaches have notable limitations. For instance, 077

frameworks like Factcheck-GPT and SAFE rely 078

on proprietary model such as ChatGPT-3.5, which 079

cannot be deployed on private datasets, restricting 080
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Figure 1: Comparison of workflows: standard LLM workflow (left), RAG-enhanced LLM workflow (middle), and
our proposed Fact-Checking integrated workflow (right).

their applicability in sensitive fields like health-081

care. Additionally, reliance on Google Search for082

retrieving information exposes these frameworks to083

vulnerabilities, including inconsistent results and084

the potential inclusion of malicious content from085

the open web, further compromising reliability.086

In this study, we introduce LEAF: Learning087

and Evaluation Augmented by Fact-Checking, a088

novel framework designed to enhance the factual089

accuracy and reliability of LLMs. LEAF introduces090

three complementary contributions to address the091

challenges of improving factual accuracy across092

diverse use cases:093

• Retrieval-Augmented Factuality Evaluator094

(RAFE): We propose RAFE, a robust fact-095

checking system that combines open-source096

LLM(Qwen2-72B-Instruct) with a corpus-097

based retrieval system tailored to general-098

domain knowledge and medical-domain re-099

sources. This systematic evaluation enhances100

the reliability of responses while ensuring do-101

main specificity and accessibility, surpassing102

limitations of prior approaches like Factcheck-103

GPT.104

• Fact-Check-then-RAG: We propose an inno-105

vative approach to Retrieval-Augmented Gen-106

eration where retrieval is informed by fact- 107

checking results. This method selectively re- 108

trieves information to address factual inaccu- 109

racies in the model’s initial outputs, signif- 110

icantly improving contextual relevance and 111

factual correctness without updating the un- 112

derlying LLM parameters. This approach is 113

particularly beneficial for proprietary models 114

like ChatGPT that cannot be fine-tuned. 115

• Learning from Fact-Check via Self- 116

Training: We explore two self-training 117

mechanisms leveraging fact-checked 118

responses to improve LLM parameters: Su- 119

pervised Fine-Tuning (SFT): Fact-checked 120

responses are used to fine-tune the model, 121

reinforcing factual correctness. This involves 122

generating responses, evaluating them with 123

fact-checking, and fine-tuning on verified 124

outputs. Preference-Based Learning with 125

SimPO (Meng et al., 2024): Fact-checking 126

is used as a ranking mechanism, with 127

high-scoring responses labeled as "chosen" 128

and low-scoring ones as "rejected" to guide 129

preference-based training. This method 130

further refines the model’s ability to prioritize 131

factual responses. 132
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Retrieval-Augmented Factuality Evaluator (RAFE)

1. Split into
statements

The patient’s
symptoms and
physical exami-
nation . . .

Ototoxicity
from cisplatin
causes a high-
frequency . . .

The mechanism
of action of cis-
platin involves
generating . . .

However, the
beneficial effect
of cisplatin is
its ability . . .

The answer is
C: Hypersta-
bilization of
microtubules.

2. Generate re-
trieval queries
cisplatin ototox-
icity mechanism
transitional cell

carcinoma bladder . . .

cisplatin ototoxicity
mechanism inner
hair cells cochlea
hearing loss . . .

cisplatin mechanism
of action free radicals
DNA crosslinking . . .

cisplatin mechanism
of action microtubule
stabilization cancer

treatment . . .

chemotherapy drugs
transitional cell

carcinoma bladder
mechanism of . . .

3. Retrieve
information
Immunotherapy

such as pem-
brolizumab is

often used as . . .

Platinum-
containing

chemotherapeutic
agents . . .

Crosslinking
of DNA:

Cisplatin cis-
diamminedichlor. . .

Mechanism of
action Molecular
target Docetaxel

binds to . . .

In patients with
evidence of early
muscular invasion,

radical . . .

4. Rate using
retrieved information

The patient’s
symptoms and
physical examina-
tion . . .

Ototoxicity from
cisplatin causes a
high-frequency . . .

The mechanism of
action of cisplatin
involves generat-
ing . . .

However, the
beneficial effect
of cisplatin is
its ability . . .

The answer is C:
Hyperstabilization
of microtubules.

Question
A 67-year-old man
with transitional
cell carcinoma of
the bladder comes
to . . . likely due
to which of the
following actions?

Response
The patient’s
symptoms and
physical examina-
tion findings are
consistent . . . The
answer is C: Hy-
perstabilization of
microtubules.

Output
Supported: 1
Not Supported: 4
Factuality Score: 0.2
Factual Correct?: No

Figure 2: The Retrieval-Augmented Factuality Evaluator (RAFE) assesses the factual accuracy of response in four
steps. (1) Split into sentences: The response is divided into individual statements. (2) Generate retrieval queries:
For each statement, an LLM generates multiple retrieval queries aimed at retrieving relevant information. (3)
Retrieve information: The retrieval system gathers supporting information based on these queries. (4) Rate using
retrieved information: Each statement is evaluated against the retrieved information and labeled as Supported or Not
Supported. The final output includes a factuality score, calculated as the proportion of supported statements, which
aids in selecting the most factually reliable response.

2 Methodology133

In this section, we describe our proposed method-134

ology to enhance the factual accuracy and relia-135

bility of large language models in generating re-136

sponses. Our approach, LEAF, integrates fact-137

checking, retrieval-augmented generation, and self-138

training mechanisms to systematically improve fac-139

tuality in LLM outputs. The workflow of our pro-140

posed method is illustrated in Figure 1.141

The proposed workflow aims to enhance the fac-142

tual accuracy of responses generated by large lan-143

guage models through an integrated fact-checking144

process. In the conventional LLM workflow145

(Figure 1(a)), the model generates responses to146

prompts with reasoning or explanations and di-147

rectly provides the final answers. However, this148

approach does not inherently guarantee the factual149

correctness of the output. In standard Retrieval-150

Augmented Generation (Figure 1(b)), the prompts151

are supplemented with relevant documents re-152

trieved using the question as a retrieval query. This153

process can add valuable contextual information154

but sometimes introduces noise due to the inclusion 155

of irrelevant documents, which can adversely affect 156

the accuracy of the generated response. 157

To address these limitations, we introduce Fact- 158

Check-then-RAG, a fact-checking-integrated work- 159

flow (Figure 1(c)). In this enhanced approach, after 160

the LLM generates a response, it is evaluated by a 161

fact-checking system. If the response is factually 162

correct, it is retained as the final output. However, if 163

the response is identified as incorrect, the workflow 164

triggers a FC-RAG process, incorporating relevant 165

documents retrieved during fact-checking into the 166

prompt. This refined prompt guides the model to 167

regenerate a more accurate response. This iterative 168

process continues until a factually correct answer is 169

achieved. In addition, factually verified responses 170

are used for self-training. The model is fine-tuned 171

on these fact-checked outputs, further improving 172

its performance and reliability in generating fac- 173

tual responses. The following subsections provide 174

a detailed breakdown of each component of our 175

methodology. 176
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2.1 Retrieval-Augmented Factuality177

Evaluator (RAFE)178

Inspired by fact-checking systems that combine179

LLMs with external search engines, such as180

Factcheck-GPT, Factscore, and Search-Augmented181

Factuality Evaluator (SAFE) (Wang et al., 2023;182

Min et al., 2023; Wei et al., 2024), which use183

an LLM (ChatGPT-3.5) integrated with Google184

Search to evaluate the factuality of responses,185

we introduce the Retrieval-Augmented Factual-186

ity Evaluator (RAFE). RAFE adapts these ap-187

proaches by replacing the closed source ChatGPT-188

3.5 model with the open source Qwen2-72B-189

Instruct model and substituting Google Search with190

a corpus-based retrieval system that includes both191

general-domain knowledge (Wikipedia) and med-192

ical domain resources (PubMed, StatPearls, and193

Medical Textbooks). This adaptation enhances do-194

main specificity and accessibility for tasks that re-195

quire specialized knowledge.196

To assess the factual accuracy of generated re-197

sponses, RAFE evaluates each response in four198

systematic steps, as illustrated in Figure 2:199

1. Split into Statements: Each response is di-200

vided into individual statements.201

2. Generate Retrieval Queries: For each state-202

ment, RAFE employs an LLM to generate203

multiple retrieval queries designed to retrieve204

contextually relevant evidence.205

3. Retrieve Information: The retrieval system206

gathers documents that corresponds to each207

generated query. This evidence provides a208

factual basis for evaluating the consistency of209

each statement with external sources.210

4. Rate Using Retrieved Information: Each211

statement is compared against the retrieved212

evidence and labeled as either Supported213

or Not Supported, based on alignment with214

the information. The overall factuality score215

for the response is calculated as the propor-216

tion of supported statements, indicating the217

response’s factual reliability. A response is218

considered factually correct if all statements219

are supported by retrieved knowledge.220

2.2 Fact-Check-then-RAG221

Our second innovative mechanism, Fact-Check-222

then-RAG, seamlessly integrates the fact-checking223

stage with Retrieval-Augmented Generation224

(RAG). This approach leverages the documents 225

retrieved during the fact-checking process to 226

enhance the generation of responses. The key 227

idea is to utilize the knowledge retrieved from the 228

fact-checking stage, specifically for individual 229

statements that did not pass the fact-check test. 230

This strategy ensures that when a statement is not 231

supported by the retrieved knowledge sources, 232

the relevant documents are included in the RAG 233

prompt to help the LLM refine its reasoning or 234

answer, potentially improving performance. As 235

illustrated in Figure 3, the methodology involves 236

several steps: 237

First, during the fact-checking stage, each state- 238

ment in a response is evaluated for factual correct- 239

ness using RAFE. If a statement is not supported 240

by the knowledge retrieved, it indicates a gap be- 241

tween the LLM and the knowledge base. For these 242

unsupported statements, relevant documents are re- 243

trieved from a comprehensive corpus (MedCORP 244

(Xiong et al., 2024)), which includes authoritative 245

sources like Wikipedia, PubMed, textbooks, and 246

StatPearls. The ColBERT (Khattab and Zaharia, 247

2020) retrieval model is used to extract these docu- 248

ments. 249

Next, the retrieved documents are included in 250

the RAG prompt. This additional context provides 251

the LLM with the necessary information to adjust 252

its reasoning or answer, addressing the knowledge 253

gap identified during the fact-checking stage. The 254

LLM then generates new responses using the RAG 255

framework, which is now enhanced with the rele- 256

vant knowledge retrieved earlier. 257

By integrating fact-checking with RAG, our ap- 258

proach effectively addresses the knowledge gaps 259

identified during the fact-checking process. This 260

method enhances the LLM’s ability to produce ac- 261

curate and reliable responses, demonstrating im- 262

proved performance over traditional RAG methods, 263

particularly in increasing the factualness of gener- 264

ated content. 265

2.3 Learning from Fact-Check via 266

Self-Training 267

We explore self-training mechanisms using fact- 268

checked responses to enhance the performance 269

of LLMs. This approach consists of two main 270

parts: supervised fine-tuning on factually correct re- 271

sponses and preference-based learning with Simple 272

Preference Optimization. 273
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Fact-Check

C) Hyperstabilization of microtubules Not Supported ×

Search query #1: What drugs are used to treat transi-
tional cell carcinoma of the bladder
that cause sensorineural hearing
loss?

Result: This has many causes. The common
high-frequency sensorineural type of
hearing loss . . .

Search query #2: cisplatin side effects
Result: Chemotherapeutic Agents Cisplatin

and carboplatin are accumulated by
proximal tubular cells . . .

Search query #3: What chemotherapy agent for blad-
der cancer causes hearing loss
due to hyperstabilization of micro-
tubules?

Result: Cytotoxic Chemotherapy Agents
Table 103e-4 lists commonly used
cytotoxic cancer chemotherapy
agents . . .

Final reasoning: Given that cisplatin is a common
chemotherapy for bladder cancer,
and considering the mechanisms
of action of the options provided,
option C) Hyperstabilization of mi-
crotubules is not the most plausible
choice.

RAG

Given a multiple choice question, please select the correct
answer and also provide a detailed reasoning for your choice.
You can using the information provided in the knowledge
section if necessary.

Knowledge:
Search result #1: This has many causes. The common

high-frequency sensorineural type of
hearing loss . . .

Search result #2: Chemotherapeutic Agents Cisplatin
and carboplatin are accumulated by
proximal tubular cells . . .

Search result #3: Cytotoxic Chemotherapy Agents
Table 103e-4 lists commonly used
cytotoxic cancer chemotherapy
agents . . .

Question: A 67-year-old man with transitional cell carci-
noma of the bladder comes to . . . The expected beneficial
effect of the drug that caused this patient’s symptoms is most
likely due to which of the following actions?
Options:
(A) Inhibition of thymidine synthesis
(B) Inhibition of proteasome
(C) Hyperstabilization of microtubules
(D) Generation of free radicals
(E) Cross-linking of DNA

Answer: E) Cross-linking of DNA Supported ✓

then

Figure 3: Fact-Check-then-RAG is able to change the answer of LLMs by leveraging the knowledge retrieved from
fact-check stage to regenerate the responses.

2.3.1 Supervised Fine-Tuning on Factually274

Correct Responses275

This phase involves fine-tuning the model on re-276

sponses that have passed fact-checking, ensuring277

training on verified, accurate information and en-278

hancing overall model performance. The LLM279

generates multiple responses to a given prompt,280

which are evaluated by the fact-checking system.281

Only responses with a factuality score of 1 are se-282

lected for fine-tuning. The model is then fine-tuned283

on these factually correct responses, reinforcing its284

ability to produce accurate and reliable outputs.285

2.3.2 Preference-based Learning with SimPO286

The second part of our self-training approach uti-287

lizes Simple Preference Optimization (Meng et al.,288

2024), SimPO aligns the reward formulation di-289

rectly with the generation metric, eliminating the290

need for a reference model. This process in-291

volves Fact-Checking as a Ranking Model: The292

fact-checking system assigns scores to generated293

responses based on their factual accuracy. The294

highest-scoring responses are selected as “chosen”295

and the lowest-scoring ones as “rejected”. By us-296

ing the fact-checking system as a ranking model,297

SimPO effectively guides the model to prefer fac-298

tually accurate responses.299

3 Experiments 300

In this section, we present experiments to evaluate 301

each component of our proposed workflow. Due 302

to constraints in time and computational resources, 303

we were able to run only a single iteration, meaning 304

each component was executed once without repeat- 305

ing until a factually correct answer was reached. 306

We anticipate that increasing the number of iter- 307

ations would yield improved results, albeit with 308

greater time and computational costs. 309

We conducted two main experimental setups 310

across different model configurations. For the large 311

LLaMA 3 70B Instruct model, we applied the Fact- 312

Check-then-RAG technique to enhance the model’s 313

performance without updating its parameters, as 314

fine-tuning such a large model is computationally 315

intensive. In contrast, with the smaller LLaMA 3 316

8B Instruct model, we explored self-training tech- 317

niques where the model parameters were updated 318

based on fact-checking outcomes rather than la- 319

beled data. The self-training was conducted using 320

either supervised fine-tuning or preference-based 321

learning, with training data curated through a rigor- 322

ous fact-checking process. 323
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3.1 Alignment Between Factuality and324

Correctness325

We assess the alignment between factuality and cor-326

rectness in responses generated by LLaMA 3 70B327

across five datasets—MedQA, MMLU Medical,328

PubMedQA, BioASQ, and MedMCQA—using329

precision, recall, and F1 scores to compare the per-330

formance of Factcheck-GPT and RAFE. These met-331

rics measure the effectiveness of the fact-checking332

systems in ensuring that responses are both factu-333

ally and actually correct.334

Precision represents the proportion of responses335

labeled as factually correct by the fact-checking336

system that are actually correct. A higher precision337

indicates fewer false positives, meaning the sys-338

tem is effective in validating responses that truly339

align with the ground truth. Recall, on the other340

hand, measures the proportion of factually correct341

responses identified by the fact-checking system342

out of all actually correct responses. This met-343

ric reflects the system’s sensitivity in capturing all344

correct answers, including those that might be chal-345

lenging to validate. The F1 score provides a bal-346

ance between precision and recall, offering a single347

metric to assess the system’s overall performance348

in aligning factuality with correctness.349

As shown in Table 1, RAFE consistently sur-350

passes Factcheck-GPT across all datasets. RAFE351

achieves significantly higher precision, indicating352

its superior ability to accurately validate factually353

correct responses while minimizing false positives.354

For instance, RAFE achieves a precision of 96.27%355

on BioASQ compared to Factcheck-GPT’s 85.29%,356

demonstrating its robustness in distinguishing cor-357

rect responses. Similarly, RAFE’s recall outper-358

forms Factcheck-GPT on every dataset, reflecting359

its stronger capability to capture a larger propor-360

tion of correct responses. On MMLU Medical,361

RAFE achieves a recall of 58.79%, compared to362

44.77% for Factcheck-GPT, highlighting its ability363

to identify more correct answers. The F1 scores364

consistently show RAFE’s dominance, combining365

high precision and recall to deliver more aligned366

and reliable results across datasets.367

Overall, RAFE demonstrates a superior align-368

ment between factuality and correctness, outper-369

forming Factcheck-GPT by significant margins370

across all datasets. These results underscore371

RAFE’s effectiveness in fact-checking, ensuring372

that validated responses are not only factually ac-373

curate but also aligned with the actual ground374

truth. This makes RAFE a robust and scalable solu- 375

tion for enhancing factual reliability in knowledge- 376

intensive domains like medical QA. 377

Dataset Factcheck-GPT RAFE
Precision Recall F1 Precision Recall F1

MedQA 77.35 29.91 43.14 86.52 75.43 80.59
MMLU-M 84.00 44.77 58.41 93.00 58.79 72.04
PubMedQA 50.93 63.37 56.47 72.76 69.64 71.16
BioASQ 85.29 29.12 43.41 96.27 51.81 67.36
MedMCQA 75.31 28.92 41.79 81.62 43.90 57.09

Table 1: Precision, recall, and F1 scores for Factcheck-
GPT and RAFE across five medical QA datasets,
MMLU-M mean MMLU-Medical. Bold values indi-
cate higher scores.

3.2 Fact-Check-then-RAG 378

To evaluate the effectiveness of our Fact-Check- 379

then-RAG (FC-RAG) approach, we present the ex- 380

periments conducted comparing it to the original 381

performance of the LLaMA 3 70B Instruct model 382

and the standard RAG setting in MedRAG (Xiong 383

et al., 2024). In MedRAG, the question is used 384

as a query to retrieve relevant documents, which 385

are then included in the prompt. In our FC-RAG 386

approach, we use information obtained in the fact- 387

checking stage to include in the prompt. 388

Table 2 compares the performance of the Llama 389

3 70B Instruct model across five medical QA 390

datasets. While RAG is designed to improve the 391

model’s contextual grounding by providing addi- 392

tional information, the results reveal that it actually 393

harms performance on the MedQA and MMLU- 394

Medical datasets—consistent with findings in orig- 395

inal paper (Xiong et al., 2024). This suggests that 396

while RAG can be beneficial in certain contexts, 397

it may introduce noise or irrelevant information 398

in others, leading to decreased accuracy. In con- 399

trast, the FC-RAG approach consistently improves 400

accuracy across all datasets. By incorporating fact- 401

checking results into the RAG process, FC-RAG 402

ensures that the model’s outputs are more reliable 403

and factually correct. This method leverages veri- 404

fied information during generation, leading to sig- 405

nificant performance gains: a 4.99% improvement 406

on MedQA, 1.66% on MMLU-Medical, 13.0% on 407

PubMedQA, 7.28% on BioASQ, and 1.56% on 408

MedMCQA compared to the original model perfor- 409

mance. These results demonstrate the robustness 410

and efficiency of FC-RAG in enhancing the outputs 411

of large language models, particularly in domains 412

where factual accuracy is critical. 413
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Dataset MedQA MMLU-M PubMedQA BioASQ MedMCQA Average

CoT 73.53 85.12 60.60 80.58 71.21 74.21
RAG 68.58 82.46 70.80 87.70 68.78 75.66
FC-RAG 77.52 86.78 73.60 87.86 72.77 79.71

Table 2: Comparison of LLaMA 3 70B Instruct CoT,
performance when using RAG, and FC-RAG on five
medical QA datasets. Note that all of model’s param-
eters remained unchanged. MMLU-M mean MMLU
Medical

3.3 Computational Analysis414

Table 3 presents the inference costs on MedQA for415

two method: RAG and FC-RAG. The table reports416

the average number of model calls and the total417

number of tokens generated per question during418

the generation process. Traditional RAG required419

1 call and average of generated 467.0 tokens, while420

for the FC-RAG, the number of calls is 3, with421

1050.8 tokens generated on average.422

RAG FC-RAG

Avg. calls 1.0 3.0
Avg. generated tokens 467.0 1050.8

Table 3: Inference costs on MedQA with RAG and FC-
RAG. We show the average number of inferences and
generated tokens required to answer a question.

3.4 Supervised Fine-Tuning on Factually423

Correct Responses424

In order to assess the effectiveness of a model fine-425

tuned on fact-checked generated responses, the426

LLaMA 3 8B Instruct model was tested on prompts427

drawn from five datasets, generating responses that428

were subsequently fact-checked. We perform su-429

pervised fine-tuning on the responses that pass the430

fact-check test(the response with factuality score431

is 1.0). We compare the performance of the SFT432

model with the original model and also conduct the433

same experiments on the Factcheck-GPT (Wang434

et al., 2023).435

Table 4 shows that SFT with fact-checked re-436

sponses significantly improves accuracy across all437

datasets. Using RAFE, the model achieved notable438

gains, including a 4.71% increase on MedQA and439

a 6.60% increase on PubMedQA, compared to the440

original model. Additionally, RAFE outperformed441

Factcheck-GPT, demonstrating its robustness and442

efficiency in ensuring factually accurate outputs.443

These results highlight the potential of combining444

fact-checking with fine-tuning to enhance LLM445

performance. 446

3.5 Preference-based Learning on Ranked 447

Responses 448

We design experiments to evaluate the effectiveness 449

of preference-based learning with SimPO on re- 450

sponses ranked by our fact-checking system and by 451

ArmoRM (Wang et al., 2024a). For each question, 452

we generate five responses using the Llama 3 8B In- 453

struct model with a temperature setting of 0.8. We 454

then use our fact-checking system and ArmoRM to 455

score these responses, selecting the lowest-scored 456

responses as “rejected” and the highest-scored re- 457

sponses as “chosen”. We then run preference-based 458

learning on these chosen and rejected responses. 459

As shown in Table 4, the preference-based learn- 460

ing with SimPO on RAFE-ranked responses re- 461

sults in better performance compared to ArmoRM- 462

ranked responses. Specifically, the SimPO ap- 463

proach using RAFE shows significant improve- 464

ments: an increase of 4.08% on MedQA, 2.67% on 465

MMLU-Medical, 6.80% on PubMedQA, 7.45% on 466

BioASQ, and 2.89% on MedMCQA compared to 467

the original model performance. This is attributed 468

to the larger gap between the highest and lowest- 469

scored responses in our fact-checking system, as 470

demonstrated in Table 5. A larger gap indicates a 471

more significant distinction between high-quality 472

and low-quality responses, leading to more effec- 473

tive learning and ultimately better performance af- 474

ter preference-based learning. 475

4 Related Work 476

Evaluating factuality in Model Responses Evalu- 477

ating the factuality of model responses is crucial for 478

ensuring the reliability of large language models. 479

Recent studies have demonstrated that LLMs can 480

serve as effective tools for fact verification (Guan 481

et al., 2024; Tian et al., 2023). Improvements 482

in human evaluation techniques have further en- 483

hanced factuality assessment (Cheng et al., 2024). 484

Factcheck-GPT (Wang et al., 2023) presents an end- 485

to-end solution for annotating factuality in LLM 486

outputs, offering fine-grained labels for verifiability 487

and factual inconsistencies. Inspired by methods 488

that break down responses for evaluation (Chern 489

et al., 2023), SAFE (Wei et al., 2024) applies a 490

similar approach in the long-form factuality setting, 491

leveraging search-augmented models. While meth- 492

ods like Factcheck-GPT and SAFE offer innovative 493

approaches to factuality evaluation, they face no- 494
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Method MedQA MMLU-Medical PubMedQA BioASQ MedMCQA Average

Original 55.46 70.98 55.20 74.27 57.78 62.74

Supervised Fine-Tuning (SFT)

SFT(Factcheck-GPT) 57.03 71.99 59.60 75.40 58.71 64.55
SFT(RAFE) 60.17 75.85 61.80 78.80 60.75 67.47

Preference-based Learning (SimPO)

SimPO(ArmoRM) 56.40 72.82 59.00 76.70 59.05 64.79
SimPO(RAFE) 59.54 73.65 62.00 81.72 60.67 67.52

Table 4: Comparison of performance on five medical QA datasets using Supervised Fine-Tuning (SFT) and
Preference-Based Learning approaches with Llama 3 8B Instruct.

table limitations, such as reliance on proprietary495

models and Google Search, making them unsuit-496

able for private or sensitive domains like health-497

care. Our approach overcomes these issues us-498

ing Qwen2-72B-Instruct for factuality evaluation499

and MedCorp with ColBERT for secure, domain-500

specific retrieval.501

Retrieval-Augmented Generation Retrieval-502

Augmented Generation, proposed by (Yih, 2020),503

integrates relevant retrieved information into the504

generation process of LLMs, enhancing their per-505

formance on knowledge-intensive tasks. This ap-506

proach helps improve factualness by grounding the507

LLMs on provided contexts and supplying up-to-508

date knowledge that might not be encoded in the509

models. Many studies have built upon the original510

RAG framework to further improve its effective-511

ness, including works by (Borgeaud et al., 2022;512

Ram et al., 2023; Gao et al., 2023; Jiang et al.,513

2023). In the biomedical field, RAG has been ex-514

plored for literature information-seeking and clin-515

ical decision-making (Frisoni et al., 2022; Naik516

et al., 2022; Jin et al., 2023).517

Learning from Fact-Check via Self-Training518

Building on self-training methods like Med-Gemini519

(Saab et al., 2024), which integrate web search520

to enhance clinical reasoning, we propose a fact-521

checking-based approach tailored to the medical522

domain. Unlike existing methods that often rely523

on external web searches or curated labels, our524

approach generates multiple responses, evaluates525

their factuality using domain-specific retrieval sys-526

tems, and fine-tunes the model on validated outputs.527

This ensures greater reliability and domain adapta-528

tion. Our method also addresses limitations in prior529

work, such as SCoRe (Kumar et al., 2024), which530

focuses on general self-correction, and rationale-531

based self-improvement (Huang et al., 2022), by532

explicitly incorporating medical context and robust533

factuality checks to reduce hallucinations and im- 534

prove clinical relevance. 535

5 Conclusion 536

In this study, we explored the potential of fact- 537

checking mechanisms to enhance the factual accu- 538

racy of large language models in medical question- 539

answering tasks. 540

Firstly, we demonstrated that the Retrieval- 541

Augmented Factuality Evaluator can effec- 542

tively replace closed-source LLMs integrated with 543

Google Search by utilizing open-source LLMs and 544

a specialized corpus retrieval system. This archi- 545

tecture offers a more controllable, cost-effective, 546

and domain-adaptable solution, reducing reliance 547

on external APIs while enabling precise tuning for 548

specific datasets and domains. 549

Additionally, we proposed Fact-Check-then- 550

RAG, an innovative approach that integrates fact- 551

checking into Retrieval-Augmented Generation 552

workflows. This method improves the correctness 553

of generated responses without requiring updates 554

to model parameters. 555

Finally, we introduced two methods for learn- 556

ing from fact-checking results, providing a novel 557

framework to enhance LLM performance without 558

the need for labeled data. These methods lever- 559

age fact-checking outputs as pseudo-labels, en- 560

abling supervised fine-tuning on factually correct 561

responses and preference-based learning to refine 562

model outputs. This flexibility demonstrates the 563

robustness of fact-checking mechanisms in model 564

training, particularly in low-resource scenarios. 565

Overall, our findings highlight the versatility and 566

scalability of fact-checking systems like LEAF in 567

improving LLM accuracy, offering practical so- 568

lutions for knowledge-intensive domains such as 569

medical QA, even in resource-constrained settings. 570
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6 Limitations571

Despite the promising results, our study has several572

limitations that need to be addressed in future work.573

One significant limitation is the speed and compu-574

tational efficiency of the fact-checking system. The575

current implementation requires multiple iterations576

of inference with LLMs and several retrieval op-577

erations for each sentence in the responses. This578

process can be time-consuming and computation-579

ally intensive, potentially limiting the scalability580

and real-time applicability of our approach.581

Additionally, our study primarily focused on the582

medical domain, leveraging datasets and corpora583

specific to healthcare. While this domain speci-584

ficity ensured relevance and precision, it also limits585

the generalizability of our findings to other fields.586

Extending our approach to diverse domains and587

evaluating its effectiveness across various types588

of knowledge-intensive tasks will be crucial for589

broader applicability.590

Our future works will also explore RAFE’s per-591

formance upper bounds by leveraging more com-592

prehensive medical corpora and investigating the593

impact of multiple rounds of self-training. Addi-594

tionally, we plan to integrate stronger fact-checking595

models, such as Meta’s LLaMA 405B, to enhance596

the precision of our fact-verification process and597

extend RAFE’s applicability to other knowledge-598

intensive domains beyond healthcare.599
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A Appendix789

A.1 Overview790

This appendix provides supplementary information791

and detailed examples to support the methodology792

and results presented in the main paper. It is struc-793

tured as follows:794

• Datasets: A comprehensive description of795

the five medical datasets used in our experi-796

ments, including MedQA, MMLU-Medical,797

PubMedQA, BioASQ, and MedMCQA.798

• Factuality Confusion Matrixes799

• Fact-Checking as a Ranking Model800

• Self-Training Experimental Setup: Detailed801

information about the infrastructure, hyperpa-802

rameters, and training procedures used in our803

experiments.804

• Prompts: Examples of prompts used for805

query generation, fact-checking, and retrieval-806

augmented generation, demonstrating how807

our system interacts with the language mod-808

els.809

• Fact-Checking Process: A step-by-step walk-810

through of our fact-checking methodology, in-811

cluding:812

1. Query generation with context813

2. Retrieval from the MedCorp corpus814

3. Fact-checking with context815

• Fact-Check-Then-RAG process: A walk-816

through of how to use the fact-checking results817

to guide the RAG process.818

• Impact of Fact-Checking and Sample Ques-819

tions: An analysis of how fact-checking in-820

fluences the selection of correct options, il-821

lustrated with examples and visualizations.822

This section includes a set of sample ques-823

tions from the MedQA dataset to demonstrate824

the system’s performance and allow for exper-825

iment reproduction.826

Each section builds upon the previous ones, pro-827

viding a comprehensive view of our methodology828

and its application. The examples and figures829

throughout the appendix are designed to illustrate830

key concepts and provide empirical support for our831

approach.832

A.2 Datasets 833

In this subsection, we describe the datasets used in 834

our experiments. We utilize the MIRAGE bench- 835

mark (Xiong et al., 2024), which comprises five 836

medical QA datasets, including three medical ex- 837

amination QA datasets and two biomedical re- 838

search QA datasets. Specifically, the datasets are 839

as follows: 840

MMLU-Med (Hendrycks et al., 2020): This 841

dataset includes multiple-choice questions from 842

medical examinations, testing the model’s knowl- 843

edge and reasoning in various medical domains. 844

MedQA (Jin et al., 2021): This dataset contains 845

multiple-choice questions from the US medical 846

licensing examination, designed to evaluate the 847

model’s understanding of medical concepts and 848

clinical practices. 849

MedMCQA (Pal et al., 2022): This dataset fea- 850

tures multiple-choice questions from Indian medi- 851

cal examinations, providing a diverse set of ques- 852

tions that test the model’s knowledge in clinical 853

medicine and medical science. 854

PubMedQA* (Jin et al., 2019): Following the 855

setting in the MIRAGE paper, we use a modified 856

version of PubMedQA where all ground-truth sup- 857

porting contexts are excluded, resulting in Pub- 858

MedQA*. This dataset focuses on yes/no questions 859

derived from biomedical research articles, testing 860

the model’s ability to answer questions based solely 861

on the questions without additional context. 862

BioASQ-Y/N (Tsatsaronis et al., 2015): This 863

dataset contains yes/no questions from the BioASQ 864

challenge, which aims to test the model’s ability to 865

understand and answer questions based on biomed- 866

ical literature. 867

We adhere to the same settings as the MIRAGE 868

paper, including only multiple-choice questions re- 869

lated to biomedicine and excluding all ground-truth 870

supporting contexts for the questions. For example, 871

in PubMedQA, we remove the contexts and only 872

use the questions, resulting in PubMedQA*. It is 873

important to note that while we focus on medical 874

QA tasks in this work, our workflow of integrating 875

LLMs with fact-checking is generalizable to any 876

domain and can be applied to various tasks beyond 877

QA. We chose the QA task for its popularity in eval- 878

uating LLMs and demonstrating the effectiveness 879

of our proposed workflow. 880
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Dataset MedQA MMLU-Medical PubMedQA BioASQ MedMCQA Average

Lowest ArmoRM score 51.92 68.69 58.40 74.60 57.54 62.23
Highest ArmoRM score 56.80 73.19 60.20 78.32 59.91 65.68
∆(ArmoRM) 4.88 4.50 1.80 3.72 2.37 3.45
Lowest RAFE score 48.78 68.69 53.20 73.79 55.99 60.09
Highest RAFE score 60.33 73.55 64.60 79.94 61.42 67.97
∆(RAFE) 11.55 4.86 11.40 6.15 5.43 7.88

Table 5: Comparison of lowest and highest scored responses using ArmoRM and RAFE across five medical QA
datasets on LLaMA 3 8B Instruct. ∆ represents the difference between the highest and lowest performance for each
system.

A.3 Factuality Confusion Matrixes881

We evaluate the alignment between factual cor-882

rectness and actual correctness of LLaMA 3883

70B responses across five datasets—MedQA,884

MMLU Medical, PubMedQA, BioASQ, and885

MedMCQA—using Factcheck-GPT and RAFE.886

The alignment ratio, defined as the proportion of887

True Positives (TP) and True Negatives (TN) to888

total samples, quantifies the effectiveness of each889

fact-checking system.890

MedQA: As shown in Table 6, Factcheck-GPT891

achieves an alignment ratio of 0.42, while RAFE892

improves this to 0.73, a 31% increase. RAFE sig-893

nificantly reduces misaligned predictions (false pos-894

itives and false negatives).895

MMLU Medical: In Table 7, RAFE improves896

the alignment ratio from 0.46 (Factcheck-GPT) to897

0.61, a 15% gain, by increasing true positives (545898

vs. 414) and true negatives (121 vs. 82).899

PubMedQA: Table 8 shows RAFE improving900

the alignment ratio from 0.41 to 0.66 (+25%).901

RAFE achieves this by increasing alignment in902

both factual and actual correctness.903

BioASQ: On BioASQ (Table 9), RAFE achieves904

an alignment ratio of 0.60 compared to 0.39 for905

Factcheck-GPT (+21%), with significant improve-906

ments in true positives (258 vs. 145).907

MedMCQA: As seen in Table 10, RAFE908

achieves an alignment ratio of 0.53, compared909

to 0.43 for Factcheck-GPT (+10%). Despite the910

dataset’s size, RAFE consistently improves aligned911

predictions.912

Summary: RAFE consistently outperforms913

Factcheck-GPT across all datasets, with alignment914

ratio gains ranging from 10% to 31%. These re-915

sults highlight RAFE’s effectiveness in enhancing916

factual and actual correctness alignment.917

Method Type Actual Correct Actual Incorrect Alignment

Factcheck-GPT
Factual Correct 280 82

0.42
Factual Incorrect 656 255

RAFE
Factual Correct 706 110 0.73

Factual Incorrect 230 227

Table 6: Confusion matrix for the MedQA dataset, com-
paring Factcheck-GPT and RAFE.

Method Type Actual Correct Actual Incorrect Alignment

Factcheck-GPT
Factual Correct 414 80

0.46
Factual Incorrect 513 82

RAFE
Factual Correct 545 41 0.61

Factual Incorrect 382 121

Table 7: Confusion matrix for the MMLU Medical
dataset, comparing Factcheck-GPT and RAFE.

Method Type Actual Correct Actual Incorrect Alignment

Factcheck-GPT
Factual Correct 192 185

0.41
Factual Incorrect 111 12

RAFE
Factual Correct 211 79 0.66

Factual Incorrect 92 118

Table 8: Confusion matrix for the PubmedQA dataset,
comparing Factcheck-GPT and RAFE.

Method Type Actual Correct Actual Incorrect Alignment

Factcheck-GPT
Factual Correct 145 25

0.39
Factual Incorrect 353 95

RAFE
Factual Correct 258 10 0.60

Factual Incorrect 240 110

Table 9: Confusion matrix for the BioASQ dataset, com-
paring Factcheck-GPT and RAFE.

Method Type Actual Correct Actual Incorrect Alignment

Factcheck-GPT
Factual Correct 863 283

0.43
Factual Incorrect 2121 916

RAFE
Factual Correct 1310 295 0.53

Factual Incorrect 1674 904

Table 10: Confusion matrix for the MedMCQA dataset,
comparing Factcheck-GPT and RAFE.

A.4 Fact-Checking as a Ranking Model 918

We conducted an experiment to assess the effec- 919

tiveness of our fact-checking system as a ranking 920

model for responses generated by large language 921

models. Five responses were generated using the 922

LLaMA 3 8B Instruct model with a temperature set- 923

ting of 0.8. Each response was then scored by our 924
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fact-checking system, and the performance of the925

highest and lowest-scored responses was analyzed.926

For comparison, we also ran similar experiments927

using ArmoRM. (Wang et al., 2024a), a reward928

model designed to align LLMs with human prefer-929

ences. ArmoRM is trained using human preference930

data, employing a Mixture-of-Experts (MoE) strat-931

egy to select suitable reward objectives based on932

context.933

LLaMA 3 8B (Lowest ArmoRM score): Per-934

formance of the lowest scored response using the935

ArmoRM reward model.936

LLaMA 3 8B (Highest ArmoRM score): Per-937

formance of the highest scored response using the938

ArmoRM reward model.939

∆(ArmoRM): This indicates the difference940

in performance between the highest and lowest-941

scored responses using ArmoRM.942

LLaMA 3 8B (Lowest RAFE score): Perfor-943

mance of the lowest scored response using RAFE.944

LLaMA 3 8B (Highest RAFE score): Perfor-945

mance of the highest scored response using RAFE.946

∆(RAFE): This indicates the difference in per-947

formance between the highest and lowest-scored948

responses using our fact-checking system.949

As evident from table 5, our fact-checking sys-950

tem(RAFE) effectively ranks the responses to high-951

light the best-performing ones. The larger ∆ values952

for our system compared to ArmoRM demonstrate953

the robustness and efficiency of our fact-checking954

approach in differentiating between high-quality955

and low-quality responses.956

A.5 Self-Training Experimental Setup957

Optimization with SimPO The second part of our958

self-training approach utilizes Simple Preference959

Optimization (Meng et al., 2024) to rank and op-960

timize responses based on their factual accuracy.961

SimPO aligns the reward formulation directly with962

the generation metric, eliminating the need for a963

reference model. This process involves Fact-Check964

as Ranking Model:965

• Fact-Check as Ranking Model: The fact-966

checking system assigns scores to generated967

responses based on their factual accuracy. The968

highest-scoring responses are selected as “cho-969

sen” and the lowest-scoring as “rejected”.970

• SimPO Objective: The SimPO objective is de-971

signed to maximize the difference in rewards972

between the chosen and rejected responses.973

The reward is calculated as: 974

rSimPO(x, y) =
β

|y|

|y|∑
i=1

log πθ(yi|x, y<i)

(1) 975

where β is a scaling constant. 976

• Target Reward Margin: Additionally, we in- 977

troduce a target reward margin term, γ > 0, 978

to the Bradley-Terry objective to ensure that 979

the reward for the winning response, r(x, yw), 980

exceeds the reward for the losing response, 981

r(x, yl), by at least γ: 982

p(yw ≻ yl|x) = σ(r(x, yw)− r(x, yl)− γ).
(2) 983

Finally, we obtain the SimPO objective by 984

incorporating the length-normalized reward: 985

LSimPO(πθ) =− E(x,yw,yl)∼D 986[
log σ

(
β

|yw|
log πθ(yw|x) 987

− β

|yl|
log πθ(yl|x)− γ

)]
.

(3)

988

A.5.1 Hyperparameters for Training 989

The training of the LLaMA 3 8B Instruct model 990

was carefully configured using a set of hyperparam- 991

eters designed to optimize the model’s performance 992

on the selected tasks. The key hyperparameters and 993

their settings are summarized in Table 11. 994

The learning rate was set to 1.0× 10−6, a value 995

selected after initial experimentation to balance the 996

rate of convergence with the stability of training. A 997

batch size of 4 per device was chosen to ensure that 998

the model could effectively utilize the available 999

GPU memory, while the gradient accumulation 1000

steps were set to 8 to allow for a larger effective 1001

batch size without exceeding memory limits. 1002

The maximum sequence length was set to 2048 1003

tokens, with a prompt length of 1800 tokens, ensur- 1004

ing that the model could process lengthy inputs and 1005

generate comprehensive responses. The AdamW 1006

optimizer was selected for its effectiveness in han- 1007

dling weight decay during training, and the cosine 1008

learning rate scheduler was used to gradually re- 1009

duce the learning rate, facilitating smoother conver- 1010

gence. 1011

The warmup ratio of 0.1 was implemented to 1012

gently ramp up the learning rate at the beginning of 1013
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training, reducing the risk of instability in the early1014

stages. The number of training epochs was set to 5,1015

balancing training time with the need for thorough1016

model training.1017

Specific to SimPO, the beta and gamma hyper-1018

parameters were set to 2.5 and 1.4, respectively.1019

These values were selected based on prior research1020

and experimentation, optimizing the model’s pref-1021

erence ordering during training. Finally, a seed of1022

42 was used to ensure reproducibility of the results.1023

Hyperparameter Value
Learning Rate 1.0e-6
Batch Size per Device 4
Gradient Accumulation Steps 8
Max Sequence Length 2048
Max Prompt Length 1800
Optimizer AdamW
LR Scheduler Type Cosine
Warmup Ratio 0.1
Number of Training Epochs 5
Beta (SimPO) 2.5
Gamma (SimPO) 1.4
Seed 42

Table 11: Summary of Hyperparameters for Training
with SimPO.

A.5.2 Infrastructure1024

All experiments presented in this paper were con-1025

ducted using a computing environment equipped1026

with four NVIDIA H100 80GB GPUs. These1027

GPUs are built on the Hopper architecture and1028

feature HBM3 memory, providing exceptional per-1029

formance for large-scale AI and machine learning1030

tasks.1031

This high-performance hardware configuration1032

enabled efficient handling of the computationally1033

intensive tasks required for training and evaluat-1034

ing large language models across multiple medical1035

datasets.1036

A.5.3 Self-Training Experiments1037

In this set of experiments, we focused on evalu-1038

ating the impact of self-training using the Llama1039

3 8B Instruct model across five medical datasets.1040

The process began by generating five responses1041

for each prompt, with each prompt correspond-1042

ing to a question in the selected medical datasets:1043

MedQA, MMLU-Medical, PubMedQA, BioASQ,1044

and MedMCQA.1045

After generating the responses, we applied two 1046

different approaches for each dataset: 1047

• Supervised Fine-Tuning on Fact-Checked Re- 1048

sponses: In this approach, we fine-tuned the 1049

model using only the responses that passed a 1050

rigorous fact-checking process. This ensured 1051

that the model learned from the most accurate 1052

data available. 1053

• Simple Preference Optimization with Fact- 1054

Check Ranking: Here, we utilized fact-check 1055

scores to rank the generated responses. The 1056

highest-ranked responses were used for fur- 1057

ther optimization of the model via SimPO, 1058

refining the model’s output quality based on 1059

factual correctness. 1060

Each of these self-training methods—SFT and 1061

SimPO—was performed separately on each dataset 1062

to assess their individual impact on the model’s 1063

performance. After the training process, we evalu- 1064

ated the accuracy and reliability of the fine-tuned 1065

models across the same medical QA datasets, al- 1066

lowing us to determine the effectiveness of each 1067

self-training approach. 1068

It is important to note that all fine-tuning in this 1069

experiment was conducted as full fine-tuning with- 1070

out the use of any LoRA (Low-Rank Adaptation) 1071

techniques. 1072

A.6 Prompts 1073

In this section, we provide an overview of the 1074

various prompts used in our experiments (Table 1075

12). These prompts were designed to guide the 1076

LLM through different stages of processing, includ- 1077

ing query generation, fact-checking, and retrieval- 1078

augmented generation. Each prompt is tailored to 1079

specific tasks, ensuring the model receives clear 1080

instructions to perform the required actions effec- 1081

tively. 1082

• {_KNOWLEDGE_PLACEHOLDER}: 1083

This represents the background information 1084

or facts that are provided to the model. It 1085

typically includes retrieved documents, or 1086

previously established facts that can help the 1087

model in its reasoning process. 1088

• {_CONTEXT_PLACEHOLDER}: This 1089

contains the specific scenario or question that 1090

the model needs to address. In medical QA 1091

tasks, this often includes patient information, 1092

symptoms, and other relevant details of the 1093
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case. For example, in MedQA, this part is1094

dynamically filled with a question and the cor-1095

responding answer options.1096

• {_STATEMENT_PLACEHOLDER}: This1097

represents a specific claim or assertion that1098

the model needs to evaluate or fact-check1099

based on the given knowledge and context.1100

In our medical QA experiments, this place-1101

holder is filled with individual sentences from1102

the LLM’s initial response to a question. Each1103

sentence is fact-checked separately to assess1104

the factual accuracy of the entire response at1105

a granular level.1106

• {_QUESTION_PLACEHOLDER}: In the1107

Fact-Check-Then-RAG prompt, this repre-1108

sents the full question text that the model1109

needs to answer.1110

• {_OPTIONS_PLACEHOLDER}: In the1111

Fact-Check-Then-RAG prompt, this contains1112

the list of multiple-choice options that the1113

model can choose from when answering the1114

question.1115

These placeholders are dynamically filled with1116

appropriate content during the execution of our1117

system, allowing for flexible and context-specific1118

interactions with the language model.1119

A.7 Fact-Checking Process1120

To evaluate the effectiveness of our fact-checking1121

system, we conducted experiments using the Llama1122

3 70B Instruct model on several samples of the1123

MedQA dataset. For each question, ten responses1124

were generated with a temperature setting of 1.2.1125

These responses were subsequently evaluated us-1126

ing our fact-checking system. The figure 8 dis-1127

plays the frequency of each answer option along1128

with the average fact-check score assigned to those1129

options. Notably, the fact-check scores tend to1130

be higher for the correct answers, which are high-1131

lighted in gold. This visualization illustrates the1132

correlation between the frequency of selected op-1133

tions and their factual accuracy, as determined by1134

the fact-checking system. The results demonstrate1135

that the fact-checking system can reliably identify1136

and score correct responses, supporting its utility in1137

enhancing the factual accuracy of model outputs.1138

We present an example from the MedQA dataset1139

to illustrate the fact-checking process. The example1140

involves a 13-year-old boy presenting with severe1141

knee, hip, and groin pain. The prompt for the model 1142

was: 1143

An example of MedQA Question A 1144

13-year-old boy presents to the emer- 1145

gency department with severe knee, hip, 1146

and groin pain. The patient has a past 1147

medical history notable only for obe- 1148

sity and asthma. His temperature is 1149

98°F (36.7°C), blood pressure is 124/65 1150

mmHg, pulse is 128/min, respirations are 1151

14/min, and oxygen saturation is 99% on 1152

room air. Physical exam is notable for an 1153

inability of the patient to bear weight on 1154

his left leg and limited range of motion 1155

of the left hip. Which of the following is 1156

the best management for this patient? 1157

The available choices were: 1158

• (A) Casting and crutches 1159

• (B) Immobilization of the hip in a Pavlik har- 1160

ness 1161

• (C) Supportive therapy and observation 1162

• (D) Surgical drainage of the hip 1163

• (E) Surgical pinning of the femoral head 1164

(Correct) 1165

For this prompt, we generated 5 responses using 1166

the Llama 3 70B Instruct model with a temperature 1167

of 1.2. The responses were then fact-checked, with 1168

each sentence in the response being evaluated for 1169

factual accuracy against retrieved knowledge. The 1170

fact-check score for each response was calculated 1171

as the ratio of sentences supported by the retrieved 1172

knowledge to the total number of sentences in the 1173

response. 1174

Table 13 illustrates the LLM original generated 1175

responses, and their selected options, correspond- 1176

ing fact-check scores. In the markup text, sentences 1177

that were not supported by the retrieved knowl- 1178

edge are highlighted in red, while sentences that 1179

were supported remain in black. 1180

We will take the first response in Table 13 as an 1181

example to show how to do fact-check with context. 1182

An Example of LLM original response 1183

**(D) Surgical drainage of the hip** 1184

**Reasoning:** This patient’s symptoms 1185

and physical exam findings are highly 1186

suggestive of a septic hip, also known 1187
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Type Prompt
Query gen-
eration with
context Instructions:

1. You have been given a STATEMENT, a CONTEXT and some KNOWLEDGE points.
2. Your goal is to try to find evidence that either supports or does not support the factual accuracy of the

↪→ given STATEMENT in the given CONTEXT.
3. To do this, you are allowed to issue ONE Google Search query that you think will allow you to find

↪→ additional useful evidence.
4. Your query should aim to obtain new information that does not appear in the KNOWLEDGE. This new

↪→ information should be useful for determining the factual accuracy of the given STATEMENT.
5. Format your final query by putting it in a markdown code block.

KNOWLEDGE:
{_KNOWLEDGE_PLACEHOLDER}

CONTEXT:
{_CONTEXT_PLACEHOLDER}

STATEMENT:
{_STATEMENT_PLACEHOLDER}

Fact-check with
context

Instructions:
1. You have been given a STATEMENT, a CONTEXT and some KNOWLEDGE points.
2. Determine whether the given STATEMENT is supported by the given CONTEXT, you can use the given

↪→ KNOWLEDGE to support your decision if necessary. The STATEMENT is supported if it is a
↪→ proper action or reasoning given the CONTEXT.

3. Before showing your answer, think step−by−step and show your specific reasoning.
4. If the STATEMENT is supported by the CONTEXT, be sure to show the supporting evidence.
5. After stating your reasoning, restate the STATEMENT and then determine your final answer based on

↪→ your reasoning and the STATEMENT.
6. Your final answer should be either "{SUPPORTED_LABEL}" or
"{NOT_SUPPORTED_LABEL}". Wrap your final answer in square brackets.

KNOWLEDGE:
{_KNOWLEDGE_PLACEHOLDER}

CONTEXT:
{_CONTEXT_PLACEHOLDER}

STATEMENT:
{_STATEMENT_PLACEHOLDER}

Fact-Check-
Then-RAG

Given a multiple choice question, please select the correct answer and also provide a detailed reasoning for
↪→ your choice. You can using the information provided in the knowledge section if necessary.

KNOWLEDGE:
{_KNOWLEDGE_PLACEHOLDER}

QUESTION:
{_QUESTION_PLACEHOLDER}

OPTIONS:
{_OPTIONS_PLACEHOLDER}

ANSWER:

Table 12: All prompts used in our work.
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as infectious arthritis of the hip. The1188

patient’s severe pain, limited range of1189

motion, and inability to bear weight on1190

the left leg are all consistent with an1191

inflammatory response in the hip joint.1192

The fact that the patient is afebrile (nor-1193

mal temperature) does not rule out septic1194

arthritis, as some patients may not de-1195

velop a fever. The past medical history1196

of obesity and asthma are not directly1197

related to the patient’s current symptoms.1198

The patient’s vital signs indicate tachy-1199

cardia (elevated heart rate), which may1200

be due to pain or inflammation. Given1201

the high likelihood of septic arthritis, the1202

best management for this patient is surgi-1203

cal drainage of the hip (option D). Delay-1204

ing drainage can lead to permanent dam-1205

age to the joint and surrounding bone.1206

Surgical drainage will allow for removal1207

of infected fluid and tissue, as well as col-1208

lection of a sample for microbiological1209

analysis to guide antibiotic therapy. The1210

other options are not appropriate in this1211

scenario: * (A) Casting and crutches are1212

not indicated for a potentially infected1213

joint. * (B) Pavlik harness is a device1214

used to treat developmental dysplasia of1215

the hip in infants, not for septic arthritis1216

in adolescents. * (C) Supportive therapy1217

and observation would not adequately1218

address the potential infection and may1219

lead to further harm. * (E) Surgical pin-1220

ning of the femoral head is not a treat-1221

ment for septic arthritis; it may be used1222

for fractures or other orthopedic condi-1223

tions, but not for an infected joint. There-1224

fore, the best management for this patient1225

is surgical drainage of the hip (option D).1226

A.7.1 Query Generation with Context1227

First, we use the "Query generation with context"1228

prompt (as shown in Table 12) to generate a search1229

query. For this example, the CONTEXT is the full1230

question text, and the STATEMENT is a response1231

generated by the LLM. A sample STATEMENT1232

from the above response could be:1233

Given the high likelihood of septic arthri-1234

tis, the best management for this patient1235

is surgical drainage of the hip (option1236

D).1237

The LLM then generates a search query based 1238

on this information: 1239

13−year−old boy knee hip groin pain unable to bear weight 1240
↪→ best management 1241

The detail is shown in Figure 4. 1242

A.7.2 Retrieval from MedCorp Corpus 1243

Next, we use this query to retrieve 3 relevant docu- 1244

ments from the MedCorp corpus using ColBERT 1245

retrieval. The retrieved documents provide addi- 1246

tional context for fact-checking. This process is as 1247

shown in Figure 5. 1248

A.7.3 Fact-Check with Context 1249

Finally, we use the "Fact-check with context" 1250

prompt (Table 12) to evaluate the factual accuracy 1251

of the STATEMENT. The KNOWLEDGE place- 1252

holder is filled with the retrieved documents, and 1253

the CONTEXT and STATEMENT remain the same 1254

as in the query generation step. The filled prompt 1255

is shown in Figure 6. 1256

The LLM then evaluates the statement and pro- 1257

vides a reasoning: 1258

The STATEMENT is not supported by the 1259

CONTEXT. The CONTEXT does not pro- 1260

vide any information that would support 1261

a diagnosis of septic arthritis or the need 1262

for surgical drainage of the hip. The 1263

patient’s symptoms are more consistent 1264

with conditions such as slipped capital 1265

femoral epiphysis (SCFE), which is com- 1266

mon in obese adolescents and typically 1267

requires surgical pinning of the femoral 1268

head. 1269

Final answer: [Not Supported] 1270

This process is repeated for each sentence in 1271

the LLM’s response, allowing for a granular as- 1272

sessment of the response’s factual accuracy. The 1273

overall fact-check score for the response is then 1274

calculated as the ratio of supported sentences to the 1275

total number of sentences. 1276

The results demonstrate that our fact-checking 1277

system can reliably identify and score correct re- 1278

sponses, supporting its utility in enhancing the fac- 1279

tual accuracy of model outputs. 1280

A.8 Fact-Check-Then-RAG 1281

After the initial fact-checking process, if the LLM’s 1282

response is found to contain inaccuracies, we em- 1283

ploy the Fact-Check-Then-RAG approach to im- 1284

prove the response. This method leverages the 1285
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Selected Option Fact-Check Score Response
D 0.75 **(D) Surgical drainage of the hip** **Reasoning:** This patient’s symptoms and physical exam findings are

highly suggestive of a septic hip, also known as infectious arthritis of the hip. The patient’s severe pain, limited
range of motion, and inability to bear weight on the left leg are all consistent with an inflammatory response in
the hip joint. The fact that the patient is afebrile (normal temperature) does not rule out septic arthritis, as some
patients may not develop a fever. The past medical history of obesity and asthma are not directly related to the
patient’s current symptoms. The patient’s vital signs indicate tachycardia (elevated heart rate), which may be
due to pain or inflammation. Given the high likelihood of septic arthritis, the best management for this patient
is surgical drainage of the hip (option D). Delaying drainage can lead to permanent damage to the joint and
surrounding bone. Surgical drainage will allow for removal of infected fluid and tissue, as well as collection
of a sample for microbiological analysis to guide antibiotic therapy. The other options are not appropriate in
this scenario: * (A) Casting and crutches are not indicated for a potentially infected joint. * (B) Pavlik harness
is a device used to treat developmental dysplasia of the hip in infants, not for septic arthritis in adolescents. *
(C) Supportive therapy and observation would not adequately address the potential infection and may lead to
further harm. * (E) Surgical pinning of the femoral head is not a treatment for septic arthritis; it may be used for
fractures or other orthopedic conditions, but not for an infected joint. Therefore, the best management for this
patient is surgical drainage of the hip (option D).

B 0.5 **Answer**: (B) Immobilization of the hip in a Pavlik harness **Reasoning**: Based on the symptoms and
physical exam findings, the most likely diagnosis is a slipped capital femoral epiphysis (SCFE). SCFE is a
common condition affecting adolescents, particularly obese individuals, where the epiphysis (growth plate) at
the proximal end of the femur slips, causing hip pain and limited mobility. The patient’s age, symptoms, and
physical exam findings are consistent with SCFE. The inability to bear weight on the left leg and limited range of
motion of the left hip suggest a hip-related issue. SCFE is more common in obese individuals, and the patient’s
history of obesity supports this diagnosis. Immobilization of the hip in a Pavlik harness (option B) is the best
management for this patient. The Pavlik harness is a device that maintains the hip in a position that reduces
the risk of further slippage and allows for gentle reduction of the epiphysis. This approach is often used for
SCFE, especially in cases where the slippage is mild to moderate. The other options are not appropriate for
this patient: * Casting and crutches (option A) would not be effective in reducing the risk of further slippage or
promoting healing. * Supportive therapy and observation (option C) would not provide adequate stability or
treatment for the condition. * Surgical drainage of the hip (option D) is not indicated, as SCFE is not typically
associated with an infectious process. * Surgical pinning of the femoral head (option E) may be necessary in
some cases of SCFE, but it is not the initial management of choice. Surgery is often reserved for more severe
cases or when orthopedic management fails. In conclusion, immobilization of the hip in a Pavlik harness is the
best management for this patient, given the likely diagnosis of SCFE and the need to reduce the risk of further
slippage and promote healing.

E 1.0 (E) Surgical pinning of the femoral head **Reasoning**: The patient’s symptoms, particularly the sudden
onset of severe knee, hip, and groin pain, along with the inability to bear weight and limited range of motion
of the left hip, suggest a diagnosis of slipped capital femoral epiphysis (SCFE). SCFE is a common condition
in adolescents, particularly in those who are obese, which is consistent with the patient’s past medical history.
SCFE occurs when the femoral head slips out of place at the growth plate, leading to a mismatch between the
head and neck of the femur. This can cause significant pain, stiffness, and impaired mobility in the affected hip
and surrounding areas. Now, let’s evaluate the options: (A) Casting and crutches are typically used for fractures
or sprains, which are not likely diagnoses based on the patient’s symptoms. (B) Immobilization in a Pavlik
harness is usually used for developmental dysplasia of the hip (DDH) in infants, not for SCFE in adolescents. (C)
Supportive therapy and observation may be appropriate for minor injuries or self-limiting conditions, but SCFE
requires more prompt and definitive treatment to prevent long-term complications, such as osteoarthritis and hip
deformities. (D) Surgical drainage of the hip is not typically indicated for SCFE, as there is no clear indication
of infection or abscess formation. (E) Surgical pinning of the femoral head is the most appropriate management
for this patient. This procedure involves stabilizing the femoral head with one or more pins to prevent further
slippage and promote healing. Early surgical intervention can help prevent long-term complications and improve
outcomes for patients with SCFE. Therefore, the correct answer is (E) Surgical pinning of the femoral head.

D 0.64 **Answer**: D) Surgical drainage of the hip **Reasoning**: Based on the patient’s symptoms and physical
exam findings, the most likely diagnosis is a septic hip, which is a medical emergency. The patient’s severe
pain, inability to bear weight, and limited range of motion of the left hip suggest an inflammatory process in
the hip joint. Although the patient’s temperature is normal, the patient’s pulse is elevated, which could indicate
an underlying infection. Given the patient’s symptoms and physical exam findings, surgical drainage of the
hip is the best management option. Septic arthritis of the hip joint requires urgent surgical intervention to
drain the infected joint fluid, wash out the joint, and administer antibiotics to prevent long-term damage to the
joint. Option A, casting and crutches, is not appropriate for a suspected septic hip, as it would not address the
underlying infection. Option B, immobilization of the hip in a Pavlik harness, is used to treat developmental
dysplasia of the hip in infants, not septic hip in adolescents. Option C, supportive therapy and observation,
would not be sufficient to manage a septic hip, as it would not address the underlying infection and could lead to
long-term joint damage. Option E, surgical pinning of the femoral head, is not indicated in this scenario, as it is
used to treat femoral neck fractures or slipped capital femoral epiphyses, not septic hip. In conclusion, surgical
drainage of the hip is the best management option for this patient to ensure prompt treatment of the suspected
septic hip and prevent long-term joint damage.

Table 13: Generated responses, selected options, fact-check scores, and response generated for the example question.
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An Example Prompt for Query Generation with Context

Instructions:
1. You have been given a STATEMENT, a CONTEXT and some KNOWLEDGE points.
2. Your goal is to try to find evidence that either supports or does not support the factual accuracy
of the given STATEMENT in the given CONTEXT.
3. To do this, you are allowed to issue ONE Google Search query that you think will allow you to
find additional useful evidence.
4. Your query should aim to obtain new information that does not appear in the KNOWLEDGE.
This new information should be useful for determining the factual accuracy of the given STATE-
MENT.
5. Format your final query by putting it in a markdown code block.
KNOWLEDGE: {_KNOWLEDGE_PLACEHOLDER}
CONTEXT: A 13-year-old boy presents to the emergency department with severe knee, hip, and
groin pain. The patient has a past medical history notable only for obesity and asthma. His
temperature is 98°F (36.7°C), blood pressure is 124/65 mmHg, pulse is 128/min, respirations
14/min, and oxygen saturation is 99% on room air. Physical exam is notable for an inability of
the patient to bear weight on his left leg and limited range of motion of the left hip. Which of the
following is the best management for this patient. The available choices were: (A) Casting and
crutches (B) Immobilization of the hip in a Pavlik harness (C) Supportive therapy and observation
(D) Surgical drainage of the hip (E) Surgical pinning of the femoral head.
STATEMENT: Given the high likelihood of septic arthritis, the best management for this patient is
surgical drainage of the hip (option D).

LLM Response:
13-year-old boy knee hip groin pain unable to bear weight best
management

Figure 4: An Example Prompt for Query Generation with Context
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An Example Query to MedCorp Corpus

13-year-old boy knee hip groin pain unable to bear weight best management

Retrieved Docs from MedCorp Corpus with ColBERT Retrieval:
in extreme cases and in older children.Slipped Capital Femoral
EpiphysisChildren ages 10 to 16 years can develop displacement
of the epiphysis on the femoral neck with no history of injury.
The slippage occurs through the weak zone (hypertrophic zone)
of the growth plate. When slippage occurs in young patients,
check for endocrine disorders such as hypothyroid-ism, renal
osteodystrophy, and growth hormone deficiency. Slipped capital
femoral epiphysis (SCFE) is associated with African-American
heritage and obesity, and it is more com-mon in boys than
in girls. One-quarter of cases are bilateral. In patients
with endocrine etiology, the condition is usually bilateral.
Patients generally present with groin and anterior thigh pain,
and the patient may have antalgic gait and a limp.
The mean age at onset is 6 years, with a range of 3 to 8 years.
It is twice as common in male children. The patient or family
will describe an acute onset of pain in the groin/hip, anterior
thigh, or knee. Irritation of the obturator nerve can cause
referred pain in the thigh and knee when the pathology is at
the hip. Patients with transient synovitis are often afebrile,
walk with a painful limp, and have normal to minimally elevated
white blood cell count, C-reactive protein, and erythrocyte
sedimentation rate compared with bacterial diseases of the hip
(Table 199-1). Table 197-3 lists the differential diagnosis of
a limping child. Anteroposterior and frog-leg radiographs of
the hip are usually normal. Ultrasonography may reveal a joint
effusion.
and pelvic osteoto-mies, are done in older age groups and
in more severe cases. Osteonecrosis of the femoral head
is a possible complication of treatment and can result
in pain and decreased range of motion.Legg-Calvé-Perthes
DiseaseOsteonecrosis of the proximal femoral epiphysis can
cause flattening of the femoral head called Legg-Calvé Perthes
disease. The age at presentation is between 4 and 8 years
of age and occurs more in males, usually affecting one side.
Younger age at presentation (less than 6 years old) will have
a better prognosis. The patient presents with groin or knee
pain, decreased hip motion, and a limp.

Figure 5: An example query to MedCorp Corpus and 3 retrieved documents
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knowledge retrieved during the fact-checking stage1286

to generate a more accurate answer.1287

Using our example question about the 13-year-1288

old boy, let’s walk through the Fact-Check-Then-1289

RAG process:1290

First, we use the "Fact-Check-then-RAG"1291

prompt (as shown in Table 12). The KNOWL-1292

EDGE placeholder is filled with the relevant infor-1293

mation retrieved during the fact-checking process.1294

For our example, this might include:1295

Slipped capital femoral epiphysis (SCFE)1296

is associated with African-American her-1297

itage and obesity, and it is more com-1298

mon in boys than in girls. Patients gener-1299

ally present with groin and anterior thigh1300

pain, and the patient may have antalgic1301

gait and a limp. Patient may present1302

with knee pain that can lead to missing1303

the diagnosis. In pediatric patients with1304

knee pain, the ipsilateral hip should be1305

assessed as well.1306

The QUESTION placeholder contains the orig-1307

inal question text, and the OPTIONS placeholder1308

lists the available choices. The prompt for the LLM1309

would then look like Figure 7.1310

The LLM then generates a new response based1311

on this prompt. It excludes the option D based1312

on the knowledge retrieved from previous fact-1313

checking, and reaches the correct answer:1314

(D) Surgical drainage of the hip is not1315

typically indicated for SCFE, as there1316

is no clear indication of infection or ab-1317

scess formation.1318

...1319

Therefore, the correct answer is (E) Sur-1320

gical pinning of the femoral head.1321

This Fact-Check-Then-RAG process allows the1322

LLM to generate a more accurate and well-1323

reasoned response by incorporating the relevant1324

medical knowledge retrieved during the fact-1325

checking stage. The resulting answer is not only1326

correct but also provides a detailed explanation1327

grounded in factual information.1328

A.9 Impact of Fact-Checking and Sample1329

Questions1330

To demonstrate the effectiveness of our fact-1331

checking system, we conducted experiments us-1332

ing the Llama 3 70B Instruct model on multiple1333

samples from the MedQA dataset. Figure 8 illus- 1334

trates the results of these experiments, showing 1335

the frequency of selected answer options and their 1336

corresponding fact-check scores. 1337

For each of the six sample questions, we gener- 1338

ated ten responses using a temperature setting of 1339

1.2. Our fact-checking system then evaluated these 1340

responses, assigning scores to each option. The 1341

results reveal several key insights: 1342

Correlation with Correct Answers: Across all 1343

samples, the correct answers (highlighted in gold) 1344

consistently received higher fact-check scores. 1345

This strong correlation demonstrates the ability of 1346

our fact-checking system to identify factually accu- 1347

rate responses. 1348

Handling of Ambiguity: In some cases, such as 1349

sample 4, multiple options received relatively high 1350

fact-check scores. This suggests that our system 1351

can capture nuanced differences in factual accuracy, 1352

even when multiple options may have some degree 1353

of correctness. 1354

Consistency Across Samples: The pattern of 1355

higher fact-check scores for correct answers is con- 1356

sistent across all six samples, indicating the ro- 1357

bustness of our approach across different types of 1358

medical questions. 1359

Potential for Improving Model Performance: 1360

The clear distinction in fact-check scores between 1361

correct and incorrect answers suggests that our 1362

system could be effectively used to enhance the 1363

model’s decision-making process, potentially im- 1364

proving its overall performance on medical QA 1365

tasks. 1366

To provide context for these results, we present 1367

the six sample questions from the MedQA dataset 1368

used in this analysis, shown in Figure 9 and Figure 1369

10. 1370

These sample questions cover a range of medical 1371

scenarios and concepts, demonstrating the versa- 1372

tility of our fact-checking system across different 1373

types of medical knowledge and reasoning tasks. 1374
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An Example Prompt for Fact-Check with Context

Instructions:
1. You have been given a STATEMENT, a CONTEXT and some KNOWLEDGE points.
2. Determine whether the given STATEMENT is supported by the given CONTEXT, you can use
the given KNOWLEDGE to support your decision if necessary. The STATEMENT is supported if
it is a proper action or reasoning given the CONTEXT.
3. Before showing your answer, think step-by-step and show your specific reasoning.
4. If the STATEMENT is supported by the CONTEXT, be sure to show the supporting evidence.
5. After stating your reasoning, restate the STATEMENT and then determine your final answer
based on your reasoning and the STATEMENT.
6. Your final answer should be either "{SUPPORTED_LABEL}" or
"{NOT_SUPPORTED_LABEL}". Wrap your final answer in square brackets.
KNOWLEDGE:
(1). in extreme cases and in older children . . .
(2). The mean age at onset is 6 years, with a range of 3 to 8 years . . .
(3). and pelvic osteoto-mies, are done in older age groups and in more severe cases . . .
(4) . . .

CONTEXT: A 13-year-old boy presents to the emergency department with severe knee, hip, and
groin pain . . .
STATEMENT: Given the high likelihood of septic arthritis, the best management for this patient is
surgical drainage of the hip (option D).

LLM Response:
The given STATEMENT is "Given the high likelihood of septic
arthritis, the best management for this patient is Surgical
drainage of the hip."
To determine if this STATEMENT is supported by the CONTEXT, I
will analyze the information provided in the CONTEXT and compare
it with the STATEMENT.
The CONTEXT describes a 13-year-old boy ...
Final answer: [Not Supported]

Figure 6: An example prompt for Fact-Check with context. The final answer to the statement is [Not Supported].
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An Example Prompt for Fact-Check-Then-RAG

Given a multiple choice question, please select the correct answer and also provide a detailed
reasoning for your choice. You can using the information provided in the knowledge section if
necessary.

KNOWLEDGE:
(1). in extreme cases and in older children ...
(2). The mean age at onset is 6 years, with a range of 3 to 8 years...
(3). and pelvic osteoto-mies, are done in older age groups and in more severe cases...
(4). ...

QUESTION: A 13-year-old boy presents to the emergency department with severe knee, hip,
and groin pain. The patient has a past medical history notable only for obesity and asthma. His
temperature is 98°F (36.7°C), blood pressure is 124/65 mmHg, pulse is 128/min, respirations
14/min, and oxygen saturation is 99% on room air. Physical exam is notable for an inability of the
patient to bear weight on his left leg and limited range of motion of the left hip. Which of the
following is the best management for this patient.

OPTIONS: (A) Casting and crutches (B) Immobilization of the hip in a Pavlik harness (C)
Supportive therapy and observation (D) Surgical drainage of the hip (E) Surgical pinning of the
femoral head.

ANSWER:

LLM Response:
(E) Surgical pinning of the femoral head

**Reasoning**:
The patient’s symptoms, particularly the sudden onset of severe
knee, hip, and groin pain, along with the inability to bear
weight and limited range of motion of the left hip, suggest a
diagnosis of slipped capital femoral epiphysis (SCFE)...
Therefore, the correct answer is (E) Surgical pinning of the
femoral head.

Figure 7: An example prompt for Fact-Check-Then-RAG
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Figure 8: Frequency of selected answer options and their corresponding fact-check scores across multiple samples
from the MedQA dataset using the Llama 3 70B Instruct model. For each question, ten responses were generated
with a temperature setting of 1.2. The fact-check system assigned scores to each option, with higher scores indicating
higher factual accuracy. The correct answers, highlighted in gold, consistently received higher fact-check scores.
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Sample 1: A 13-year-old boy presents to the emergency department with severe knee, hip, and groin pain. The patient has a past
medical history notable only for obesity and asthma. His temperature is 98°F (36.7°C), blood pressure is 124/65 mmHg, pulse is
128/min, respirations are 14/min, and oxygen saturation is 99% on room air. Physical exam is notable for an inability of the
patient to bear weight on his left leg and limited range of motion of the left hip. Which of the following is the best management
for this patient?
Choices:

(A) Casting and crutches

(B) Immobilization of the hip in a Pavlik harness

(C) Supportive therapy and observation

(D) Surgical drainage of the hip

(E) Surgical pinning of the femoral head

Sample 2: A 36-year-old nursing home worker presents to the clinic with the complaints of breathlessness, cough, and night
sweats for the past 2 months. She further expresses her concerns about the possibility of contracting tuberculosis as one of
the patients under her care is being treated for tuberculosis. A PPD skin test is done and reads 11 mm on day 3. Chest X-ray
demonstrates a cavitary lesion in the right upper lobe. The standard anti-tuberculosis medication regimen is started. At a
follow-up appointment 3 months later the patient presents with fatigue. She has also been experiencing occasional dizziness,
weakness, and numbness in her feet. Physical exam is positive for conjunctival pallor. Lab work is significant for a hemoglobin
level of 10 g/dL and mean corpuscular volume of 68 fl. What is the most likely cause of her current symptoms?
Choices:

(A) Decreased methionine synthesis

(B) Inhibition of ferrochelatase

(C) Increased homocysteine degradation

(D) Increased GABA production

(E) Decreased ALA synthesis

Sample 3: A 72-year-old woman is admitted to the hospital for treatment of unstable angina. Cardiac catheterization shows
occlusion that has caused a 50% reduction in the diameter of the left circumflex artery. Resistance to blood flow in this vessel
has increased by what factor relative to a vessel with no occlusion?
Choices:

(A) 64

(B) 16

(C) 8

(D) 4

(E) 32

Figure 9: Sample questions 1-3 from the MedQA dataset
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Sample 4: A 49-year-old woman is brought to the emergency department with progressive dyspnea and cough which she
developed approx. 8 hours ago. 2 weeks ago she had a prophylactic ovariectomy because of a family history of ovarian cancer.
She is known to have type 2 diabetes mellitus and stage 1 hypertension, but she does not take her antihypertensives because she
is not concerned about her blood pressure. Also, she has a history of opioid abuse. She takes metformin 1000 mg and aspirin
81 mg. She has been smoking 1 pack of cigarettes per day for 22 years. Her vital signs are as follows: blood pressure 155/80
mm Hg, heart rate 101/min, respiratory rate 31/min, and temperature 37.9C (100.2F). Blood saturation on room air is 89%. On
examination, the patient is dyspneic and acrocyanotic. Lung auscultation reveals bilateral rales over the lower lobes. A cardiac
examination is significant for S2 accentuation best heard in the second intercostal space at the left sternal border and S3 presence.
There is no leg edema. Neurological examination is within normal limits. Arterial blood gases analysis shows the following
results: pH 7.49 PaO2 58 mm Hg PaCO2 30 mm Hg HCO3- 22 mEq/L Based on the given data, which of the following could
cause respiratory failure in this patient?
Choices:

(A) Increased alveolar dead space due to absent perfusion of certain alveoli

(B) Ischemia of the medullary respiratory center neurons

(C) Alveolar fibrosis

(D) Depression of the respiratory center via opioid receptors activation

(E) Decreased V/Q due to bronchial obstruction

Sample 5: While in the ICU, a 62-year-old male undergoes placement of a Swan-Ganz catheter to evaluate his right heart
pressures. All pressures are found to be within normal limits, and the cardiology fellow records a pulmonary wedge pressure of
10 mmHg. Which of the following are normal values for the pressures that will be obtained from this patient’s right ventricle?
Choices:

(A) 25/10 mmHg

(B) 25/5 mmHg

(C) 10/0 mmHg

(D) 100/5 mmHg

(E) 100/70 mmHg

Sample 6: A previously healthy 6-year-old boy is brought to the physician because of generalized malaise and a palpable
swelling in the left axilla. The parents report that 2 weeks ago, his daycare group visited an animal shelter, after which he
developed a rash on the left hand. His temperature is 38.5°C (101.3°F). Physical examination shows three linear crusts on an
erythematous background on the dorsum of the left hand. There is tender left-sided axillary and cervical lymphadenopathy.
Histopathologic examination of an axillary lymph node shows necrotizing granulomas. The most likely causal organism of this
patient’s clinical findings is also involved in the pathogenesis of which of the following conditions?
Choices:

(A) Bacillary angiomatosis

(B) Burkitt lymphoma

(C) Condylomata lata

(D) Brucellosis

(E) Bubonic plague

Figure 10: Sample questions 4-6 from the MedQA dataset
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