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ABSTRACT

Reinforcement learning usually assumes a given or sometimes even fixed envi-
ronment in which an agent seeks an optimal policy to maximize its long-term
discounted reward. In contrast, we consider agents that are not limited to pas-
sive adaptations: they instead have model-changing actions that actively modify
the RL model of world dynamics itself. Reconfiguring the underlying transition
processes can potentially increase the agents’ rewards. Motivated by this setting,
we introduce the multi-layer configurable time-varying Markov decision process
(MCTVMDP). In an MCTVMDP, the lower-level MDP has a non-stationary tran-
sition function that is configurable through upper-level model-changing actions.
The agent’s objective consists of two parts: Optimize the configuration policies in
the upper-level MDP and optimize the primitive action policies in the lower-level
MDP to jointly improve its expected long-term reward.

1 INTRODUCTION

Reinforcement learning, which is based on the mathematical model Markov decision process
(MDP), has been widely applied in many real-world sequential decision problems, such as in RLHF
Christiano et al. (2023), in financial decisions Liang et al. (2018), and in robotic control algorithms
Tang et al. (2024), etc. There are sufficient works in finding optimal policies in a fixed environment,
through both model-based approaches Deisenroth & Rasmussen (2011) such as planning on esti-
mated models, and model-free approaches such as variants of Q-learning Watkins & Dayan (1992)
and variants of policy gradient methods Williams (1992). However, in many applications, an MDP
environment can be changed on purpose in order to increase the obtainable rewards.

In this paper, we consider a new framework of MDP-based reinforcement learning (RL). In this
new type of RL framework, an agent have actions which it can execute to change the involved
MDP model itself. These changes include, but are not limited to, changing its transition kernels,
rewards, and even the set of allowable later actions. Traditionally, in the RL MDP models, state
transitions after taking actions still follow the same underlying statistical model, and these actions
can only potentially change the states the agents are in. In other words, a traditional RL behaves
within a pre-specified statistical model, and this statistical model stays unchanged no matter what
actions are taken. In contrast, the new RL framework proposed in this paper have the potential
and mechanism of breaking out of the current model, through actions that change or improve the
underlying MDP. For example, consider an RL agent with actions that can change the transition
kernels of the underlying MDP. After model-changing actions are taken at certain time steps of the
MDP, the transition kernel in the following time steps will be changed but remains constant until
further model-changing actions are taken.

As special cases of the proposed RL mechanism with model-changing actions, we consider config-
urable RL for time-varying environments and multi-level (including bi-level) environment-changing
RLs. In the configurable RL for a time-varying environment, after a certain number of time steps, the
transition kernel will be changed to a different transition kernel by nature. The agent then takes ac-
tion at that time step that can change or improve the transition kernel. In the bi-level RL scheme, the
lower-level RL is responsible for finding the optimal policy given a certain RL configuration, while
the upper-level MDP is responsible for finding the optimal policy for configuring the lower-level
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MDP. The lower-level MDP’s quantities, which the upper-level MDP can configure, thus become
the states of the upper-level MDP. For example, if the upper-level MDP is exploring actions config-
uring the lower-level MDP’s transition kernel, the lower level’s transition kernel becomes the state
of the upper-level MDP. This is interesting since within a single MDP model, the states and the
transition kernel between them are completely different subjects or concepts; however, in the unique
multi-level MDP setting considered in this paper, the lower-level transition kernel can become the
state of the upper MDP. To the best of our knowledge, such formulations where the transition kernels
become upper-level MDP’s states are rare or unseen before in the literature.

Let us consider an example of a 3-level MDP framework with model-changing actions. The highest
level, namely the 3rd level, of this framework is an MDP which represents the evolution of the
politics and legislation of a country: this MDP’s states are the evolving approved guidelines (fiscal
policies) for this country’s central bank, and the actions are the efforts of legislation. Note that
legislative efforts can potentially result in random fiscal policies that depend on political unexpected
political compromises and random political events. The 2nd-level MDP represents the dynamics
of the central bank setting up and exploring monetary policies: the states of this 2nd-level MDP
are the monetary policies, and the transition kernel between the monetary policies is affected by
the fiscal policies set by the 3rd-level MDP. The actions on this 2nd level are monetary policy
explorations, such as motions to change the Federal Reserve interest rates. These actions may result
in random-sized interest rate changes due to monetary policy voting results and random foreign
countries’ economic environments. The 1st-level MDP represents the society’s economic activities:
this lower-level MDP’s states are the situations of the society’s productions and consumptions of
goods and services, and the transition kernel between the states is dictated or configured by the
monetary policies adopted in the 2nd-level MDP.

Consider another example of a robot trying to cross a fast-flowing river. Without changing the
environment, the robot performs RL on non-model-changing maneuvers e.g., moving left, right,
backward, forward, upward, or downward) to adapt to the river flow, but may still be swept away
with a high probability if the current is too strong. In our model-changing RL setting, the robot
can instead modify the environment of this river, for example, by placing stepping stones in the
river. This naturally leads to a bi-level MDP with model-changing actions. The state in the upper-
level MDP is the configuration of the river environment, dictating the transition kernel for the lower
MDP for the robot’s non-model-changing maneuvers. The upper-level MDP’s actions are the robot’s
actions, which change the configuration of the river environment. We note that the robot’s actions
of putting stepping stones into the river can lead to transitions to random configurations of the river
environment, because it is random whether a deployed stone is washed away or stays still in place
under the river current. The lower-level actions are the robot’s non-model-changing maneuvers
under a given river environment. The states affected by the lower-level actions are the locations of
the robot in the river. Please refer to Appendix A for more motivating examples on transportation
on infrastructure, training drones, and finance models.

Motivated by these examples, this paper makes the following contributions: 1) We formulated the
problem of RL with model-changing actions; and we proposed two special models for RL with
model-changing actions: multi-level configurable MDPs and time-varying configurable MDP; 2) We
proposed algorithms including convex optimization formulations and multi-level value iterations for
solving multi-level configurable RL problems; 3) We proved theoretical performance guarantees for
the proposed algorithms; 4) We provided numerical results showing the effectiveness of configuring
or improving favorable RL environment through learning.

Related works: The literature most closely related to our work is configurable MDP (CMDP)
Metelli et al. (2018); Silva et al. (2019); Chen et al. (2022); Thoma et al. (2024); Silva et al. (2018);
Modhe et al. (2021); Maran et al.; Ramponi et al. (2021), where the agent can configure some
environmental parameters to improve the performance of a learning agent. Within the series of works
in configurable MDP, Silva et al. (2018) assumes that a “better” world configuration corresponds to
a transition probability matrix whose corresponding optimal policy yields a larger total discounted
reward. They formulate the problem of reasoning over “good” world configurations as a non-convex
constrained optimization problem, where the agent explicitly balances the benefits of changing the
world against the costs incurred by such modifications. Unlike our approach, their formulation
does not employ upper-level MDP abstractions/learning to model/improve configuration actions,
but relies on direct gradient-based optimization. In addition, our paper deals with time-varying
non-stationary lower-level MDPs.
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Thoma et al. (2024) addresses how to optimize configurations for a contextual MDP where some
parameters are configurable while others are stochastic. Their bi-level gradient-based formulation
(BO-MDP) can be viewed as a Stackelberg game where the leader and a random context beyond
the leader’s control together configure an MDP, while (potentially many) followers optimize their
strategies given the setting. Chen et al. (2022) focuses on regulating the agent’s interaction with the
environment by redesigning the reward or transition kernel parameters. They formulate this prob-
lem as a bi-level program, in which the upper-level designer regulates the lower-level MDP, aiming
to induce desired policies in the agent and achieve system-level objectives. In contrast with these
works, our work places the configuration process under the control of the RL agent itself, which
adjusts/configures the lower-level kernels with the goal of maximizing its own reward. In our work,
the RL model has built-in actions that can change the model itself, which is not the case in previous
works. Moreover, in our setting, upper-level configurations are explicitly modeled as an MDP, which
is unlike the one-time configuration in previous works. Silva et al. (2019) analyzes the complexity
of solving CMDPs, demonstrates several parameterizations of CMDPs, and derives a gradient-based
solution approach. Their approach, particularly in the continuous configuration setting, is related to
our linear approximation method for solving the special case of TVCMDPs. However, our primary
contribution lies in the study of multi-layer configurable MDPs. which differs fundamentally from
the continuous framework in Silva et al. (2019). Our work also covers time-varying transition ker-
nels, which were not investigated by these previous works. A unique characteristic of our framework
is that the transition kernels of lower-level MDPs actually become the states of an upper-level MDP.
For further comparisons with hierarchical MDPLi et al. (2022), meta RLDuan et al. (2016), and
semi-MDPSutton et al. (1999), please see Appendix B.

2 PROBLEM FORMULATION

General ideas of a framework with model-changing actions: We consider an “MDP” MC =
{S,A, P, T, r, γ} having actions which can change its transition kernel. InMC , S is the state space
with |S| = n,A is the action space, the transition kernel P : S×A×S → [0, 1] is subject to change
or configuration and may be time-varying. r is the reward function and γ is the discounting factor.
Different from a regular MDP, at certain time steps, the agent may adopt model-changing actions
which can change the MDP to have a new (maybe random) transition kernel, and this new transition
kernel will remain fixed until another new model-changing action adopted in the future changes the
transition kernel again.

Because the transition kernels can change over time due to model-changing actions, most traditional
theories for MDP do not apply. We consider the following special cases called multi-level config-
urable MDP where the time steps are divided into episodes, and the model-changing actions are
only taken at the beginning of each episode. The model-changing actions are actions of upper-level
MDPs which dictate or change the transition kernels of lower-level MDPs. We focus on bi-level
configurable MDPs, which can be extended to multi-level MDP in a similar way.

Bi-level configurable MDP: We build a bi-level configurable MDP that separates model-changing
actions (configuration operations) from primitive actions, using an episodic-style hierarchical struc-
ture. For the upper-level model, the agent chooses a model-changing action at the start of each
episode that configures the lower-level environment by selecting a lower-level transition kernel.
This configuration determines the dynamics for the entire episode. Sequential decisions on model-
changing actions throughout episodes form an upper-level MDP, aiming to optimize the model-
changing policy and to improve the lower-level model over time. There is a cost imposed on taking
a model-changing action, which is represented as a penalty included in the upper-level reward func-
tion. For the lower-level model, within each episode, the agent interacts with a standard MDP with
the current transition kernel set by the upper level. The agent normally selects primitive actions,
receives rewards, and aims to optimize its policy. We use k to denote the episode steps and use t to
denote the time steps within an episode.

Mathematically, the bi-level MDP can be formulated as: a lower-levelML = {S,A, P, T, µ0, r, γ}
and an upper-level MU = {P,B, Q,K,R, λ}. In ML, which can be considered similar to a
standard MDP, S is the state space with |S| = n, A is the action space, the lower-level transition
kernel P : S × A × S → [0, 1] is determined by MU and is subject to change. We denote the
transition kernel in episode k as Pk. T is the number of time steps within one episode and can go
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large (even “infinity”, relatively speaking) when we consider an “infinite-horizon”ML. µ0 ∈ Rn

is the initial state distribution of each episode and is set to be uniform. At the beginning of each
episode k , the state distribution is reset to be µ0. r : S × A → R is the reward function and we
denote rmax = max(s,a)∈S×A r(s, a). γ ∈ [0, 1) is the lower-level discount factor.

We use πk : S → A to denote the primitive policy of episode k that determines the lower-level
actions of the agents. For episode k, the lower-level state-value (namely V-value) function of the
agent following the policy πk is:

V πk(s) = EPk
[

∞∑
t=0

γtr(st, at)|s0 = s, at ∼ πk], s ∈ S

and the closed-form solution of the Bellman equation for the state-value function is:

V πk = (I − γPπk

k )−1rπk , (1)

where V πk,Pk ∈ Rn is the vectorized state-values, and Pπk

k , rπk are in the form:

Pπk

k =


−Pk(·|s1, πk(s1))−
−Pk(·|s2, πk(s2))−

...
−Pk(·|sn, πk(sn))−

 , rπk =


r(s1, πk(s1))
r(s2, πk(s2))

...
r(sn, πk(sn))

 .

We denote the lower-level initial expected return J(πk, Pk) of episode k as:

J(πk, Pk) = µT
0 V

πk,Pk . (2)

InMU , P is the space of lower-level transition kernels and is the “state” space ofMU . For sim-
plicity, we assume that the upper-level state P with |P| = m is discrete and finite. The upper-level
state P ∈ P is also the transition kernel P of the lower-level MDP ML. B is the set of model-
changing actions. Q : P×B×P → [0, 1] is the upper-level kernel that determines the transitions of
upper-level states. The notation of the upper-level kernel is Q(P ′|P, b) where P ′ is the configured
lower-level kernel, and the distribution of P ′ depends on the current lower-level kernel P and the
model-changing action b. K is the total number of episodes and can go to infinity when we consider
an infinite-horizon MU . λ ∈ [0, 1) is the upper-level discount factor. R : P × B → R is the
upper-level reward function. The reward of episode k is defined as:

R(Pk, bk) =
∑

Pk+1∈P
Q(Pk+1|Pk, bk)J(π

∗
k+1, Pk+1)− C(Pk, bk), (3)

where π∗
k+1 is the optimal primitive policy of episode k+1, and C(Pk, bk) is the cost function. We

denote Rmax = max(P,b)∈P×B R(P, b).

We let WΘ(P ) denote the higher-order state-value function if the agent follows the higher-order
policy of configuration operations Θ : P → B:

WΘ(P ) = EQ[

∞∑
k=0

λkR(Pk, bk)|P0 = P, bk ∼ Θ], P ∈ P

The agent aims to find an optimal higher-order policy Θ∗ such that Θ∗ = argmaxΘ WΘ.

Special case of bi-level configurable MDPs: Time-variant MDP and continuous configuration:
We consider a special case when the upper-level state space P is continuous and agents can con-
tinuously change the lower-level environment deterministically. In this case, we only consider a
one-layer MDP, in which the transition kernel is time-variant throughout episodes and configurable.
Additionally, the configuration operations incur costs when the agent modifies a less favorable tran-
sition kernel to a more favorable one. We study a constrained optimization problem that seeks to
maximize the agent’s discounted long-term reward asymptotically as time goes to infinity, taking
into account both the time-varying world dynamics and a budget constraint on the total cost of
configurations.

Mathematically, the time-variant configurable MDP (TVCMDP) can be described as the following:
MTV C = {S,A, C,K, {Pk}Kk=1, µ0, T, r, γ}, where C is the space of configuration operations, K
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is the total number of episodes, and T is the total number of time steps within each episode. The
time-varying transition kernel Pk, k ∈ [K] is determined by nature at the beginning of each episode
(for example, without maintenance, road can randomly deteriorate after a period of time). All other
parameters are the same as those introduced inML.

Within episode k, the configuration operation x ∈ C is represented by xk ∈ [−1, 1]n×n where xk
is the amount of change the agent does to the default transition kernel Pk. To evaluate the effect
of configurations x = {xk}Kk=0, we define the sum of configured function F (x;π) with the set of
configuration operations x = {xk}Kk=0 and the set of primitive policies π = {πk}Kk=0 as:

F (x;π) =

K∑
k=0

J(πk, Pk + xk), (4)

where J(π, P ) is determined by (2). The agent in TVCMDP aims to maximize the objective function
(4) by optimizing the configuration variables x.

3 COST-CONSTRAINED OPTIMIZATION PROBLEM ON TVCMDP

Cost constrained optimization problem: Recall that in TVCDMP, the agent wants to maxi-
mize the objective function (4) by optimizing the configuration variables xk throughout the K
episodes. The original cost-constrained objective function under the configuration budget is (5),

max
xk

max
πk

K∑
k=0

J(πk, Pk + xk), (5)

s.t.
K∑

k=0

C(xk) ≤ B,

n∑
j=1

(
Pπk

k + xk
)
ij
= 1, ∀i, k,

0 ≤
(
Pπk

k + xk
)
ij
≤ 1, ∀i, j, k,

max
xk

max
πk

K∑
k=0

⟨Ak, xk⟩, (6)

s.t.
∑
k,i,j

(
eα|(xk)ij | − 1

)
≤ B,

n∑
j=1

(xk)ij = 0, ∀i, k.

where B is the configuration budget, and C(xk) is the cost function of changing the default tran-
sition kernel by xk. Because configuration to the environment may be a highly-costly opera-
tion, we assume that the cost grows exponentially as the amount of configuration increases, i.e.,
C(x) =

∑
ij β(e

α|(x)i,j | − 1), where α, β ∈ R are non-negative constants, and α can be large. To
solve this cost-constrained optimization problem, we first linearize the objective function (4). As a
by-product, we also solve out the Jacobian ∇PπV π ∈ Rn×n×n of V π with respect to Pπ . Please
see Appendix C.

Linear approximation of configured state-values: Consider the closed form solution in (1), we
have that in any episode k, for a fixed policy π, the state-value is V π = (I − γPπ)−1rπ, V π ∈
Rn, Pπ ∈ [0, 1]n×n, rπ ∈ Rn. With a sufficiently small change x ∈ [−1, 1]n×n in the transition
kernel, the configured state-value function V π(Pπ + x) by linear approximation is computed by:

V π(Pπ + x) =
(
I − γ(Pπ + x)

)−1

rπ

≈ (I − γPπ)−1rπ − (I − γPπ)−1(−γx)(I − γPπ)−1rπ

= (I − γPπ)−1rπ + γ(I − γPπ)−1x(I − γPπ)−1rπ

We let matrix M = γ(I−γPπ)−1,M ∈ Rn×n, and let vector N = (I−γPπ)−1rπ, N ∈ Rn. The
above formula can be rewritten as:

V π(Pπ + x) ≈ N +MxN (7)

Convex optimization problem: We can now rewrite the original optimization problem (5) by ap-
plying the linear approximation (7). Now the Nk ∈ Rn and Mk ∈ Rn×n are associated with
episode k. The objective function can be rewritten as maxxk

maxπk

∑K
k=0 µ

T
0 Nk + µT

0 MkxkNk.

5



270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323

Under review as a conference paper at ICLR 2026

We can ignore the constant term µT
0 Nk. Since µT

0 MkxkNk is a scalar, we have µT
0 MkxkNk =

tr(µTMkxkNk), and tr(·) is the matrix trace function. According to the cyclic property of trace,
we have tr(µT

0 MkxkNk) = tr(Nkµ
T
0 Mkxk). Considering the property that tr(AT , x) = ⟨A, x⟩,

where ⟨·, ·⟩ is the Frobenius norm. If we let AT
k = Nkµ

T
0 Mk, this objective function is equal to

⟨Ak, xk⟩ =
∑

ij(Ak)ij(xk)ij , and Ak = MT
k µ0N

T
k , Ak ∈ Rn×n.

We assume that the cost function is point-wise exponential and B is the total cost budget, i.e.,∑
k≤K,i,j≤n(e

α|(xk)ij |− 1) ≤ B, and the constant α is large. In order to make Pπ
k +xk a transition

kernel. xk also need to satisfy that
∑

j(xk)ij = 0,∀i, k. By reorganizing these constraints, we get
a convex optimization problem with a linear objective function (6). Here, the optimization variables
are the configurable variables {xk}Kk=0 and {πk} are the set of policies the agent can adopt in episode
k. This problem is solvable using classic convex optimization methods. One may even iteratively
solve the original problem by performing localized linearization of the original objective function.
Compared with previous works on configurable RL for fixed kernel Silva et al. (2018), our novelty
for this special case is that we are dealing with time-varying non-stationary RL.

4 BI-LEVEL MODEL-BASED VALUE ITERATION

Algorithm: We propose the model-based Bi-level value iteration algorithm to solve the Bi-level
configurable MDP model proposed in section 2. Please see Appendix D, which contains the esti-
mation approach to get empirical transition kernels {P̂} and Q̂ and the algorithm pseudo-code. To
apply Algorithm 1, we need to first estimate the ground-truth lower-level kernels P ∈ P and the
ground-truth upper-level kernel Q. We assume that the reward function r(s, a),∀(s, a) ∈ S × A is
known and remains the same across all possible lower-level models.

Algorithm 1 produces the higher-order state-values WHU and the higher-order policy ΘHU . The
higher-order state-value represents the maximum achievable expected returns when the agent jointly
optimizes both the environment configuration and its adaptation to the configured environment. The
policy ΘHU specifies the optimal model-changing action, i.e., configuration, to apply to the current
lower-level kernel. Each lower-level expected return J , which is the “average” of lower-level state-
values, contributes to the upper-level reward function R (based on equation (3)). The upper-level
MDP makes decisions on model changing according to the information reported by the lower-level
MDP. 1

In the following section, we discuss how the physical limitation of the bi-level MDP model and the
estimation error of the model-based algorithm would affect the performance of Algorithm 1. Here
the physical limitation error comes from the precision limit of configuration, and the estimation error
refers to error of lower-level MDP estimating its configured kernel.

Physical limitation and estimation error: Suppose that the upper-level MDP configures the lower-
level MDP to the ideal lower-level kernel Pc ∈ Pc. However, due to physical limitations on configu-
ration precision, the actual lower-level kernel is P , and the agent estimates it as P̂ . The discrepancy
between the ideal Pc ∈ Pc and the empirical estimate P̂ ∈ P̂ can be decomposed into physical
discrepancy (bounded by δc) and estimation error(bounded by δg). Both propagate upward, induc-
ing state/reward perturbations in the upper-level MDP. Additionally, the upper-level estimation error
between the upper-level true kernel Q and its estimate Q̂, bounded by ∆, introduces another source
of upper-level error.

Physical limitation error (physical discrepancy): For any ideally configured transition kernel Pc ∈
Pc, we assume that the true kernel P ∈ P lies within an uncertainty set centered around Pc. In
particular, the uncertainty is imposed in a decoupled manner for each state-action pair (s, a) ∈
S × A, satisfying the (s, a)-rectangularity condition Wiesemann et al. (2013): ∀(s, a), the total
variance distance between Pc and P is bounded by: TV (Pc(·|s, a), P (·|s, a)) = 1/2∥Pc(·|s, a) −
P (·|s, a)∥1 ≤ δc.

1We remark that for Algorithm 1, we assume that there are m possible states for the upper-level MDP,
namely there are m possible transition kernels for the lower-level MDP. Due to configuration error or estimation
error, the estimation P̂ may not be exactly the same as one of the m possible kernels; however, we assume that
those errors are small such that we still regard P̂ as “in” the set of m candidate ideal transition kernels and
know which set member P̂ is closest to or associated with.
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Statistical error (estimation error): Due to the limited samples, we assume that the empirical kernel
P̂ lies within an uncertainty set centered around the true P . Specifically, ∀(s, a), the total variance
distance between P and P̂ is bounded by: TV (P (·|s, a), P̂ (·|s, a)) ≤ δg. Additionally, by applying
the triangle inequality on the total variance distance, for ∀(s, a) ∈ (S × A), the distance between
Pc and P̂ is bounded by: TV (Pc(·|s, a), P̂ (·|s, a)) ≤ δg + δc.

Similarly, for the ground-truth upper-level kernel Q and the empirical Q̂, the total variance distance
is bounded by: ∀(P, b) ∈ P × B, TV (Q(·|P, b), Q̂(·|P, b)) ≤ ∆.

5 PERFORMANCE ANALYSIS

Notations: We define some extra notations for the following analyses: By executing the lower-level
policy π : S → A, and executing the higher-order policy Θ : P → B:
V π
Pc

: the ideal lower-level state-value of the ideally configured lower-level MDP with the ideal tran-
sition kernel Pc;
V π
P : the ground-truth lower-level state-value of lower-level ground-truth kernel P (P may be dif-

ferent from Pc due to configuration error);
V π
P̂

: the empirical lower-level state-value of lower-level MDP with empirical transition kernel P̂ ;
WΘ

Q : the ideal higher-order state-value of the upper-level MDP with ground-truth kernel Q, where
we also assume the lower-level MDP has the ideal transition kernel Pc;
WΘ

Q̂
: the empirical higher-order state-value of the empirical upper-level MDP.

We now present the following estimation error lemma which characterizes the effect of estimation
error, highlighting the performance gap which arises from the difference between the true transition
kernel P and its estimation P̂ .

Lemma 1 (estimation error Lemma) If ∀(s, a) ∈ S × A, the total variance distance between the
empirical kernel P̂ and the ground-truth P is bounded by TV (P (·|s, a), P̂ (·|s, a)) ≤ δg , then for
any policy π : S → A, we have

∥V π
P − V π

P̂
∥∞ ≤

γδgVmax

(1− γ)
,

where Vmax := rmax

1−γ . Moreover, let V π∗(P )
P and V

π∗(P̂ )

P̂
be the corresponding state-values of the

optimal policies under the respective kernels. Then we also have

∥V π∗(P )
P − V

π∗(P̂ )

P̂
∥∞ ≤

γδgVmax

(1− γ)
,

where π∗(P ) and π∗(P̂ ) are respectively the optimal policies for the lower-level MDP under P and
P̂ .

Proof. Please see proof details of Lemma 1 in Appendix E. □

We now bound how the configuration errors and estimation errors affect the upper-level rewards. For
this analysis, we assume the upper-level MDP adopts a finite number of discrete states and the states
representing Pc, P and P̂ are the same, namely s(Pc) = s(P ) = s(P̂ ), because of their closeness.
Here we let s(P ) be the upper-level state representation of the lower-level kernel P .

Lemma 2 (Propagated Reward Error Bound) We assume ∀(s, a) ∈ S × A, the total vari-
ance distance between the empirical kernel P̂ and the ideally configured kernel Pc is
bounded by TV (Pc(·|s, a), P̂ (·|s, a)) ≤ δg + δc. We assume that for any corresponding pair
(Pc, P̂ ), the higher-order transition kernel works the same way, i.e. Q(s(P ′

c)|s(Pc), b) =

Q(s(P̂ ′)|s(P̂ ), b),∀(Pc, P̂ ), (P ′
c, P̂

′) ∈ Pc × P̂,∀b ∈ B, and that the cost function works the same
way for Pc and P̂ , i.e. C(s(Pc), b) = C(s(P̂ ), b). Then for any higher-order deterministic policy
Θ : Pc → B, we have the error bound for the upper-level reward function:

∥RΘ
Q − R̂Θ

Q∥∞ ≤
γ(δg + δc)Vmax∥µ0∥∞

1− γ
, (8)
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where the elements of R̂Θ
Q ∈ Rm are of the form RQ(s(P̂ ),Θ(s(P̂ ))) (see upper-level reward

function definition (3)), the elements of RΘ
Q ∈ Rm are of the form RQ(s(Pc),Θ(s(Pc))), and m is

the number of states in the upper-level MDP.

Proof. Please see proof details of Lemma 2 in Appendix F □

We now present the error gap for the achievable upper-level state-value function, due to configuration
error and estimation errors. We compare the state-value function under ideal configurations and ideal
estimation against the state-value function under configuration errors and estimation errors.

For simplicity of presentation, in this lemma and its proof, for the upper-level MDP, we use lower-
level transition kernel P (or Pc, P̂ ) and its upper-level state representation s(P ) (or s(Pc), s(P̂ ))
interchangeably.

Lemma 3 (Error bound Lemma of Bi-level MDPs) If ∀(s, a) ∈ S × A, the total variance dis-
tance between the empirical kernel P̂ and the ideally configured kernel Pc is bounded by
TV (Pc(·|s, a), P̂ (·|s, a)) ≤ δg + δc, and if for ∀(P, b) ∈ P × B, the total variance distance be-
tween the ground-truth higher-order kernel Q and the empirical higher-order kernel Q̂ is bounded
by TV (Q(·|P, b), Q̂(·|P, b)) ≤ ∆, then for any higher-order policy Θ : P → B, we have that

∥WΘ
Q −WΘ

Q̂
∥∞ ≤

γ(δg + δc)Vmax∥µ0∥∞
(1− γ)(1− λ)

+
2∆ · ∥µ0∥∞Vmax + 2λ∆ ·Wmax

1− λ
,

where Wmax = Rmax

1−λ .

Proof. Please see proof details of Lemma 3 in Appendix G. □

6 NUMERICAL EXPERIMENTS

We present two synthetic numerical examples to describe our approaches for solving both the bi-
level configurable MDP and the cost-constrained optimization problem formulated on the specific
TVCMDP framework. We also conduct experiments in large-scale environments whose dynamics
can be explicitly controlled by configuring kernel parameters, including the Cartpole benchmark
Brockman et al. (2016) and Block-world Russell & Norvig (2022) environment. In the Cartpole
experiment, we employ Deep Q-networks (DQN) to learn lower-level policies corresponding to
each uniquely parameterized (configured) environment, while value iteration is used to optimize the
upper-level environment parameterization (configuration). Conversely, in the Block-world exper-
iment, we use value iteration to compute the lower-level optimal state-values for each discretized
parameter setting, and use DQN in the upper-level to optimize the kernel parameter. These results
demonstrate that our proposed framework is adaptable to more complex and continuous RL envi-
ronments, and that it has potential in realistic applications.

Continuous configuration on TVCMDP: We compose a synthetic TVCMDP as described in sec-
tion 2, special case. The composed TVCMDP has 3 states and 2 actions with number of episodes
K = 2. In episodes k = 1 and k = 2, the time-varying kernels P1 and P2 are different. The
details of the numerical TVCMDP setting are in Appendix H.1. We solve the cost-constrained op-
timization problem (4) based on this synthetic example, and optimize the configuration variables
x1 ∈ [−1, 1]3×3 and x2 ∈ [−1, 1]3×3 under a sequence of budgets, with each budget within the
range [0.5, 14]. The optimally configured state value averages (blue curve) are shown in Figure 1a.
For comparison, we also included the baseline state-value averages (gray dotted line) without any
configuration, and the randomly configured state-value averages (orange curve). We observe that
the optimally configured approach obviously performs better than the baseline and the randomly
configured approach, and the baseline average increases by 84% under configuration. The ran-
dom configuration variables added to the kernels still satisfy the constraints in (6), but we observe
that incorrect configurations may even deteriorate baseline performance, as shown when B = 2 or
B = 14.

Bi-level configurable MDP with model-changing actions: To testify to the feasibility of our bi-
level configurable MDP model, we conduct numerical experiments in three different environments.

8
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We present the configurable Carpole and Block-world experiments here. Please refer to Appendix
H.2 for numerical results of the synthetic bi-level configurable MDP experiment.

1.Configure the Cartpole baseline: We construct an upper-level MDP with 4 discrete states by cre-
ating four lower-level Cartpole environments, each parametrized (configured) differently. The dy-
namics are determined by (g,mc,mp, lp): gravity, cart mass, pole mass, and pole length. The four
parameter sets {(9.8, 1.0, 0.1, 0.5), (9.8, 2.0, 0.1, 0.5), (9.8, 1.0, 0.2, 0.5), (9.8, 1.0, 0.1, 1.0)}, correspond
to 4 different environments. For each, a DQN agent is trained for 400 episodes to obtain a pol-
icy network. The upper-level reward is the performance of a lower-level policy evaluated in a new
environment over 20 episodes. The upper-level MDP has four model-changing actions, each de-
terministically switching to a target environment. Configuration cost depends on which parameter
{mc,mp, lp} is modified, and is modeled with an exponential; g is excluded due to high cost.Upper-
level optimal values are computed via value iteration. Numerical results are shown in 1b.

(a) Optimal Continuous Configuration on
TVCMDP

(b) Bi-level configuration on the Cartpole environ-
ment

Figure 1: Improved returns by continuous and bi-level MDP configurations

2.Configure the Block-World Environment: The block-world environment is a grid-based game
whose state transition is controlled by the parameter slip probability parameter α. When the agent
chooses an action, there is a probability α that the agent will deviate from the intended direction, po-
tentially moving in an orthogonal direction instead. In the upper-level MDP, the continuous values of
α (as a proxy for the lower-level transition kernel) are treated as the upper-level state, and the agent
can optimally adjust α using a DQN algorithm. We discretize the continuous parameter α ∈ [0, 1]
with 1000 points, and the corresponding upper-level reward for each lower-level parameter setting
is pre-calculated using offline value iteration before training the upper-level DQN. The cost function
of configuration action b is C(α, b) = EQ(α′|α,b)[exp(|α′ − α|)]. The training performance of the
upper-level DQN, and its evaluation results are presented in Figures 2a and 2b.

(a) DQN Training Progress (Smoothed) (b) Test on the DQN configured environment

Figure 2: Bi-level Block-world Configuration: Training and test performances

9
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A MOTIVATING EXAMPLES

Transportation infrastructure: Consider another example of transportation infrastructure. In this
example, model-changing actions are the actions that build, modify, or improve the transportation
infrastructures in a city. The states are traffic congestion and transportation safety situations in the
city. These model-changing actions will dictate the transition kernels between different traffic con-
gestion and transportation safety situations. The upper-level MDP is for learning how to change
the transportation infrastructure to lead to better transition kernels for the lower-level MDP for traf-
fic. Note that over time, transportation infrastructures can deteriorate, and this is one example of
time-varying MDP configurations, which will be discussed later.

Training of Drones: In another example, let us consider a collection of unmanned drones perform-
ing a certain task. The task needs the unmanned drones to perform sensing, communication, and
control cooperatively. Without manned aircrafts, which are more capable of sensing, payload car-
rying, and communication, the unmanned drones may be in an unfavorable environment. We can
configure a favorable environment for the unmanned drones by using manned aircrafts to transport
the unmanned drones to the desirable location for the task, and to configure sensing and commu-
nication infrastructure for the unmanned drones. The configuration actions using manned aircraft
can lead to random transitions between configurations, depending on random external factors such
as external interference and the fates of the manned aircrafts sent to configure the environment. The
MDP for manned aircrafts to configure the environment will work as an upper-level MDP, and the
adaptations of unmanned drones are governed by the lower-level MDP.

Trading market: Another example is when the central bank adjusts the short-term interest rate (i.e.,
the federal funds rate), this upper-level action directly influences the market dynamics and ultimately
affects the stock valuation. A widely used framework for stock valuation is the discounted cash flow
model (DCF), which estimates a firm’s value based on its expected future cash flows discounted by
the weighted average cost of capital (WACC). Since the interest rate is a key component of WACC,
an increase in the interest rate raises the discount factor, thereby reducing the firm’s present stock
valuation.
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B RELATED WORKS

Our work is different from hierarchical RL/MDP Li et al. (2022) because in our multilayer model,
the upper-level MDP is built upon choosing (configuring) a better transition kernel, while hierarchi-
cal MDP deals with decomposing long-horizon tasks into simpler subtasks or learning hierarchical
policies. For other literature on non-stationary environments, such as semi-MDP Sutton et al. (1999),
Meta-RL Duan et al. (2016) and Bayesian MDPs Duff & Barto (2002), the key distinction from our
formulation lies in the design-driven “configuration” nature of configurable MDPs: the agent is al-
lowed to modify the environment itself to improve its potential returns. In semi-MDPs, the agent
can only temporally extend actions, but the environment remains fixed. In contrast, in a configurable
MDP the agent can choose both the environment configuration and an associated policy. Meta-RL
aims to train the agent across a distribution of tasks to enable rapid adaptation to unseen tasks, while
the configurable MDP assumes a known set of configurations, and the agent’s goal is to pick the best
environment and policy.

C JACOBIAN OF STATE-VALUE FUNCTIONS

We denote V π
i = V π as the i-th element of the state-values, Pπ

i as the i-th row of Pπ , and Pπ
ij as

the (i, j)-th element of Pπ .

We assume that for a sufficiently small configuration x ∈ [−1, 1]n×n on the transition kernel Pπ ,
the policy applied to the configured kernel Pπ + x remains unchanged as π. We fix the discount
factor γ (scalar) and the reward vector rπ , and we let the optimal transition kernel Pπ change by x.
Then, V π is a function of Pπ . The Jacobian of V π with respect to Pπ is denoted as∇PπV π , which
is a tensor in Rn×n×n. We write out the Jacobian in the following form:

∇PπV π =


∂V π

1

∂Pπ

...
∂V π

n

∂Pπ

 =




∂V π

1

∂Pπ
11
, . . . ,

∂V π
1

∂Pπ
1n

...
∂V π

1

∂Pπ
n1
, . . . ,

∂V π
1

∂Pπ
nn


...

∂V π
n

∂Pπ
11
, . . . ,

∂V π
n

∂Pπ
1n

...
∂V π

n

∂Pπ
n1
, . . . ,

∂V π
n

∂Pπ
nn




. (9)

To solve for the Jacobian ∇PπV π , we let x be small enough and write the right-hand side of (7),
and here x∗i ∈ [−1, 1]n is the i-th column of x, Ni is a scalar

N +M


x11, . . . , x1n
x21, . . . , x2n

...
xn1, . . . , Pnn



N1

N2

...
Nn


=N +M

[
N1

[ |
x∗1
|

]
+N2

[ |
x∗2
|

]
+ · · ·+Nn

[ |
x∗n
|

]]

=N +

[
N1M

[ |
x∗1
|

]
+N2M

[ |
x∗2
|

]
+ · · ·+NnM

[ |
x∗n
|

]]

We show the process of solving for the gradient of V π
i , denoted as ∂V π

i

∂Pπ , as an example. Here ∂V π
i

∂Pπ

is the i-th element of the Jacobian∇PπV π defined in (9). Based on previous derivations, we have

V π
i (Pπ + x)− V π

i (Pπ) ≈
n∑

j=1

NjMi∗x∗j .
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Here Nj is a scalar, Mi∗ ∈ Rn is the i-th row vector of M , and x∗j ∈ [−1, 1]n is the j-th column
vector of x. The gradient ∂V π

i

∂Pπ is therefore

∂V π
i

∂Pπ
=


∂V π

i

∂Pπ
11
, . . . ,

∂V π
i

∂Pπ
1n

...
∂V π

i

∂Pπ
n1
, . . . ,

∂V π
i

∂Pπ
nn

 =


N1Mi1 N2Mi1 . . . NnMi1

N1Mi2 N2Mi2 . . . NnMi2

...
N1Min N2Min . . . NnMin

 =

[ | | |
Mi∗ Mi∗ (n cols.) Mi∗
| | |

]
N

Let Ei ∈ Rn×n denote the matrix that has Mi∗ as its repeated n columns. Therefore, the Jacobian
of V π can be represented as:

∇PπV π = [E1N,E2N, . . . , EnN ]T (10)

D ALGORITHM: MODEL-BASED BI-LEVEL VALUE ITERATION

To estimate each ground-truth lower-level kernel P ∈ P , given a dataset D of trajectories, D =
{(s1, a1, r1, s2, . . . , sT+1)}, and we convert it into a series of {(s, a, r, s′)} tuples. We break each
trajectory into T tuples: (s1, a1, r1, s2), (s2, a2, r2, s3), . . . , (sT , aT , rT , sT+1). For every state-
action pair (s, a), let D(s,a) be the subset of tuples where the first element of the tuple is s, and the
second element of the tuple is a. Then the elements in D(s,a) can be represented by (r, s′) since they
share the same state-action pair (s, a). Each empirical lower-level kernel P̂ is estimated by the em-
pirical frequency of state transitions, i.e., ∀(s, a) ∈ S ×A, P̂ (s′|s, a) = Count((r, s′))/

∣∣∣D(s,a)

∣∣∣.
Similarly, to estimate the ground-truth upper-level kernel Q, given a dataset Dq of trajectories,
Dq = {(P1, b1, R1, P2, . . . , PK+1)}, and we convert it into a series of {(P, b,R, P ′)} tuples. We
break each trajectory into K tuples: (P1, b1, R1, P2), (P2, b2, R2, P3), . . . , (PK , bK , RK , PK+1).
For every lower-level kernel (upper-level state) and model-changing-action pair (P, b), let Dq

(P,b) be
the subset of tuples where the first element of the tuple is P , and the second element of the tuple is
b. Then the elements in Dq

(P,b) can be represented by (R,P ′). The empirical upper-level kernel Q̂

is estimated by the empirical frequency of kernel transitions, i.e., ∀(P, b) ∈ P × B, Q̂(P ′|P, b) =
Count((R,P ′))/

∣∣∣Dq
(P,b)

∣∣∣.
With the estimations {P̂}P̂∈P̂ and Q̂, we provide the model-based bi-level value iteration algorithm
as follows:

Algorithm 1 Bi-level Value Iteration

Input: The m empirical infinite horizon lower-level MDPs M̂L = {S,A, P̂ , µ0, r, γ}, for P̂ ∈ P̂ ,
and the infinite-horizon empirical upper-level MDP M̂U = {P̂,B, Q̂, R̂, λ}, number of lower-level
iterations HL > 0, number of upper-level iterations HU > 0, initial estimations {V 0

P̂
}P̂∈P̂ and W 0

Result: upper-level estimation WH ∈ Rm and higher-order policy ΘH

1: for h from 0 to HL do ▷ Lower-level value iterations
2: for P̂ ∈ P̂ , do
3: V h+1

P̂
(s)← maxa∈A

(
r(s, a) + γ

∑
s′∈S P̂ (s′|s, a)V h

P̂
(s′)

)
,∀s ∈ S

4: end for
5: πHL

P̂
← greedy policy with respect to V HL

P̂

6: JP̂ ← µT
0 V

HL

P̂
7: end for
8: for h from 0 to HU do ▷ upper-level value iteration
9: Wh+1(P̂ )← maxb∈B

(∑
P̂ ′∈P̂ Q̂(P̂ ′|P̂ , b)

(
JP̂ ′ + λWh(P̂ ′)

))
,∀P̂ ∈ P̂

10: end for
11: ΘHU ← greedy policy with respect to WHU

12: return ΘHU
,WHU

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2026

E PROOF OF LEMMA 1

Proof. The first part of this proof mostly follows similar steps in Sun (2021). For any state s ∈ S
and for any policy π, let rπ(s) denote r(s, π(s)), and Pπ(s) denote P (·|s, π(s)) (as a row vector):

∣∣∣V π
P (s)− V π

P̂
(s)

∣∣∣ = ∣∣∣rπ(s) + γPπ(s)V π
P − (rπ(s) + γP̂π(s)V π

P̂
)
∣∣∣

= γ
∣∣∣Pπ(s)V π

P − P̂π(s)V π
P̂

∣∣∣
= γ

∣∣∣Pπ(s)V π
P − Pπ(s)V π

P̂
+ Pπ(s)V π

P̂
− P̂π(s)V π

P̂

∣∣∣
≤ γ

∣∣∣Pπ(s)
(
V π
P − V π

P̂

)∣∣∣+ γ
∣∣∣(Pπ(s)− P̂π(s)

)
V π
P̂

∣∣∣
≤ γ

∥∥∥V π
P − V π

P̂

∥∥∥
∞

+ γ
∣∣∣(Pπ(s)− P̂π(s)

)
V π
P̂

∣∣∣
= γ

∥∥∥V π
P − V π

P̂

∥∥∥
∞

+ γ
∣∣∣(Pπ(s)− P̂π(s)

)(
V π
P̂
− Vmax

2
· 1

)∣∣∣
≤ γ

∥∥∥V π
P − V π

P̂

∥∥∥
∞

+ γ
∥∥∥(Pπ(s)− P̂π(s)

)∥∥∥
1

∥∥∥V π
P̂
− Vmax

2

∥∥∥
∞

≤ γ
∥∥∥V π

P − V π
P̂

∥∥∥
∞

+ γδgVmax.

Since the above inequality holds for all s ∈ S, we have that

∥∥∥V π
P − V π

P̂

∥∥∥
∞
≤ γ

∥∥∥V π
P − V π

P̂

∥∥∥
∞

+ γδgVmax,∥∥∥V π
P − V π

P̂

∥∥∥
∞
≤ γδgVmax

1− γ
.

Let us now prove the second claim. For any state s in the lower-level MDP, by taking π = π∗(P ),
we have

V
π∗(P )
P (s) ≤ V

π∗(P )

P̂
(s) +

γδgVmax

(1− γ)
≤ V

π∗(P̂ )

P̂
(s) +

γδgVmax

(1− γ)
,

where the 2nd inequality is due to V
π∗(P )

P̂
(s) ≤ V

π∗(P̂ )

P̂
(s). By symmetry, we also have

V
π∗(P̂ )

P̂
(s) ≤ V

π∗(P̂ )
P (s) +

γδgVmax

(1− γ)
≤ V

π∗(P )
P (s) +

γδgVmax

(1− γ)
,

thus the 2nd claim follows.

□

F PROOF OF LEMMA 2

Proof. For a lower-level transition kernel P , we define J(π∗(P ), P ) as the “reward” J reported
by the lower-level MDP to the upper-level MDP (as J in Algorithm 1) if the lower-level MDP has
transition kernel P and adopts the optimal policy π∗(P ). For any higher-order policy Θ, and for any
Pc and its corresponding estimate P̂ , with the definition of the upper-level reward function (3), we

14
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have that∣∣∣RQ(s(Pc),Θ(s(Pc)))−RQ(s(P̂ ),Θ(s(P̂ )))
∣∣∣

=
∣∣∣ ∑
s(P ′

c)

Q(s(P ′
c)|s(Pc),Θ(s(Pc)))J(π

∗(P ′
c), P

′
c)−

∑
s(P̂ ′)

Q(s(P̂ ′)|s(P̂ ),Θ(s(P̂ )))J(π∗(P̂ ′), P̂ ′))
∣∣∣

=
∣∣∣ ∑
s(P ′

c)=s(P̂ ′)

Q(s(P ′
c)|s(Pc),Θ(s(Pc)))

(
J(π∗(P ′

c), P
′
c)− J(π∗(P̂ ′), P̂ ′

)∣∣∣
≤

∣∣∣ ∑
s(P ′

c)

Q(s(P ′
c)|s(Pc),Θ(s(Pc)))

∣∣∣ max
P ′

c,P̂
′,s(P ′

c)=s(P̂ ′)

∣∣∣J(π∗(P ′
c), P

′
c)− J(π∗(P̂ ′), P̂ ′)

∣∣∣
= max

P ′
c,P̂

′,s(P ′
c)=s(P̂ ′)

∣∣∣J(π∗(P ′
c), P

′
c)− J(π∗(P̂ ′), P̂ ′)

∣∣∣
= max

P ′
c,P̂

′,s(P ′
c)=s(P̂ ′)

∣∣∣µT
0

(
V

π∗(P ′
c)

P ′
c

− V
π∗(P̂ ′)

P̂ ′

)∣∣∣
≤ max

P ′
c,P̂

′,s(P ′
c)=s(P̂ ′)

∥µ0∥∞
∥∥∥(V π∗(P ′

c)
P ′

c
− V

π∗(P̂ ′)

P̂ ′

)∥∥∥
∞

≤ γ(δg + δc)Vmax∥µ0∥∞
1− γ

.

Note that in the derivations above, we have s(P ′
c) = s(P̂ ′) due to the assumption that these two

lower-level kernels have the same state representation in the upper-level MDP. The last inequality
can be achieved by directly applying Lemma 1. Since the above inequality holds for all the ideal-
estimated pair (Pc, P̂ ) ∈ Pc × P̂ , we have that

∥RΘ
Q − R̂Θ

Q∥∞ ≤
γ(δg + δc)Vmax∥µ0∥∞

1− γ
.

□

G PROOF OF LEMMA 3

Proof. For any ideal Pc, and its estimate P̂ , using Bellman equation WΘ
Q = RQ(Pc,Θ(Pc)) +

λQΘ(Pc)W
Θ
Q , we have

∣∣∣WΘ
Q (Pc)−WΘ

Q̂
(P̂ )

∣∣∣ ≤ ∣∣∣RQ(Pc,Θ(Pc))−RQ̂(P̂ ,Θ(P̂ ))
∣∣∣︸ ︷︷ ︸

1

+λ
∣∣∣QΘ(Pc)W

Θ
Q − Q̂Θ(P̂ )WΘ

Q̂

∣∣∣︸ ︷︷ ︸
2

,

(11)

where QΘ(Pc) = Q(·|Pc,Θ(Pc)), and Q̂Θ(P̂ ) = Q̂(·|P̂ ,Θ(P̂ )).

To bound 1 , we have the following derivations. Notice that QΘ(·) ∈ Rm and Q̂Θ(·) ∈ Rm are both
row vectors, and QΘ(Pc) = Q(·|Pc,Θ(Pc)) means the ground-truth distribution of the next upper-
level state given the current state is Pc and the agent follows the higher-order policy Θ. Similarly,
Q̂Θ(P̂ ) = Q̂(·|P̂ ,Θ(P̂ )) is the empirical distribution of the next upper-level state given the current

15
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state P̂ and the agent follows the higher-order policy Θ.∣∣∣RQ(Pc,Θ(Pc))−RQ̂(P̂ ,Θ(P̂ ))
∣∣∣

≤
∣∣∣RQ(Pc,Θ(Pc))−RQ(P̂ ,Θ(P̂ ))

∣∣∣+ ∣∣∣RQ(P̂ ,Θ(P̂ ))−RQ̂(P̂ ,Θ(P̂ ))
∣∣∣

≤ γ(δg + δc)Vmax∥µ0∥∞
1− γ

+
∣∣∣RQ(P̂ ,Θ(P̂ ))−RQ̂(P̂ ,Θ(P̂ ))

∣∣∣ (note: by Lemma 2)

=
γ(δg + δc)Vmax∥µ0∥∞

1− γ
+
∣∣∣∑

P̂ ′

(Q− Q̂)(P̂ ′|P̂ ,Θ(P̂ ))J(π∗(P̂ ′), P̂ ′)
∣∣∣

≤ γ(δg + δc)Vmax∥µ0∥∞
1− γ

+
∣∣∣∑

P̂ ′

(Q− Q̂)(P̂ ′|P̂ ,Θ(P̂ ))
∣∣∣max

P̂ ′

∣∣∣J(π∗(P̂ ′), P̂ ′)
∣∣∣

=
γ(δg + δc)Vmax∥µ0∥∞

1− γ
+ 2∆∥µ0∥∞Vmax.

To bound 2 , we have that (we disregard λ for now)∣∣∣QΘ(Pc)W
Θ
Q − Q̂Θ(P̂ )WΘ

Q̂

∣∣∣ ≤ ∣∣∣QΘ(Pc)W
Θ
Q −QΘ(P̂ )WΘ

Q

∣∣∣︸ ︷︷ ︸
0

+
∣∣∣QΘ(P̂ )WΘ

Q − Q̂Θ(P̂ )WΘ
Q̂

∣∣∣
=

∣∣∣QΘ(P̂ )WΘ
Q − Q̂Θ(P̂ )WΘ

Q̂

∣∣∣
≤

∣∣∣QΘ(P̂ )WΘ
Q −QΘ(P̂ )WΘ

Q̂

∣∣∣+ ∣∣∣QΘ(P̂ )WΘ
Q̂
− Q̂Θ(P̂ )WΘ

Q̂

∣∣∣
≤

∣∣∣QΘ(P̂ )
(
WΘ

Q (Pc)−WΘ
Q̂
(P̂ )

)∣∣∣+ ∥∥∥(QΘ − Q̂Θ)(P̂ )
∥∥∥
1

∥∥∥WΘ
Q̂

∥∥∥
∞

=
∣∣∣QΘ(P̂ )

(
WΘ

Q (Pc)−WΘ
Q̂
(P̂ )

)∣∣∣+ 2∆Wmax

≤
∥∥∥QΘ(P̂ )

∥∥∥
1

∥∥∥WΘ
Q (Pc)−WΘ

Q̂
(P̂ )

∥∥∥
∞

+ 2∆Wmax

=
∥∥∥WΘ

Q (Pc)−WΘ
Q̂
(P̂ )

∥∥∥
∞

+ 2∆Wmax,

where the first term on the righthand side of the first inequality is 0 because with s(Pc) = s(P̂ ),
QΘ(Pc) = QΘ(P̂ ).

By reorganizing terms, our goal (11) is bounded by:∣∣∣WΘ
Q (Pc)−WΘ

Q̂
(P̂ )

∣∣∣ ≤ γ(δg + δc)Vmax∥µ0∥∞
1− γ

+ 2∆∥µ0∥∞Vmax︸ ︷︷ ︸
1

+ λ
∥∥∥WΘ

Q (Pc)−WΘ
Q̂
(P̂ )

∥∥∥
∞

+ 2λ∆Wmax︸ ︷︷ ︸
2

.

Since the above inequality holds for all (Pc, P̂ ) ∈ Pc × P̂ , we have∥∥∥WΘ
Q −WΘ

Q̂

∥∥∥
∞
≤ γ(δg + δc)Vmax∥µ0∥∞

(1− γ)(1− λ)
+

2∆ · ∥µ0∥∞Vmax + 2λ∆ ·Wmax

1− λ
.

□

H NUMERIC SETTINGS

H.1 SYNTHETIC TVCMP

We are considering a time-varying configurable MDP with the state space S = {0, 1, 2}, action
space A = {left, right, stay}, and the number of episodes is K = 2. The time varying transition
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kernel P1 and P3 in episodes k = 1 and k = 2 are, respectively,

P
(l)
1 =

[
0 0.15 0.85

0.75 0 0.25
0.25 0.75 0

]
, P

(r)
1 =

[
0 0.85 0.15

0.15 0 0.85
0.85 0.15 0

]
, P

(s)
1 =

[
0.9 0.05 0.05
0.05 0.9 0.05
0.05 0.05 0.9

]

P
(l)
2 =

[
0 0.45 0.55

0.65 0 0.35
0.45 0.55 0

]
, P

(r)
2 =

[
0 0.75 0.25

0.25 0 0.75
0.85 0.15 0

]
, P

(s)
2 =

[
0.8 0.1 0.1
0.2 0.6 0.2
0.05 0.05 0.9

]
.

For each action a, the transition probabilities are given by the matrix P
(a)
i ∈ R3×3, i = 1, 2, where

the rows index the current state s and the columns index the next state s′. The initial state distribution
of every episode µ0 = [1/3, 1/3, 1/3]T is uniform. The reward function r remains the same in all
episodes. r(s, a) is defined for each state and action pair and is represented as the following matrix:

r(s, a) =

[
10 5 1
2 20 10
20 4 40

]
.

Here, rows correspond to states, and columns correspond to actions. γ = 0.9. The configuration
budgets considered include [0.5, 2.06, 3.61, 5.17, 6.72, 8.28, 9.83, 11.39, 12.94, 14.0].

H.2 SYNTHETIC BI-LEVEL MDP

Synthetic setting: We give the numeric settings of the synthetic bi-level MDP. In the lower-level
MDP, the state space S consists of two dimensions: (price-level, portfolio). The price-level has three
statuses: {0:Low, 1:Neutral, 2:High}. Each price level corresponds to a price in (90, 100, 130). The
portfolio has two statuses: {0:Cash, 1:Holding}, so there are total 6 states in S. The lower-level
action space A = {buy, sell}. There are 3 modes of lower-level transition kernels, or equivalently,
3 states in the upper-level MDP, P1, P2, P3, which respectively determine the price-level transitions
during “boom”, “recession”, and “stabilization”. We set them as

P1 =

[
0.6 0.3 0.1
0.4 0.4 0.2
0.3 0.5 0.2

]
, P2 =

[
0.2 0.5 0.3
0.1 0.6 0.3
0.05 0.25 0.7

]
P3 =

[
0.2 0.6 0.2
0.2 0.6 0.2
0.1 0.5 0.4

]
.

The transitions between the status of the portfolio depend on the action. If s = (·, 0) and a = buy,
then s′ = (·, 1); If s = (·, 1) and a = sell, then s′ = (·, 0). The reward function r is

r(s, a) =


−1, if s = (·, 0), a = buy
new price - old price− 1, if s = (·, 1), a = sell
new price - old price, if s = (·, 1)

γ = 0.95. µ0 is uniformly 1/6. In the upper-level, the state space P = {P1, P2, P3}, the action
space is B = {0:Decrease rate, 1:Increase rate, 2: Keep rate}. The upper-level kernel governs the
transitions between lower kernels Pi and is given by:

Q(De) =

[
0.7 0.2 0.1
0.6 0.2 0.2
0.7 0.1 0.2

]
Q(In) =

[
0.5 0.3 0.2
0.3 0.5 0.2
0.4 0.4 0.2

]
Q(Ke) =

[
0.6 0.25 0.15
0.4 0.4 0.2
0.2 0.3 0.5

]
λ = 0.95. The upper-level reward R is computed according to 3. The configuration cost function is
determined by the current upper-level state and configuration action, and we set it to be:

C(P, b) =

[
0.2 0.1 0.05
0.5 0.3 0.1
0.3 0.2 0.1

]
,

with the rows index kernel mode, and the columns index upper-level actions.

Synthetic Bi-level configurable MDP Experiment: We compose a synthetic bi-level configurable
MDP as described in 2, Bi-level Configurable MDP. The upper-level MDP has 3 discrete states
(equivalently, there are 3 discrete lower-level transition kernels) and 3 model-changing actions,
while each lower-level MDP has 3 states and 2 actions. The details of the environment setting

17
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Figure 3: Bi-level configuration on the synthetic example

are given in the Appendix H.2. In Figure 3, we show that throughout 100 test episodes, the agent
achieves a higher average return (green bar) when following the optimal upper-level policy derived
from Algorithm 1, compared to the two alternative approaches. For comparison, we also computed
the average return under the non-configuration mode (gray bar), where the lower-level transition
kernel is uniformly sampled over the 100 test episodes and the agent just follows the corresponding
primitive optimal policy within each episode, the random configuration mode (orange bar), where
model-changing actions are chosen randomly, and the oracle (blue bar), where the lower-level ker-
nel is fixed to be the optimal one and the agent uses the corresponding optimal policy over the 100
test episodes. Our bi-level MDP configuration obviously shows better performance than the non-
configuration mode and the random configuration mode, and its performance is the closest to the
oracle, as expected.

I USE OF LLMS

LLMs like ChatGPT are only used for polishing up writing in this paper.
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