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Abstract

Following the garbage in garbage out maxim,
the quality of training data supplied to machine
learning models impacts their performance.
Generating these high-quality annotated train-
ing sets from unlabelled data is both expen-
sive and unreliable. Moreover, social media
platforms are increasingly limiting academic
access to data, eliminating a key resource for
NLP research. Consequently, researchers are
shifting focus towards text data augmentation
strategies to overcome these restrictions. In this
work, we present an innovative data augmen-
tation method, PromptAug, using Large Lan-
guage Models (LLMs). We demonstrate the ef-
fectiveness of PromptAug, with improvements
over the baseline dataset of 2% accuracy and
5% F1-score. Furthermore, we evaluate Promp-
tAug over a variety of dataset sizes, proving
it’s effectiveness even in extreme data scarcity
scenarios. To ensure a thorough evaluation of
data augmentation methods we further perform
qualitative thematic analysis, identifying four
problematic themes with augmented text data;
Linguistic Fluidity, Humour Ambiguity, Aug-
mented Content Ambiguity, and Augmented
Content Misinterpretation.

1 Introduction

Social media has exploded in popularity through-
out society, as social media usage increases, the
volume of interactions on social platforms also in-
creases. A significant number of these interactions
are negative. These negative interactions can have
substantial harmful consequences for users. In or-
der to reduce these consequences the negative in-
teractions first have to be detected. While existing
work focuses on detecting extreme forms of these
negative interactions (Fortuna and Nunes, 2018;
Alkomah and Ma, 2022; Poletto et al., 2021), less
extreme negative interactions have still been shown
to cause harm to users (Boroon et al., 2021; Kowal-
ski, 2000; Wang et al., 2022; Ledley et al., 2006).

In this paper, we focus on fine grained identifica-
tion of negative interactions, and cast the problem
as complex multi-class classification comprising
of a range of negative behaviours. This task is
studied by Breitsohl et al. (2018) using netnogra-
phies (Kozinets, 2015), proposing a unique dataset
that demands a model capable of discerning be-
tween six distinct conflict behaviors, Table 1. The
imbalanced dataset showcases typical overlapping
human behavior classes with blurred boundaries
due to shared traits (Lango and Stefanowski, 2022).

A key to successful classification models, esp. in
the era of neural models, is access to robust large-
scale training data (Minaee et al., 2021; Fenza et al.,
2021). Datasets are commonly obtained by collect-
ing and annotating data from platform APIs, fre-
quently utilizing annotation services such as MTurk
(Aguinis et al., 2021). However, this approach has
a number of faults. Platforms such as Facebook
and X(Twitter) have restricted academic access to
research data, placing access beyond reach or be-
hind a paywall, which many researchers cannot
afford. Additionally, whilst these services provide
opportunities to easily produce labelled data many
researchers have questioned the quality of the pro-
duced data (Welinder and Perona, 2010; Paolacci
et al., 2010). These issues with labelling quality are
magnified when dealing with the highly nuanced
behavioural data present within our problem. There
also exists a layer of ethical concern whereby data
annotators are repeatedly exposed to negative and
harmful content (Roy et al., 2023).

Data augmentation (DA) presents a solution to
this issue and is a growing NLP research area
(Shorten et al., 2021; Soudani et al., 2023). Re-
searchers can use DA to expand datasets and in-
crease reliability and performance of models, while
preventing over-fitting to limited training data. A
large number of DA methods are centered around
substitution augmentation; e.g., synonym swap-
ping, sentence manipulation, and word insertion or



Class Size | Description
. Humorous communication without hostile intent (light jokes, banter,
Teasing 208 . . o .
friendly provocation, mild irony that can be misunderstood).
Humorous communication in a cynical tone (biting, bitter, hurtful tone,
Sarcasm 577 . .
including swearwords)
- Constructive communication without hostile intent (superiority, factual
Criticism 698 . .
disagreements, without humorous elements)
Provocative communication without targeting anyone (edging conflicts on,
Trolling 1089 | inciting anger, seeking disapproval, obvious fake news and misinformation,
seeking response)
Abusive communication with hostile intent (including swearwords,
Harassment | 1098 .\ N
profanities, discriminatory language; and no humorous elements)
Threats 482 | Abusive communication with declared intention to act in a negative manner

Table 1: The classes in this paper’s conflict dataset, the number of datapoints in each class, and their definitions.

reordering (Fellbaum, 2010; Wei and Zou, 2019).
Conversely, other data augmentation techniques
aim to generate entirely new datapoints (Anaby-
Tavor et al., 2020; Yang et al., 2020; Quteineh et al.,
2020). These models often rely on expensive state-
of-the-art LLMs and require pre-training.

We argue existing NLP techniques are limited in
the variety and depth of generated datapoints for
conflict classification task. It is shown that sub-
stitution based methods, while easy to implement,
offer incremental improvements with little diver-
sity between the original and generated datapoints
(Feng et al., 2021). They often do not retain data-
point identity and can change the context, legibility,
and label preservation of datapoints. Figure 1 ex-
hibit this behaviour in two examples generated by
a text transmutation DA method, EDA (Wei and
Zou, 2019). In the first example, there is a lack
of legibility, and the context of singling a user out
for negativity is lost. In example two, the substitu-
tion of two words completely changes the tone and
subsequent datapoint class.

As highlighted there are a multitude of shortcom-
ings with the existing text DA methods for conflict
classification task. In this paper, we propose a
novel text DA method focusing on distinct LLM
prompting techniques. We leverage open-source
LLMs to generate new text datapoints which ad-
here to class identities and retain class boundaries.
Specifically we make use of two open sources
LLMs; Llama by Meta (Touvron et al., 2023), and
Mistral by Mistral Al (Jiang et al., 2023). We gener-
ate high quality, creative text datapoints, expanding
the training dataset whilst adhering to class defi-
nitions and boundaries. Our approach features a

designed prompting scheme, consisting of four dis-
tinct components: instruction, context, examples,
and definition (Table 2). We show the effectiveness
of our DA approach by evaluating the generated
data intrinsically and extrinsically.

To summarize, we make the following contribu-
tions in this paper:

* We study the critical task of fine-grained multi-
class conflict classification and propose a
prompt-based data augmentation method to
address challenging properties of the task such
as class imbalance and blurred class bound-
aries inherent to this task.

* We show that our DA method outperforms
state-of-the-are substitution and LLM-based
data augmentation methods and is highly ro-
bust under extreme data scarcity conditions.

* We perform an extensive analysis of the syn-
thetically generated data, quantitatively by
measuring lexical diversity, and qualitatively
using human annotations, identifying four
traits in mis-annotated datapoints.

These findings are of considerable importance
in an academic landscape, where access to social
media research data is becoming more restricted
and the quality of available data is under scrutiny.

2 Related Work

EDA (Wei and Zou, 2019) is a widely used and
referenced DA method, employing four operations;
synonym replacement, random insertion, random
swap, and random deletion. EDA demonstrated
increased performance across a variety of classifi-
cation tasks and restricted dataset sizes.
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Figure 1: Example EDA datapoints, showing a lack of
legibility in "1" and change of context and label in "2".

CBERT (Wu et al., 2019), is based on a BERT
model where an additional label-conditional con-
straint is applied to the model task. The BERT
model then creates augmented data whilst retaining
contextual label information. CBERT showed in-
creased performance in multiple classification tasks
compared to baselines and other NLP DA methods.

Lambada (Anaby-Tavor et al., 2020), is based
on generating additional datapoints using an LLM
then filtering the data using a classifier that is pre-
trained on the original data to ensure quality data.
The filtration works via the classifiers confidence
score for each class, with the algorithm retaining
the top N samples where the models classification
matches the true label of the datapoint. However,
filtering via classification model could introduce
bias into the training dataset.

PromptMix (Sahu et al., 2023), is based on gen-
erating new datapoints near class boundaries us-
ing GPT3.5-turbo. The method generates mixed
class datapoints, then uses the same LLM to relabel
them to ensure correctness of labels. Whilst this
method achieved SOTA performance in the paper,
it presents a number of challenges in the conflict
classification task, which features blurred bound-
aries and similar behaviour classes, introducing
more examples along these blurred boundaries is
not only difficult for LLMs to achieve due to the
nuanced behaviours but also serves to reinforce the
ambiguity within the dataset instead of providing
more clarity. Additionally, the baseline classifi-
cation performance in this task is low, due to the
reasons mentioned in section 1. Therefore, the rela-
belling step within PromptMix is likely to increase
rather than decrease the number of incorrect labels
within the augmented dataset.

Outside of NLP classification tasks, Whitehouse
et al. Whitehouse et al. (2023) explore the use
of prompt formatting DA to improve performance

in multilingual commonsense reasoning datasets.
They make use of more powerful closed LLMs
such as GPT-4, and identify that exploring open-
source low resource LLLMs, as we do in this paper,
is a compelling direction for future work.

As a result of the problems identified in Sec-
tion 1 and gap in related work identified here, we
present a straightforward, easily implemented DA
method. This approach is based on detailed prompt
engineering for a low-resource LLM, harnessing
the power of the LLM whilst removing the need
for pre-training and specifically targeting augmen-
tation with regards to class definition and identify.
We evaluate the effectiveness of the DA method
with respect to accuracy, fl-score, recall and pre-
cision over a variety of dataset sizes. We further
perform qualitative thematic analysis over the aug-
mented datapoints to verify their robustness.

3 Methodology
3.1 Defining the Method

For our DA approach we utilise an LLM to gener-
ate new datapoints which can be used to increase
the size, diversity, and quality of training datasets.
Firstly, we consider the set of classes C within the
dataset. For each class ¢ € C, we divide the set
of datapoints D, into groups of size k. We set
k=3. For each class ¢ we also create a definition
and additional adjectives and descriptors. Iterat-
ing through the set of classes C, for each group of
examples within the class ¢, we prompt the LLM
to generate 5 new examples belonging to class ¢
in a numbered list. A breakdown of this prompt
is shown in Table 2. Each section of the prompt
was carefully designed and selected for a specific
purpose.

3.2 Prompt Components

When constructing our prompt structure we ad-
hered to the CLEAR framework (Lo, 2023), which
emphasises five components; concise, logical, ex-
plicit, adaptive, and reflective. The first two prompt
features, instruction and context, directly relate to
the framework, applying it’s principles.

The instruction delivers a clear directive to the
LLM. We experimented with different versions
of the instruction and found it important to spec-
ify the output format ("In a numbered list...”). If
not, the LLM sometimes generates erroneous dat-
apoints, which could be related to the behaviour
or completely random. Similarly, specifying ‘...



In a numbered list, write 5 new
social media comments
containing {behaviour}...

... directed at other social media
users.

Here are some examples;
{Examples one, two, three}.
{Behaviour} is defined as
{type of} communication

{list of additional adjectives
and descriptors}

Instruction

Context

Examples

Definition

Table 2: PromptAug prompt segments.

write 5 new social media comments containing be-
haviour...” limited the randomness of the prompt
output and provided the best quality responses.
These components of the prompt enabled pattern
matching in order to obtain the generated examples.

For the context portion of the prompt, we applied
various role-playing scenarios. If the phrases ‘As a
social media user’ or ‘In response to a social media
comment’ were used, the LLM would often output
advice on how to respond to the behaviour, not the
behaviour itself. Simply using ‘... directed at other
users’ provided the best results, we theorise that
this provides the LLM with enough context without
making it the focus of the prompt.

The use of desired behaviour examples is key to
our method, without which the LLM relies solely
on the definition for creating datapoints. Including
examples tethers the LLM to the existing dataset,
retaining the current class boundaries whilst simul-
taneously having the freedom to create additional
datapoints. This reasoning is supported by results
from PromptMix (Sahu et al., 2023), where authors
evaluated few-shot and zero-shot generation. They
found that in all cases, few-shot generation outper-
formed zero-shot.

Finally, a vital part of our method is the inclusion
of a clear, distinct desired behaviour definition with
additional adjectives and descriptors. With numer-
ous possible definitions for each behaviour, it is cru-
cial the LLM understands the exact version of the
behaviour it is generating. Strong behaviour defini-
tions and additional descriptors allow the LLMs to
generate creatively within the desired scope, con-
tributing to the retention of class boundaries and
good datapoint quality.

4 Experiments

We design three experiments to answer the follow-
ing research questions.

* RQI. Do data augmentation methods increase
classification performance?

* RQ2. Do data augmentation methods retain
performance within data scarce scenarios?

* RQ3. Do data augmentation methods generate
good quality and diverse datapoints?

4.1 Experiment One: Data Augmentation
Effects on Classification Performance

To answer RQ1, we evaluate the classification
results of CNN, DistilBERT, and BERT models
trained on the original datasets, and synthetically
generated data by PromptAug, PromptMix (Sahu
et al., 2023), EDA (Wei and Zou, 2019), and
CBERT (Wu et al., 2019) DA methods. We apply
the PromptAug method as described and Prompt-
Mix, EDA, and CBERT methods according to their
papers. The EDA and CBERT methods produce
a 1:1 ratio of datapoints. Both PromptMix and
PromptAug produce higher ratios of augmented
data. To conduct a fair comparison we randomly
sample the generated datapoints from the Prompt-
Mix and PromptAug DA methods until this 1:1 ra-
tio is achieved. Each DA method had the same orig-
inal data, the training datasets then consisted of the
original and newly generated DA datapoints. For
the LLM based methods, PromptAug and Prompt-
Mix, we also evaluate generalisability by examin-
ing the effect on classification performance using
different LLMs for data generation. We test using
Llama2-7B and Mistral-8B.

In order to further evaluate the results we also
include a breakdown of class performance in two
heatmaps. This allows the analysis of the effect of
augmentation on an individual class level, seeking
to find trends related to class size or characteristic.

4.2 Experiment Two: Performance of Data
Augmentation in Data Scarce Scenarios

DA techniques are frequently employed when there
is a lack of available training data. Therefore, it is
vital that the augmentation method retains its ability
to create quality datapoints with limited data. As a
result, we restrict the volume of training data avail-
able to the augmentation methods to 20%, 40%,
60%, and 80%. This experiment demonstrates not
only the effect of training dataset size on classi-



fication models, but also the effectiveness of our
augmentation method in data scarcity scenarios.

4.3 Experiment Three: Quality Analysis of
Augmented Datapoints

To answer RQ3, which focuses on generated data-
point quality, we analyse diversity within the data-
points generated by the DA methods. To this end,
we follow the diversity evaluation outlined by Joko
et al. (2024), employing two diversity metrics used
in their work; Distinct-n (Dist-n) (Li et al., 2015)
and Self-BLEU (Zhu et al., 2018). Dist-n evaluates
the ratio of distinct unigrams and bigrams to the to-
tal numbers of unigrams and bigrams, respectively.
Self-BLEU examines the diversity present within
a corpus by calculating the BLEU score between
each datapoint in the corpus and the rest of the
corpus datapoints. To obtain the Self-BLEU score
an average of all BLEU scores is taken. To obtain
each BLEU score we use NLTK’s BLEU methods,
and set the weights for 1,2,3, and 4 n-grams to 0.25
each. Finally, prior to computing both of the diver-
sity metrics we follow Joko et al. (2024)’s advice
to employ normalisation. We randomly sample
from each set of augmented datapoints until a set
number of words is reached. Joko et al. (2024) note
that without normalisation diversity metrics such as
Dist-n are bias towards datasets with fewer words.

To qualitatively analyse data quality, we sam-
pled 150 datapoints from the augmented EDA and
PromptAug data and conducted a blind annota-
tion by two researchers, one from outside the pa-
per. We conduct percentage annotator agreement
and calculate Cohen’s Kappa statistic according to
McHugh (2012). To evaluate trends and patterns in
the mis-annotated generated datapoints we employ
Thematic Analysis (TA), a widely used research
method in the social science domain formally es-
tablished by Braun and Clarke (2006). Additional
work by Braun and Clarke (2021) outlines the six
step process for TA that we follow; familiarisation
of data, generate initial codes, identify themes, re-
view themes, define themes, and report findings.
One researcher coded the mis-annotated datapoints
and identified themes, a second then reviewed the
identified codes and themes. The researchers then
discuss the codes, patterns, and themes before final-
ising findings, which are reported with the identi-
fied themes, definitions, descriptions, and examples
included for robustness and reproducibility.

4.4 TImplementation and Evaluation Setup

For classification model description and hyperpa-
rameters see Table 7 in the appendix. All models
were standard implementations and were trained us-
ing the same setup over four epochs, learning rate
of 2e-5, AdamW (Loshchilov and Hutter, 2017)
for optimization, and Cross Entropy Loss. For
each dataset size interval the same training (80%),
validation (10%), and test (10%) sets were used,
the only difference being the new generated data.
Importantly, no augmentation occurred in the vali-
dation or test sets and the training set’s augmented
datapoints were based only on the original training
set. This is vital to ensure no cross contamination
between the train, validation, and test splits.

4.5 Dataset

The dataset used in this research was created by
a sixteen-month netnography of four online Face-
book brand communities (Breitsohl et al., 2018),
where authors identified consumer conflicts and
their different forms. Double coding was con-
ducted by two social science researchers to en-
sure annotation integrity. The dataset, shown in
1, contains six conflict classes: Teasing, Criticism,
Sarcasm, Trolling, Harassment, and Threats. Af-
ter conducting the netnography some classes were
severely lacking datapoints, we therefore supple-
mented the dataset with datapoints from other open
source datasets. These additional data points from
Khodak et al. (Sarcasm) (Khodak et al., 2017),
Wulczyn et al. (Threats) (Wulczyn et al., 2017),
and Aggarwal et al. (Trolling) (Aggarwal et al.,
2020) were chosen because the annotation guides
and descriptions within the papers for each of the
classes aligned heavily with the characteristics and
definitions of the classes within this paper. This
practise has been supported by other research (For-
tuna et al., 2018), (Salminen et al., 2020), which
suggests that not only is the practise acceptable
in terms of dataset robustness but can also lead to
increased model performance.

5 Results and Discussion

5.1 Experiment One: Data Augmentation
Effects on Classification Performance

Table 3 shows the effect of changing the LLM used
for datapoint generation using the two implemented
LLM-based DA methods, our method PromptAug
and PromptMix. PromptAug improved over the
baseline dataset when using both Mistral-8B and



Acc | Fl R P Acc | Fl1 R P
Original Dataset | 0.69 | 0.61 | 0.61 | 0.65 CNN | Original | 0.45 | 0.40 | 0.40 | 0.43
Llama? PAug | 0.71 | 0.66 | 0.66 | 0.67 EDA 0451042 | 042|044
PMix | 0.71 | 0.61 | 0.63 | 0.61 CBERT | 0.46 | 0.41 | 0.42 | 0.42
Mistral PAug | 0.67 | 0.64 | 0.63 | 0.65 PMix 0.49 | 042 | 042 | 0.42
PMix | 0.65 | 0.61 | 0.61 | 0.63 PAug 0.50 | 0.46 | 0.46 | 0.48
Distil | Original | 0.65 | 0.55 | 0.57 | 0.54
Table 3: BERT Classification performances for LLM- EDA 065 1 056 | 056 | 054
based DA methods using Llama2-7B and Mistral-8B. CBERT 10651057 1057 | 056
PMix 0.64 | 0.56 | 0.57 | 0.55
Llama2-7B. PromptMix however, only achieved in- PAug 0.66 | 0.57 | 0.59 | 0.55
creased performances using Llama2-7B. We see BERT | Original | 0.69 | 0.61 | 0.61 | 0.65
that for both methods, Llama2-7B results in a EDA 0.68 1064 | 0631 064
stronger classification performance. We therefore CBERT | 068 | 0.64 | 0.64 | 0.65
use this LLM for further experiments. PMix 071 1 061 1 0.63 | 0.61
Next we analyse classification performance of PAug 0.71 | 0.66 | 0.66 | 0.67

three models trained using the augmented datasets
generated by the DA techniques. The results are
displayed in Table 4, and show that PromptAug
achieves best performance. Using BERT as clas-
sifier, both PromptAug and PromptMix achieve
the same increase in accuracy over the original
dataset. However, PromptMix achieves no increase
in F1-score whilst PromptAug shows an increase
of 5%. Additionally, PromptAug outperforms both
EDA and CBERT in accuracy (3%) and F1-score
(2%). Similar out-performance is present for CNN,
PromptAug besting the original dataset by 5% ac-
curacy and 6% F1-score, whilst scoring higher than
EDA by 5% accuracy and 4% F1-score and higher
than CBERT by 4% accuracy and 5% F1-score.
The effects of DA are less evident but still present
with DistilBERT, with PromptAug achieving the
best performance in accuracy and joint highest per-
formance in F1-score.

Results show PromptAug is an effective DA tech-
nique that can easily be used to improve classifi-
cation performance. We highlight PromptAug’s
robustness by comparing performance against one
SOTA and two common DA methods, and it’s gen-
eralisability through increased performance over
the original dataset using two different generative
LLMs. Additionally, the lack of pre-training and
ease of access means that PromptAug maintains a
simple approach, enabling it’s application to other
tasks, only requiring an open source LLM, task
instruction and context, existing class examples,
and class definitions; elements that researchers will
already have when constructing datasets.

Investigating class-wise performance, two
heatmaps of BERT’s classification performance
across the original and PromptAug datasets are

Table 4: DA methods classification performances. For
LLM based methods Llama2-7B is used.

presented in Figure 2. We observe large perfor-
mance increases of 0.15 within Teasing and Cerit-
icism classes, marginal performance increase in
Trolling, and no performance increase in the Threat
class. Despite an increase in overall performance,
there were class performance decreases of 0.11
in Sarcasm and 0.05 in Harassment. Within the
original dataset Teasing and Criticism were most
frequently misclassified as Harassment. This trend
was reduced across almost all classes after aug-
mentation . We propose that PromptAug increased
these classes’ profiles, reinforcing their identities as
separate behaviours to Harassment. This highlights
the ability of PromptAug to be effective in scenar-
ios with strong overlap between class boundaries
and complex class behaviour. Class size could also
be a contributing factor to performance. The small-
est and worst performing class is Teasing, with the
next smallest class being more than twice it’s size.
It therefore could have had the most to gain from
an increase in datapoints. PromptAug more than
doubled the Teasing class performance, demonstrat-
ing the effectiveness of PromptAug within a small,
imbalanced multiclass dataset.

5.2 Experiment Two: Performance of Data
Augmentation in Data Scarce Scenarios.

Experiment two evaluates the effect of DA meth-
ods under data scarcity conditions. Figure 3 shows
that for the original dataset, classification perfor-
mance worsens as dataset size decreases. The same
is true for DA methods but at a lower rate, with DA
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Figure 2: Class breakdown of BERT performance.

techniques reducing the impact of shrinking dataset
size on performance. Of the methods, PromptAug
improves the most over the original dataset. With
accuracy increase of 13%, 12%, 6%, 4% and 2%
over dataset sizes of 20%, 40%, 60%, 80% and
100%, respectively. This suggests that, for accu-
racy, DA is effective at all dataset sizes but has
greater effect at lower dataset sizes. For F1-score,
over the same size intervals, PromptAug improves
over the baseline by 16%, 15%, 7%, 9%, and 5%.
PromptAug therefore has greater impact on F1-
score compared to accuracy at higher size intervals.
PromptMix follows the same trend as the other
DA methods with increased in accuracy over the
original dataset, but does not follow the trend of
increased F1-scores.

Concluding experiment two, as shown in Fig. 3,
decreasing dataset size has an adverse effect on
performance, this effect can be reduced using DA.
PromptAug is the most effective DA technique, in-
creasing Accuracy and F1-score performance at all
dataset sizes with the exception of 60% where it is
matched in F1-Score by EDA at 0.59 and outper-
formed in Accuracy by EDA by 1%. By demon-
strating PromptAug’s ability to effectively operate
in data scarce scenarios we show its suitability for
DA, where tasks seeking to employ DA are fre-
quently struggling with extreme data scarcity.

5.3 Experiment Three: Quality Analysis of
Augmented Datapoints

The diversity metric analysis in Table 5 highlights
two findings. Firstly, that substitution based DA
methods exhibit more diversity within the gener-
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Figure 3: Line graphs of performance vs dataset size.

ated datapoints than LLM based methods. This
can be attributed to substitution based augmented
datapoints closely mirroring those present within
the original dataset, they therefore retain the diver-
sity present within the original data. Secondly, that
of the two LLM based DA techniques PromptAug
exhibts more diversity than PromptMix over Dist-1,
Dist-2, and Self-BLEU.

The thematic analysis performed on mis-
annotated datapoints from the EDA and Promp-
tAug datasets produced four themes: (i) “Linguis-
tic Fluidity,” (ii) “Humour Ambiguity,” (iv) “Aug-
mented Content Ambiguity,” and (vi) “Augmented
Content Misinterpretation.” Both EDA and Promp-
tAug methods experienced Linguistic Fluidity and
Humour Ambiguity. Augmented Content Ambigu-
ity was identified within EDA data, and Augmented
Content Misinterpretation was identified within
PromptAug data (Table. 6). For the PromptAug,
data annotators had an agreement rate of 67% and
Cohen’s K of 0.36, described as fair agreement by
Landis and Koch (1977). For EDA, data annotators
had an annotation agreement of 46% and Cohen’s
K of 0.14, described as slight agreement. Conduct-
ing TA to identify these themes provides an eval-
uation of DA beyond quantitative metrics. These
themes can be used to target weaknesses that may
be found in all NLP DA methods such as linguistic
fluidity and humour ambiguity, or used to target
specific weaknesses within methods such as aug-
mented content ambiguity for EDA or augmented
content misinterpretation for PromptAug.

The Linguistic Fluidity theme encompasses fluid
or blurred boundaries between classes. Although



Dist-1 | Dist-2 | Self-BLEU |
EDA 0.131 | 0.636 | 0.122
CBERT 0.104 | 0.534 | 0.132
Prompt Aug | 0.114 | 0.482 | 0.453
Prompt Mix | 0.070 | 0.252 | 0.662

Table 5: Diversity metrics for the DA models. | indi-
cates a lower result is better.

datapoints have dominant behaviours, they can con-
tain aspects of multiple behaviours. Jhaver et al.
(2017); Kim et al. (2022) identify ambiguous class
boundaries investigating; how Criticism develops
into Harassment, the inter-relation between the two
behaviors, and subjectivity of true class identity.
This theme is also present in hate research. For-
tuna et al. (2020) discuss how terminology differs
across the hate domain, leading to fluidity between
behaviour classes in different datasets and misin-
terpretation of the behavioural identities.

The second theme, Humour Ambiguity, relates to
the difficulty of identifying nuanced humour. Hu-
mour has been recognised as a challenging NLP
area. It is largely subjective and often relies on sub-
tle cues. For example, the first humour ambiguity
datapoint in Table 6 belongs to *Trolling’ but was
mis-annotated as ‘Teasing.” There are two difficul-
ties in identifying this datapoint. Firstly, the border
between teasing and trolling behaviours can be sub-
jective, what one individual finds humourous may
incite a negative response from others. Secondly,
humour is often nuanced, and as mentioned relies
on subtle clues, DA within humourous behaviours
may result in further ambiguity and blurring of
class boundaries as words and phrases are altered.

The third theme, Augmented Content Ambiguity,
relates to the DA method’s ability to produce coher-
ent augmented datapoints interpretable by humans,
whilst retaining class labels. When human inter-
action behaviours are involved, class labels can
depend on subtle text features, DA can obscure and
sometimes remove vital clues for human coders.
In the two given examples, we can observe that
text transmutation has compromised the sentence
composition, resulting in difficult interpretation for
human coders. In their survey of NLP DA, Chen
et al. (2023) note a similar problem of text trans-
mutation changing the meaning of sentences.

The final theme, Augmented Content Misinter-

pretation, occurs within the PromptAug data. Al-
though the prompt is designed to produce quality

examples of desired classes, it occasionally pro-
duces erroneous responses, e.g., other negative
classes, advice on dealing with the behaviour, and
random data. These responses are difficult to fil-
ter and hinder model performance as they do not
accurately reflect the desired classes. These erro-
neous responses are often a result of safety nets
employed by the LLM, which are used to ensure
safe Al practices. Other researchers identify this is-
sue when generating negative behaviour datapoints.
Lermen et al. (2023) investigated harassment and
hate classes within their work, which is relevant to
this paper’s data. They found that Llama can refuse
to produce harassment and hate examples around
75% and 70% of the time.

6 Conclusion

We present a novel few shot learning DA approach
based on LLM prompting, targeting class definition
and identity within a small, imbalanced negative
behaviour multi-class dataset. Our augmentation
method harnesses the power of LLMs while being
easily implemented, requiring no finetuning, and
achieving superior classification performance over
the baseline dataset and other SOTA DA methods.
We further demonstrate the effectiveness of the
augmentation method in extreme data scarce sce-
narios. We further analyse quality of the generated
data by evaluating diversity within augmented dat-
apoints. In addition to the quantitative evaluation,
we conduct a manual annotation and qualitative
thematic analysis of the augmented datapoints. We
find that within augmented datapoints there are four
main themes of mis-annotation; linguistic fluidity,
humour ambiguity, augmented content ambiguity,
and augmented content misinterpretation.

Future Directions. With recent emphasis on re-
sponsible Al and growing focus on social bias
within LLMs, future study could examine how
bias presents itself within DA. A study adopting
two methods suggested by Ferrara (2023), ‘Ap-
plying fairness metrics’ and ‘Human-in-the-loop
approaches’, would provide insights on social bias
of generated data. Secondly, quantifying expenses
of DA methods would be of interest, highlighting
trade-offs between expense and performance. Fu-
ture work could also employ PromptAug within
other text datasets, evaluating generalisability.



7 Limitations

We evaluate our model’s generalisability across
classification models and dataset size. Therefore
we cannot make any assumptions about the gen-
eralisation of our method to other datasets with
different classes and sizes. Additionally, we only
use Llama-7B and Mistral-8B as generative LLMs
for our method, so we cannot assume any general-
isability for more powerful LLMs such as GPT4
or GPT3.5 turbo. We also do not investigate any
social bias present within the datapoints generated
by the LLM.

8 Ethical Concerns

In this paper we discuss harmful content, e.g. ha-
rassment and threats, and how to generate it using
LLMs. This presents an opportunity for individuals
with malicious intent to use this research to cause
harm. We argue that the purpose behind this work
is to improve classification performance for harm-
ful content along a negative behaviour spectrum.
This increased capability to successfully identify
harmful content on social media is ultimately a
net positive for society. In addition we don’t spec-
ify any additional techniques to completely bypass
LLMs safety nets, instead we only note that our
prompt structure does do so to some degree.
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Table 7: Tables showing classification model hyperparameters and Descriptions.

Model HyperParameters and Descriptions
For the BERT model, we used the HuggingFace transformers
BERT BERT-Base uncased pre-trained model with 12 layers, 12 heads,
768 hidden size, and 110M parameters.
DistilBERT For the DistilBERT model we used HuggingFace DistilBERT
model with 6 layers, 12 heads, 768 hidden size and 66M parameters.
The CNN model was created using TensorFlow Keras sequential
model, and had 3 convolution layers, 3 pooling layers, a flatten
CNN . .
layer used as connection between the Convolution layer, and two
dense layers.
Table 8: Tables showing package versions and URLs.
Package Version URL
Huggingface Hub | 0.20.3 https://huggingface.co/
Accelerate 0.26.1 https://huggingface.co/docs/accelerate
Transformers 4.35.2 https://huggingface.co/docs/transformers/
Torch 2.2.0 https://pypi.org/project/torch/
Pandas 1.5.3 https://pandas.pydata.org/
Numpy 1.25.2 https://numpy.org/
Sklearn 1.4.1 https://scikit-learn.org/stable/
Meta Llama Llama-2-7b | https://huggingface.co/meta-Llama
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