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Abstract

Sketch re-identification (Re-ID) seeks to match pedestrians’
photos from surveillance videos with corresponding sketches.
However, we observe that existing works still have two crit-
ical limitations: (i) cross- and intra-modality discrepancies
hinder the extraction of modality-shared features, (ii) stan-
dard triplet loss fails to constrain latent feature distribution
in each modality with inadequate samples. To overcome the
above issues, we propose a differentiable auxiliary learning
network (DALNet) to explore a robust auxiliary modality for
Sketch Re-ID. Specifically, for (i) we construct an auxiliary
modality by using a dynamic auxiliary generator (DAG) to
bridge the gap between sketch and photo modalities. The aux-
iliary modality highlights the described person in photos to
mitigate background clutter and learns sketch style through
style refinement. Moreover, a modality interactive attention
module (MIA) is presented to align the features and learn the
invariant patterns of two modalities by auxiliary modality. To
address (ii), we propose a multi-modality collaborative learn-
ing scheme (MMCL) to align the latent distribution of three
modalities. An intra-modality circle loss in MMCL brings
learned global and modality-shared features of the same iden-
tity closer in the case of insufficient samples within each
modality. Extensive experiments verify the superior perfor-
mance of our DALNet over the state-of-the-art methods for
Sketch Re-ID, and the generalization in sketch-based image
retrieval and sketch-photo face recognition tasks.

Introduction
Person re-identification (Re-ID) (Ye et al. 2021) is com-
monly employed for matching pedestrian images captured
by multiple non-overlapping cameras. However, traditional
Re-ID methods can hardly be used when there are only the
descriptions of the corresponding individuals in the absence
of the query photos. To address this situation, Sketch Re-ID
(Pang et al. 2018) has emerged to match the sketches, drawn
by experts according to witness descriptions, with pedestrian
photos captured by surveillance cameras.

Due to the different presentation intrinsicality between
sketches and photos, Sketch Re-ID suffers from undesired
cross-modality differences. As shown in Figure 1(a), photos
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Figure 1: (a) Sketch-photo sample pairs from the PKU-
Sketch dataset. (b) Visualization of our auxiliary images
from DAG. Our auxiliary modality possesses a noise-free
structure similar to photos and a sketch-like texture, thereby
facilitating the learning of modality-shared features.

from different camera views can capture more visual infor-
mation (e.g., color, pose, background, and lighting), while
hand-drawn sketches from a frontal view are very abstract
with only contour information and prominent features. On
account of diverse painting styles, noticeable differences in
the portrayal of characters emerge within the sketch modal-
ity. Besides, background noise and light variety within the
photo modality pose a challenge for aligning sketches and
photos of the same identity.

Existing Sketch Re-ID methods (Pang et al. 2018; Gui
et al. 2020) rely on extracting shared patterns and stan-
dard triplet loss for cross-modality metric optimization. Typ-
ically, a two-stream network (Zhu et al. 2022) is utilized to
extract features across different modalities, and these fea-
tures are mapped into a common feature space. Despite
the encouraging achievements, these methods still struggle
with huge modality discrepancies. Recently, Zhang et al.
(Zhang et al. 2022) developed cross-compatible embedding
and feature construction to enhance feature discrimination
among different modalities. However, cross transplantation
inevitably introduces extra noise into the learned patterns
due to local exchange between two modalities. Apart from
enhancing feature discrimination, bridging the modality gap
is noteworthy in Sketch Re-ID. An auxiliary sketch modal-
ity was proposed to guide the asymmetrical disentanglement
in the transformer framework (Chen et al. 2022). But they
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migrated the photo-to-sketch synthesis method (Xiang et al.
2022) into Sketch Re-ID, producing much sketch-like back-
ground clutter in cross-modality retrieval. The aforemen-
tioned methods aim to address cross-modality differences
but neglect significant variations within each modality.

We cast the Sketch Re-ID as a distribution matching prob-
lem, where the goal is to train a model such that the learned
distribution of latent representations is invariant across dif-
ferent modalities and within each modality. To this end, we
propose a differentiable auxiliary learning network (DAL-
Net) for Sketch Re-ID. Initially, the dynamic auxiliary gen-
erator (DAG) generates the auxiliary modality from photo
modality under the constraint of style refinement learning
(SRL), setting the stage for learning distribution matching.
To overcome intra-modality variations, the auxiliary modal-
ity highlights the pertinent patterns of the human body while
intentionally mitigating any potential interference caused by
background clutter and light variations in photos during the
training process. Also, the auxiliary modality can be dy-
namically adjusted to approximate the specific sketch style
by SRL strategy, alleviating the impact of diverse painting
styles. Figure 1(b) illustrates the visualization of our auxil-
iary modality, which not only has a similar style to the hand-
drawn sketches but also maintains the same structure as the
photos without background noise.

To learn the invariant representations across photo and
sketch modalities, we design a modality interactive atten-
tion module (MIA). MIA refines the semantic information of
sketch and photo modalities by utilizing auxiliary modality.
It serves as a bridge to achieve multi-modality fine-grained
feature interaction. Additionally, we design a multi-modality
collaborative learning scheme (MMCL) instead of modal-
ity replacement (Bhunia et al. 2021) to learn robust feature
relationships across photo, sketch and auxiliary modalities
at the identity and distribution levels. Unlike the previous
methods working around triplet loss for cross-modality met-
ric, we narrow the gap between sketch and photo modal-
ities while considering the sub-optimal latent space issues
caused by the intra-modality discrepancy. An intra-modality
circle loss (LIM ) in MMCL is designed to bring the fea-
tures of the same identity closer within each modality. For
the scarcity of samples, LIM leverages learned global fea-
tures and modality-shared features of the same sample at dif-
ferent stages. These features are the most dissimilar in the
same sample, increasing representation richness and effec-
tively alleviating feature latent distribution imbalances. In
general, our contributions are summarized as follows.

• We propose a differentiable auxiliary learning network
with a powerful auxiliary modality to tackle the issues
of cross- and intra-modality discrepancies, and feature
distribution with insufficient samples.

• A lightweight dynamic auxiliary generator is designed
to generate the auxiliary modality, which is updated to
highlight the described person in photos and learn sketch
style with style refinement learning.

• We present a modality interactive attention module to
align the features and learn the invariant patterns of photo
and sketch modalities by auxiliary modality. Moreover, a

multi-modality collaborative learning scheme is designed
to align the latent distribution of three modalities, even in
the case of limited samples.

• Extensive experiments verify the superior performance
of our DALNet over state-of-the-art methods for Sketch
Re-ID and other related tasks, such as sketch-based im-
age retrieval and sketch-photo face recognition.

Related Work
Sketch-Based Image Retrieval
Sketch-based image retrieval (SBIR) utilizes hand-drawn
sketches as the query set to retrieve relevant photos from a
database. Existing category-level SBIR methods (Bui et al.
2017; Collomosse, Bui, and Jin 2019) make use of Siamese
networks with ranking losses to learn a joint embedding
space. In addition, Li et al. (Li et al. 2014) first devel-
oped deformable part-based models for fine-grained SBIR,
which aims at instance specific sketch-photo matching. Yu
et al. (Yu et al. 2016) introduced a new database containing
two categories with deep triplet ranking annotations and ex-
plored a shared feature space for sketch and photo modal-
ities. After that, some methods are developed to improve
feature representation by using attention mechanisms (Song
et al. 2018; Sain et al. 2020; Yu et al. 2021), generative learn-
ing (Pang et al. 2017; Chen et al. 2021), reinforcement learn-
ing (Bhunia et al. 2020), data augmentation (Bhunia et al.
2021) and self-supervised pre-training (Pang et al. 2020). In
addition, some methods utilized feature-level content-style
disentanglement (Deng et al. 2020; Sain et al. 2021) to de-
compose features into different representations.

Sketch Re-Identification
Sketch Re-ID is one of the tasks in sketch retrieval, which
aims to match a hand-drawn sketch with a relevant photo of a
person. Pang et al. (Pang et al. 2018) firstly introduced a new
sketch-photo dataset with cross-domain annotations and uti-
lized cross-domain adversarial feature learning to narrow the
gap between sketches and photos. Later, a novel approach
for Sketch Re-ID (Gui et al. 2020) emerged, learning multi-
level domain invariant features. Chen et al. (Chen et al.
2022) proposed an asymmetrical disentanglement and dy-
namic synthesis method to handle modality discrepancy in
the transformer framework. Zhang et al. (Zhang et al. 2022)
proposed a cross-compatible learning mechanism and in-
troduced a semantic consistent feature construction mecha-
nism to handle non-corresponding information between two
modalities. Nevertheless, the above-mentioned methods still
suffer from greater challenges such as modality discrepancy,
background clutter, style diversity, etc. To overcome these
issues, we cast the Sketch Re-ID as a distribution matching
problem. The auxiliary modality is utilized to learn the in-
variant representations across photo and sketch modalities,
and align the distribution over cross- and intra-modality fea-
tures, even with limited samples in each modality.

Methodology
In this section, we introduce the differentiable auxiliary
learning network (DALNet) for Sketch Re-ID, which can
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Figure 2: The overall architecture of the proposed method for Sketch Re-ID. During the inference, we do not utilize the dynamic
auxiliary generator, and only photo and sketch modalities are utilized to perform cross-modality retrieval.

adaptively refine the generation of auxiliary modality and
learn cross-modality latent representations. The overview of
our DALNet is shown in Figure 2 and more details are dis-
cussed in the following subsections.

Overview
Let P =

{
xP
i

}NP

i=1
, S =

{
xS
i

}NS

i=1
and A =

{
xA
i

}NA

i=1
de-

note photo, sketch and auxiliary modalities, respectively.
NP , NS and NA denote the number of samples. First, a
sketch-like auxiliary modality is generated from the photo
modality by using the proposed dynamic auxiliary gener-
ator (DAG). The parameters of the generator are dynami-
cally adjusted under the constraint of style refinement learn-
ing. Then, we adopt a three-stream network as the feature
extractor. The first three ResBlocks are utilized to extract
photo, auxiliary and sketch features, respectively. After that,
the learned global features of three modalities are fed into
weight shared ResBlocks to learn the high-level features.
Further, the modality-shared features of three modalities
are input into modality interactive attention module (MIA),
which consists of a bilinear align module (BAM) and a aux-
iliary cross-attention module (ACA). BAM is used to align
the features and ACA is employed to learn the invariant pat-
terns of photo and sketch modalities. In addition, the effec-
tive cross-modality circle loss (LCM ) and intra-modality cir-
cle loss (LIM ) are presented to constrain the feature distri-

bution of three modalities.

Dynamic Auxiliary Generator
Before learning the invariant latent patterns between photo
and sketch modalities, we propose a dynamic auxiliary gen-
erator (DAG) to generate a robust auxiliary modality. As
shown in Figure 2, the proposed DAG consists of U2-Net
(Qin et al. 2020), 1×1 convolutional layer, ReLU activa-
tion layer and 3×3 convolutional layer. Photos are regarded
as the input of the generator. First, the pre-trained U2-Net
model is utilized to separate the foreground from the back-
ground in an image, reducing irrelevant background noise.
The 1×1 convolutional layer transforms three-channel pho-
tos into one-channel grayscale photos. A ReLU activation
layer is provided to improve the non-linear representation
capability. Then, a 3×3 convolutional layer is exploited to
detect object edges in the photos. Its convolutional kernel
weight matrix is designed as an edge detection filter to en-
hance edge information, and weights are dynamically up-
dated during the training process. Finally, one-channel ar-
rays are converted into three-channel sketch-like auxiliary
modality through channel replication.

Based on the above-mentioned DAG structure, which
siphons off knowledge from the photos and is similar to
sketches, the auxiliary modality is generated. Compared
with the existing auxiliary modality generator used for
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Sketch Re-ID (Chen et al. 2022) that introduced obvious
background noise from photos, the proposed lightweight
DAG generates high-quality auxiliary modality without
background clutter and light interference.

Style Refinement Learning
Due to the distinct sketch styles in several tasks such as
Sketch Re-ID, sketch-based image retrieval, and sketch-
photo face recognition, the generator with fixed parameters
fails to describe the entire structure of the object, thereby
impacting the recognition accuracy. To improve the flexi-
bility and generalization ability of the generator, we pro-
pose a style refinement learning strategy to refine the gen-
erator. In our settings, the hand-drawn sketches are consid-
ered to have a consistent style with the generated auxiliary
modality, while the style of the photo is inconsistent with
that of the auxiliary modality. We exploit three ResBlocks,
Generalized-Mean (GeM) pooling (Radenović, Tolias, and
Chum 2018) and a classifier to obtain the style texture infor-
mation I for different modalities.

Inspired by the idea of contrastive learning (Chen et al.
2020), a style refinement loss LSR is designed by:

LSR = − log
exp( (I

A)T IS

ξ )

exp( (I
A)T IS

ξ ) +
∑N

i=1 exp(
(IA)T IPi

ξ )
, (1)

where ξ denotes a temperature parameter; N denotes the
number of random photo samples in the current and preced-
ing mini-batches; IP, IA and IS stand for photo, auxiliary
and sketch style information, respectively.

Modality Interactive Attention
The unaligned patterns in the latent distribution between
photo and sketch modalities are one of the key factors affect-
ing pedestrian identity matching. The reason is that sketches
usually only contain simple contour information about the
human body, while photos provide more visual information.
To address this issue, we present a modality interactive at-
tention module (MIA) to learn modality-invariant features.
MIA is composed of a bilinear align module (BAM) and an
auxiliary cross-attention module (ACA). Auxiliary modal-
ity features play a guiding role in highlighting the common
parts of the sketches and photos.

First, the learned global features from the three-stream
network are fed into BAM to align the features of photo
and sketch modalities by auxiliary modality. Specifically, the
photo feature fP and sketch feature fS are first paired with
auxiliary feature fA and input to the BAM, which consists
of two linear layers and a ReLU activation. The first lin-
ear layer is utilized to compress the feature dimension of the
channel to a quarter and the second one can map the interme-
diate representation back to the original dimension, which
not only enhances the feature correlation of two modalities
but also reduces the number of network parameters.

After that, the similarity score SuA of the u-th modality
and auxiliary modality feature is obtained by the sigmoid
activation function σ(·), which is defined as follows.

SuA = σ(Alif (Concat(fu, fA))), u ∈ {P, S} , (2)

where Alif (·) denotes the bilinear align module; Concat(·)
is the concatenate operator; u denotes the photo modality or
sketch modality.

Based on Eq.(2), the aligned photo feature fPali and
aligned sketch feature fSali can be obtained by Eq.(3).

fuali = SuA ⊙ fu + fu, u ∈ {P, S} , (3)

where fuali denotes the aligned feature of the u-th modality.
At the same time, the aligned auxiliary feature fAali can

also be obtained as follows.

fAali = SSA ⊙ fA + fA. (4)

Next, an effective auxiliary cross-attention module (ACA)
is presented to achieve information interaction among three
modalities, which utilizes auxiliary modality to guide the
model to learn the distribution of modality-shared represen-
tations. Our ACA can achieve significant information ex-
change and fusion between photo and sketch modalities.

Taking from photo to auxiliary modality matching as an
example, fPali and fAali are considered as query QP and key
KA, respectively. Then, the matching weight WP→A from
photo to auxiliary modality can be defined by:

WP→A = Softmax
(QP (KA)T√

dK

)
, (5)

where dK is the channel dimension of KA;
Similarly, the matching weight WA→P from auxiliary to

photo is also obtained by exchanging query and key.

WA→P = Softmax
(QA(KP )T√

dK

)
, (6)

Based on the above analysis, the photo feature refined by
auxiliary modality feature can be defined as follows.

f̂
P
= Norm(WP→AWA→P VP ),VP = fPali, (7)

where Norm(·) denotes the layer normalization; f̂
P

denotes
the photo feature highlighted by the auxiliary modality.

In the same way, we can also obtain the refined sketch fea-
ture f̂

S
that learns latent representation in auxiliary modality.

Multi-Modality Collaborative Learning
To enhance the robustness of the learned feature relations,
we propose a sketch-auxiliary-photo collaborative learning
optimization strategy, which consists of the identity classifi-
cation loss LID, cross-modality circle loss LCM and intra-
modality circle loss LIM . The proposed learning strategy
exploits the auxiliary modality to learn the distribution of
sketch and photo modalities at the identity level. First, an
identity classification loss is designed to learn the same iden-
tity patterns among three modalities, which is defined by:

LID = Lid(F) + Lid(F̂), (8)

where F = {fP , fA, fS} denotes the feature map from the
output of the shared ResBlocks; F̂ = {f̂

P
, f̂

S} is the feature
map from the output of the modality interactive attention
module; Lid stands for the cross-entropy classification loss.
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Further, we propose an effective cross-modality circle loss
to optimize the distance among sketch, photo and auxiliary
modalities, which is an improved version of the original cir-
cle loss (Sun et al. 2020). The original circle loss can’t be
effectively utilized to constrain the relationships of different
modalities when there is a certain correlation across modal-
ities, which is written as:

LCir = LC(Z−
j ,Z+

i , γ,m)

= log
[
1 +

L∑
j=1

exp(γα−
j (Z

−
j − δ(−)))

·
H∑
i=1

exp(−γα+
i (Z

+
i − δ(+)))

]
,

(9)

where δ(−) = m; δ(+) = 1 − m; α−
j = [Z−

j + m]+;
α+
i = [1+m−Z+

i ]+; [·]+ is the “cut-off at zero” operation
to ensure that α−

j and α+
i are non-negative; Z+

j and Z−
i are

the positive and negative sample pairs, respectively; L and
H are the numbers of input positive and negative pairs; γ is
a scale factor; m denotes the margin parameter.

Based on Eq.(9), we extend it to handle the sketch-photo
recognition task, which is described as:

Luv
CM = LC(Zuv−

j ,Zuv+
i , γ,mcm), u ̸= v,

Zuv−
j (fu, fv) =

(fuj )T · fv

||fuj || × ||fv||
, u, v ∈ {S, P,A} ,

Zuv+
i (fu, fv) =

(fui )T · fv

||fui || × ||fv||
,

(10)

where u and v denote any two different modalities in sketch,
photo and auxiliary modalities; the features from photo and
sketch modalities are f̂

P
and f̂

S
; Zuv−

j and Zuv+
i are the co-

sine similarity of cross-modality negative and positive sam-
ples, respectively; mcm stands for the margin parameter to
balance the cross-modality distance. Finally, the proposed
cross-modality circle loss LCM is written as:

LCM = LAS
CM + LAP

CM + LPS
CM , (11)

Nevertheless, the cross-modality discrepancy is signifi-
cantly larger than the intra-modality one in cross-modality
learning. As a result, it would impel the network swing to
optimize cross-modality discrepancy but ignore the intra-
modality one. Specifically, LCM usually pushes visually
similar images closer, resulting in sub-optimal latent space.
To solve this issue, we further design the intra-modality cir-
cle loss LIM to bring learned global features and modality-
shared features of the same identify closer from others
within each modality, which is formulated by:

LIM = LC(ZS−
j (f̂

S
, fS),ZS+

i (f̂
S
, fS), γ,mim)

+ LC(ZA−
j (fA, fA),ZA+

i (fA, fA), γ,mim)

+ LC(ZP−
j (f̂

P
, fP ),ZP+

i (f̂
P
, fP ), γ,mim),

(12)

where f̂
S

and fS are sketch features at different stages in
ZS+
i (·, ·), which are the most dissimilar pair with the same

identity; f̂
S

and fS are the most similar pair with different
identities in ZS−

j (·, ·); f̂
P

and fP share the same principle

as f̂
S

and fS ; mim stands for the relaxation margin to bal-
ance the intra-modality distance. In this way, we fully utilize
sample patterns to enhance the constraint on intra-modality
feature distribution in the case of limited samples, improving
the discriminative ability of our model.

The overall objective function L of our method can be
summarized as:

L = LID + LCM + LIM + λLSR, (13)

where λ is used to control the contribution of LSR term.

Experiments
Experimental Settings
Datasets. The experiments are performed on five pub-
lic sketch-based datasets: PKU-Sketch (Pang et al. 2018),
QMUL-ShoeV2(ShoeV2) (Yu et al. 2021), QMUL-ChairV2
(ChairV2) (Yu et al. 2021), CUHK student (Tang and Wang
2002) and CUFSF (Zhang, Wang, and Tang 2011).

PKU-Sketch is the first public Sketch Re-ID dataset,
which consists of 200 pedestrians and each identity has two
photos and one sketch. According to the experimental set-
ting in (Pang et al. 2018), 150 identities are utilized for
training and the rest 50 identities for testing. ShoeV2 and
ChairV2 datasets are commonly exploited for sketch-based
image retrieval task. ShoeV2 consists of 2000 photos and
6730 sketches with 2000 identities in total. ChairV2 includes
400 photos and 1275 sketches, with one ID for each photo.
The details of the training and testing sets can be found in
(Yu et al. 2021). In addition, we further prove the general-
ization performance of the proposed method on the CUHK
student and CUFSF datasets. The CUHK student dataset has
188 face photo-sketch pairs, of which 88 pairs are selected
for training and the rest 100 pairs for testing. For CUFSF
dataset, consisting of 1194 face photo-sketch pairs, we ran-
domly select 500 and 694 persons as train and test sets ac-
cording to (Zhang, Wang, and Tang 2011), respectively.

Evaluation Metrics. Following the existing settings in
(Pang et al. 2018; Zhang et al. 2022), we evaluate the pro-
posed methods by standard Cumulative Matching Character-
istic (CMC) at Rank-k and mean Average Precision (mAP).

Implementation Details. We implement our model on
Pytorch framework with an NVIDIA RTX-3090 GPU. In
this paper, the ResNet-50 (He et al. 2016) pre-trained by Im-
ageNet is adopted as our backbone. The first two stages of
ResNet-50 are adopted as the modality-specific ResBlocks,
and the rest of the stages are used as the shared ResBlocks.
During the training stage, data augmentations, including ran-
dom horizontal flipping, padding and random cropping, are
used to prevent overfitting. We employ the AdamW opti-
mizer for 100 epochs with an initial learning rate of 0.00045
and a weight decay of 0.02. In the 3×3 convolutional kernel
of our generator, the initial center weight is set to 9 and the
surrounding weights are set to -0.8. The parameters ξ and λ
are set to 0.07 and 0.6, respectively. The scale parameter γ
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B Aux. LCir LCM MIA LIM
PKU-Sketch ShoeV2
R1 mAP R1 mAP

✓ 67.8 68.0 29.1 40.8
✓ ✓ ✓ 71.6 72.9 32.7 46.1
✓ ✓ ✓ 76.5 77.3 37.5 50.3
✓ ✓ ✓ ✓ 86.4 84.9 45.8 58.2
✓ ✓ ✓ ✓ ✓ 90.0 86.2 48.5 60.6

Table 1: Evaluation of each component of the proposed
method on PKU-Sketch and ShoeV2 datasets. CMC (%) at
Rank1 (R1) and mAP (%).

is 64. The margin parameters mcm and mim are set to 0.25
and 0.5, respectively.

Ablation Study
Effectiveness of Each Component. We evaluate the per-
formance of each component on PKU-Sketch and ShoeV2
datasets in Table 1. In this experiment, we use the ResNet-
50 trained with identity loss as Baseline, denoted as B. Com-
pared with the Baseline, our auxiliary modality (Aux.) can
dynamically relieve cross-modality discrepancy with cross-
modality circle loss (LCM ), thus greatly improving all the
metrics. Additionally, we evaluate the original circle loss
(LCir) to verify the effectiveness of the proposed LCM .
Further, the performance is improved by introducing the
modality interactive attention module (MIA) to refine the
photo and sketch modalities. Meanwhile, the proposed intra-
modality circle loss (LIM ) helps discriminative learning. By
combining all components, we can regulate a more robust
cross-modality feature relationship, achieving a rank-1 of
90.0% and mAP of 86.2% on the PKU-Sketch dataset. The
results demonstrate that all the proposed components con-
tribute consistently to the accuracy gain.

Effectiveness of Dynamic Auxiliary Generator. The dy-
namic auxiliary generator (DAG) plays a crucial role in
generating auxiliary modality to bridge the gap between
sketch modality and photo modality. The existing method
(Chen et al. 2022) utilizes a ready-made generator (Xiang
et al. 2022) to generate sketch-like images as an auxiliary
modality, which is not well correlated with the recogni-
tion task and produces much sketch-like background noise.
Thus, we introduce our generator into the sketch recogni-
tion task for joint training (Gj) with style refinement loss
(LSR). To demonstrate the effectiveness of our method, we
isolate our generator and fix its parameters without LSR

(Gf ). As shown in Table 2, DAG under the constraint of
LSR (Gj + LSR) obtains a significant improvement with a
Rank-1 accuracy of 90.0% on PKU-Sketch dataset.

Comparison with State-of-the-Art Methods
In this subsection, we compare our DALNet with the exist-
ing methods on the PKU-Sketch dataset, and the results are
shown in Table 3. We can see that our DALNet achieves the
Rank-1 accuracy of 90.0% and mAP of 86.2%. Compared to
traditional adversarial learning (Pang et al. 2018) and feature
fusion (Gui et al. 2020; Zhu et al. 2022) methods, DALNet

Gf Gj LSR
PKU-Sketch ShoeV2

R1 R5 mAP R1 R5 mAP
✓ 86.5 98.4 84.4 45.2 72.9 57.9

✓ 88.4 98.2 85.6 46.8 75.6 59.9
✓ ✓ 90.0 98.6 86.2 48.5 76.4 60.6

Table 2: Performance comparison of fixing (Gf ) or jointly
optimizing generator on PKU-Sketch dataset. Gj refers to
the joint training of generation task and recognition task.
CMC (%) at Rank-1 (R1), Rank-5 (R5) and mAP (%).

Methods R1 R5 R10 mAP
TripletSN (Yu et al. 2016) 9.0 26.8 42.2 -
GNSiamese (Sangkloy et al. 2016) 28.9 54.0 62.4 -
AFLNet (Pang et al. 2018) 34.0 56.3 72.5 -
LMDI (Gui et al. 2020) 49.0 70.4 80.2 -
CDAC (Zhu et al. 2022) 60.8 80.6 88.8 -
SketchTrans (Chen et al. 2022) 84.6 94.8 98.2 -
CCSC (Zhang et al. 2022) 86.0 98.0 100.0 83.7
DALNet (Ours) 90.0 98.6 100.0 86.2

Table 3: Comparison with state-of-the-art methods in terms
of CMC (%) and mAP (%) on PKU-Sketch dataset.

outperforms them by a margin of at least 29.2% Rank-1. The
reason can be attributed that our method can alleviate both
the cross-modality difference and intra-modality variation.
Additionally, DALNet is also superior to existing synthesis
learning methods (Chen et al. 2022) thanks to the robust aux-
iliary modality, which is well correlated with the recognition
task and has a better quality without extra noise. Further-
more, DALNet outperforms CCSC (Zhang et al. 2022) by
4% Rank-1 and 2.5% mAP. Based on the above analysis,
our DALNet can learn more invariant latent representations
and align the feature distribution of three modalities.

Evaluation on Generalizability
To verify the generalization ability of the proposed DALNet,
we conduct experiments on the sketch-based image retrieval
and sketch-photo face recognition tasks.

Sketch-Based Image Retrieval. As shown in Table 4, the
proposed method surpasses existing SOTAs on ShoeV2 and
ChairV2 datasets in the sketch-based image retrieval task.
Specifically, our DALNet reaches the Rank-1 accuracy of
82.3% and Rank-10 of 98.3% on the ChairV2 dataset, im-
proving the Rank-1 by 0.6% and Rank-10 by 0.9% over
the sub-optimal methods. Moreover, we achieve Rank-1 of
48.5% and Rank-10 of 86.1% on the ShoeV2 dataset.

Sketch-Photo Face Recognition. The evaluations are
listed in Table 5, the best performance on CUHK student
and CUFSF datasets also demonstrate the excellent general-
ization of our method. For a fair comparison, the evaluation
metric used is Rank-1, the same as SOTAs. Our DALNet ob-
tains a Rank-1 of 96.50% on CUHK student dataset, which
outperforms the state-of-the-art CDAC by 2.5%. In addition,
we achieve Rank-1 of 97.84% on the CUFSF dataset.
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Methods ChairV2 ShoeV2
R1 R10 R1 R10

TripletSN (Yu et al. 2016) 47.4 84.3 28.7 71.6
HOLEF SN (Song et al. 2017a) 50.7 86.3 31.2 74.6
SN-RL (Collomosse et al. 2017) 51.2 86.9 30.8 74.2
DVML (Lin et al. 2018) 52.8 85.2 32.1 76.2
SSL (Bhunia et al. 2021) 53.3 87.5 33.4 80.7
Triplet attn (Song et al. 2017b) 53.4 87.6 31.7 75.8
CC-Gen (Pang et al. 2019) 54.2 88.2 33.8 77.9
TripletRL (Bhunia et al. 2020) 56.5 89.6 34.1 78.8
Stylemeup (Sain et al. 2021) 62.9 91.1 36.5 81.8
RLF (Bhunia et al. 2022) 64.8 - 43.7 -
CCSC (Zhang et al. 2022) 74.3 97.4 33.5 80.2
Sketch-PVT (Sain et al. 2023) 74.6 92.7 48.3 85.6
SketchTrans (Chen et al. 2022) 81.7 97.4 38.7 80.9
DALNet (Ours) 82.3 98.3 48.5 86.1

Table 4: Comparison with state-of-the-art methods in terms
of CMC (%) on ChairV2 and ShoeV2 datasets.

Methods CUHK CUFSF
R1 R1

DR-GAN (Tran, Yin, and Liu 2017) 83.70 -
Dual-Transfer (Zhang et al. 2018) 86.30 -
KD (Zhu et al. 2020) 93.55 66.37
IA CycleGAN (Fang et al. 2020) 93.62 64.94
G-HFR (Peng et al. 2016) - 96.00
MMTN (Luo et al. 2022) - 97.20
CDAC (Zhu et al. 2022) 94.00 96.80
DALNet (Ours) 96.50 97.84

Table 5: Comparison with state-of-the-art methods in terms
of Rank-1 (%) on CUHK student and CUFSF datasets.

Visualization
Visualization of Attention Feature Map. In order to vali-
date the effectiveness of our method, we conduct two sketch
queries from different viewpoints to compare the attention
feature maps of Baseline and our DALNet by XGrad-CAM
(Fu et al. 2020). The top-4 photo ranking results are shown
in Figure 3. In the first row, the attention maps obtained
by Baseline overlook the relevance of two modalities, es-
pecially when the scene and pose change. Moreover, some
similar features cause disturbance when the model focuses
on the same local regions. In the second row, we can see
that our DALNet can focus on multiple similar areas in the
sketches and photos, such as key facial features, clothing
patterns, bags and chest tags, etc. In general, DALNet can
enhance cross-modality retrieval performance by focusing
on multiple effective modality-shared attention regions.

Visualization of Feature Distribution. To further analyze
the effectiveness of DALNet, we randomly select 10 identi-
ties from PKU-Sketch dataset and visualize their 3D feature
distributions during the training, as shown in Figure 4. At
the initial stage (epoch 0), there are substantial differences
between photos (orange dots) and sketches (grey dots), hin-
dering cross-modality matching. As the training progresses,
the proposed auxiliary modality (green dots) acts as a bridge
to connect the photo and sketch modalities in the common

Query QueryResults Results

R1 R2 R3 R4 R1 R2 R3 R4

D
A
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Figure 3: Attention visualization of Baseline and our DAL-
Net on PKU-Sketch dataset. Attention maps from sketch
query images and four photo retrieval results are visualized
in different views. The red and green rectangles indicate
fault retrieval and correct retrieval, respectively.

(c)  Epoch=50 (d)  Epoch=100

(a)  Epoch=0 (b)  Epoch=5

Photo

Sketch

Photo Auxiliary
Sketch

Figure 4: Distributions visualization of photo, sketch and
auxiliary features by T-SNE (Van der Maaten and Hinton
2008). Different brightness indicates different identities.

feature space. In Figure 4(b), we can observe that the photo
and sketch features gradually converge. Further, the network
learns the invariant patterns by regulating smaller intra-class
distances and larger inter-class distances at epoch 50 in Fig-
ure 4(c). Finally, the auxiliary features are grouped into
their respective identity centers in Figure 4(d), demonstrat-
ing powerful discriminability under cross-modality scenes.
This proves that our DALNet can effectively learn identity-
aware features and match the distribution of each identity.

Conclusions
In this paper, we propose a differentiable auxiliary learning
network by constructing an auxiliary modality to jointly ex-
plore the cross-modality feature relationships for Sketch Re-
ID. The auxiliary modality is generated by a dynamic aux-
iliary generator with style refinement loss, guiding modality
interactive attention module to align the features and learn
invariant patterns of photo and sketch modalities. In addi-
tion, the multi-modality collaborative learning scheme is de-
signed to learn the feature relationships for three modalities
at the identity level with limited samples. Extensive exper-
iments on five sketch-based datasets demonstrate the effec-
tiveness and generalizability of the proposed method.
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