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Abstract

Multi-Agent Systems (MAS) with Large Lan-
guage Model (LLM)-powered agents are gain-
ing attention, yet fewer studies explore their
team dynamics. Inspired by human team sci-
ence, we propose a multi-agent framework to
examine core aspects of team science: structure
(flat vs. hierarchical teams), diversity (via de-
mographic personas), and interaction dynamics
(through pre-/post-task interviews and GPT-
4o-based conversation analysis). We evaluate
team performance across four tasks: Common-
senseQA, StrategyQA, Social IQa, and Latent
Implicit Hate, spanning commonsense and so-
cial reasoning. Our results show that flat teams
tend to perform better than hierarchical ones,
while diversity has a nuanced impact. Inter-
views suggest agents are overconfident about
their team performance, yet post-task reflec-
tions reveal both appreciation for collaboration
and challenges in integration. GPT-40 analysis
highlights limited conversational coordination
among agents.

1 Introduction

Large Language Models (LLMs)’ growing ability to
process, generate, and reason with natural language
has driven interest in designing multi-agent systems
(MAS)——collections of Al agents collaborating on
complex problems. These systems offer several ad-
vantages: supporting distributed problem-solving,
representing diverse viewpoints, and simulating
collaborative dynamics such as debate, negotiation,
and cooperation (Du et al., 2023; Chen et al., 2024b;
Lietal., 2024; Zhu et al., 2025; Zhang et al., 2024b;
Wang et al., 2025). MAS allows us to explore
social phenomena and study interaction dynamics
that mirror human team behavior. However, few
studies examine agent structures, diversity effects,
and interactions, despite their potential efficiency
and adaptability (Wu and Ito, 2025; Bettini et al.,
2025; Li et al., 2021). Well-designed structure
and diversity can also foster trust and alignment

in human-AlI collaboration (Stahl and Maznevski,

2021; Delice et al., 2019; Hattori and Yamada,

2023; McGrath et al., 2024).

In addition, recent work on human-Al collab-
oration points to the role of coordination and
communication (Stahl and Maznevski, 2021; Yang
et al., 2024; Agashe et al., 2025; Li et al.). To better
understand collaboration in Al teams, we turn to
insights from human team science. This literature
emphasizes the importance of team structure,
including how authority and communication are
organized, and diversity in terms of members’
backgrounds and perspectives. It further stresses
that collaboration depends not only on outcomes
but also on how team members understand,
coordinate, and reason together.

This leads to our central question: Can prin-
ciples from team science help us design more ef-
fective Al teams? To explore this, we ground our
study in theories from organizational science. Prior
work suggests that flat team structures encourage
open communication and trust, while hierarchical
structures can expedite decision-making through
defined roles (Ji and Yan, 2020; Greer et al., 2018).
Diversity-performance theory further suggests that
teams with diverse backgrounds can outperform
homogeneous ones by bringing in broader perspec-
tives (Cox and Blake, 1991; Pelled et al., 1999;
van Knippenberg et al., 2020). Building on these
foundations, we propose three research questions:
* RQ1 (Structure): How does team structure

(flat versus hierarchical) affect team performance

across reasoning and inference tasks?

* RQ2 (Diversity): How does demographic diver-
sity, instantiated via agent personas, influence
team performance, and does its impact vary by
team structure?

* RQ3 (Interaction): How do agents perceive their
roles and interactions within the team, and what
do their communication patterns reveal about
coordination, understanding, and reasoning?



To address these questions, we simulate flat and
hierarchical teams of LLM agents, each assigned de-
mographic personas (e.g., age, race, gender, occupa-
tion), and evaluate them on four tasks requiring rea-
soning, social inference, and normative judgment:
CommonsenseQA (Talmor et al., 2019), Strate-
gyQA (Geva et al., 2021), Social 1Qa (Sap et al.,
2019), and Latent Implicit Hate Detection (EISh-
erief et al., 2021). These tasks are selected for their
reliance on nuanced reasoning, diverse perspectives,
and value-sensitive judgment, as these factors are
likely influenced by team structure and diversity.

Together, this study offers a theory-driven inves-
tigation of how structure and diversity shape both
performance and internal dynamics of Al teams.
Our findings show that these dimensions signif-
icantly impact how agents interact, reason, and
coordinate. This, in turn, offers design insights
for building more interpretable, collaborative, and
socially aware Al teams. Our contributions are:

* A framework for building structured multi-agent
LLM teams with demographic personas.

* A comprehensive evaluation including quanti-
tative performance and qualitative interaction
analysis.

* Empirical findings on how team structure and
composition affect reasoning and social inference
tasks.

* Theoretical implications for MAS with LLMs
design, demonstrating that communication struc-
ture and social framing mediate reasoning and
coordination.

2 Background
2.1 Multi-Agent Frameworks for LLMs

MAS are collections of intelligent agents that inter-
act in a shared environment to achieve individual
and collective goals. A defining feature of MAS
is interaction—the ability to communicate, coordi-
nate, and negotiate to accomplish tasks. In Natural
Language Processing (NLP), MAS enable advanced
problem solving in commonsense reasoning and
social understanding (Hegazy, 2024; Wang et al.,
2023; Xu et al., 2023).

A prominent paradigm is multi-agent debate,
where multiple LLMs engage in structured argu-
mentation to improve factual accuracy, identify
reasoning failures, and simulate consensus (Chen
et al., 2024b; Du et al., 2023; Liang et al., 2024).
Another line of work explores hierarchical teams,
modeling organizational structures with chains of

command and task delegation (Wang et al., 2025;
Zhu et al., 2025). A complementary trend assigns
social characteristics to agents, such as personality
traits or demographics, to study emergent behaviors.
Studies have shown that incorporating social char-
acteristics in MAS with LLMs show human-like
social phenomena through communication, interac-
tion and collaboration (Park et al., 2023; Chuang
et al., 2024a; Zhang et al., 2024a; Chuang et al.,
2024b; Chen et al., 2024a; Jiang et al., 2024; Samuel
et al., 2024; Park et al., 2024; Sahu et al., 2021).

2.2 Insights from Team Science

To guide our investigation, we turn to team sci-
ence, a multidisciplinary field that examines the
factors driving effective collaboration. Decades of
research emphasize two key determinants of team
performance: structure and diversity (Ji and Yan,
2020; Xu et al., 2022; Cooke and Hilton, 2015;
Horwitz and Horwitz, 2007; Salas et al., 2008; Cox
and Blake, 1991).

Team structure affects information flow, decision-
making, and conflict resolution (Hackman, 2002;
Salas et al., 2008). Two common structures are:
(1) flat, with decentralized decision-making, which
fosters openness but can lack accountability and
scalability and (2) hierarchical, with clear author-
ity layers, which improves coordination but risks
communication silos (Greer et al., 2018).

Team diversity, encompassed in demographic, cog-
nitive, and functional differences, can enhance team
efficacy. Diverse teams are often more innova-
tive (Horwitz and Horwitz, 2007; van Knippenberg
et al., 2020), avoid cognitive traps, and excel in
logical reasoning and social inference (Roberge and
van Dick, 2010). Yet, they may also face commu-
nication barriers and increased conflict (Cox and
Blake, 1991).

Interaction dynamics, such as communication
patterns, coordination mechanisms, and leadership
styles, are essential for team success. Research
shows that trust calibration, role negotiation, and
adaptive communication significantly shape out-
comes in both human and human-AlI teams (Stahl
and Maznevski, 2021).

LLM-based MAS provide a promising testbed
to explore how structure, diversity, and interaction
dynamics affect performance on NLP tasks. While
MAS have been used in commonsense and social
reasoning, few studies systemically compare the
effects of structure and diversity on team outcomes.



Question:Where would you find
magazines alongside other printed
works.

Options:
A. Doctor
B. Bookstore
C. Market

Agent Responses:

Agent I: B, in places where printed materials
are sold or available for reading.

Agent 2: B. Bookstore is most logical because
it’s designed to sell variety of material for
reading.

Agent 3: B. I agree with Bookstore

Question &
Agent
Reponses

Given to all agents

Final round: Given the agent responses, what is your final answer for the
question?

Question: What do people aim to do

at work?
Leader Options:
A. Complete job,
Agent B. Learn from each other,
C. Kill animals,
Instructions for agents:
Agent I: Consider each option
and focus on those that sell
printed materials
Question & Agent 2: Evaluate each location

based on commonality of
magazines and printed works.
Agent 3: Think about daily
routines and where printed
materials are typically found.

Agent
Instruction

Final Round: these are the agent response, please select
the final answer.

@

Figure 1: Conversation flows in (a) flat and (b) hierarchical teams. In flat teams, agents respond independently and
iteratively refine their answers. In hierarchical teams, leader agents issue instructions and determine the final answer

based on others’ responses.

3 Multi-Agent Team Design

Team science identifies structure and diversity as
key to human collaboration. We operationalize
these theoretical constructs into multi-agent design,
examining how structure, diversity, and communi-
cation shape Al team behavior and effectiveness.

3.1 Team Structure (RQ1)

Flat and hierarchical structures are two central
organization forms in team science. In our study,
flat teams consist of 3, 5, or 7 agents, odd numbers to
enable majority voting without ties. Teams engage
in a 2-4 round debate. As in Fig. 1 a), in Round
0, agents answer independently, storing responses
in shared memory. In subsequent rounds, agents
review previous responses and revise or reaffirm
their answers while acknowledging others. In the
final round, each agent submits a final judgment,
and the team’s decision is made by majority vote.

Hierarchical teams follow a top-down communi-
cation structure, with designated leaders responsi-
ble for delegating tasks and synthesizing responses.
We design two variants: 1) a 4-agent team with one
leader and three subordinates; 2) a 7-agent team
with one leader, two managers, and four subordi-
nates (two under each manager).

As shown in Fig 1 b), in Round 0, the leader re-
ceives the question and issues tailored instructions
to each agent, simulating division of labor, spe-
cialization, and perspective diversification. These

tailored instructions guide how agents interpret the
question, which aspect to focus on, and what rea-
soning strategy to use (e.g., “focus on edge cases,’
“consider the most probable answer first,” and “iden-
tify counterexamples or contradictions”). In the
7-agent setting, the leader sends meta-instructions
to managers (e.g., “gather diverse reasoning paths”
or “probe conflicting assumptions”), who relay spe-
cific directives to subordinates. Agents respond
based on these instructions, and their outputs are
routed back to the leader. In later rounds, the leader
refines guidance or resolves inconsistencies. In the
final round, the leader reviews all inputs and makes
the team’s final decision, potentially overriding the
majority to reflect hierarchical veto power.

3.2 Team Diversity (RQ2)

Team science emphasizes the role of diversity, par-
ticularly in demographic and experiential attributes,
as a key determinant of team performance. To
examine its effect on reasoning and coordination in
LLM-based teams, we assign each agent a persona
that reflects human demographics and systemati-
cally test teams with varying compositions.

Each persona is defined along four dimensions:
gender (male, female), age (young adult, young
working professional, working professional, senior),
ethnicity (White, Black, Asian), and occupation
(white- or blue-collar). These dimensions are well-
established markers of social identity known to



influence communication, authority, and decision-
making in human teams (Kunze and Hampel, 2022;
Joshi and Roh, 2009; Song and Li, 2020).

3.3 Interaction Dynamics (RQ3)

Beyond structure and diversity, team science high-
lights the critical role of interaction dynamics, in-
cluding how members communicate, coordinate,
and reflect on their roles. To capture these aspects in
multi-agent settings, we incorporate pre- and post-
task self-assessments and adopt an LLM-as-judge
approach, using GPT-40 to score team compre-
hension and conversation quality. Specifically, we
assess understanding of team goals, perceived role
clarity, and reasoning process. The qualitative feed-
back complements our quantitative measures and
offers deeper insights into intra-team coordination.

Each agent is asked to answer the following
questions before the task. Q] and Q) are open-
encrisd, while Qgre—Qgr.e use a 1-5 s.cale (5 = highest):
QY. What do you think is the primary goal of the

team?

QY. What is your role in the team?

Q5. How confident are you about executing the
role?

. How confident are you in your team executing
the task?

QF™. How confident are you in the team’s ability
to integrate diverse perspectives during the
task?

These questions gauge initial expectations about

team goals, individual readiness, and perceived

inclusiveness.

After the task, we conduct a follow-up interview
to assess how the team experience may have shifted
perceptions. Agents respond to the following on a
1-5 scale (5 = highest):

QI;OSt. How do you think your team performed to

achieve the goal?

How well do you think you contributed to

the team?

How well do you think your team members

contributed to the team?

Were you able to understand your team mem-

bers?

Do you think your team members understood

you?

Do you think you could come up with these

solutions that the group came with?

Together, these interviews offer a window into

internal team by measuring confidence, role clarity,

and perceived synergy. This reflective process helps
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assess how well agents align in understanding and
coordination.

While interviews offer some insight into agent
interaction, they do not fully capture the quality of
agent-to-agent communication. To better evaluate
these dynamics, we adopt an LLM-as-judge ap-
proach, using GPT-40 to score sample team conver-
sations across five dimensions. Each conversation
is rated on a 1-5 scale (5 = highest):

"4 How well do the agents understand each
other and collectively complete the task?
How well do the agents coordinate, delegate
tasks and integrate ideas?

How strong is the team’s reasoning com-
pared to what an individual agent might
produce?

How clear, coherent and logically structure
is the conversation?

How confident are you in the team’s final
answer based on their reasoning?

This provides a complementary view of how agents
engage, reason together, and coordinate toward
shared goals, beyond what is captured in interviews
or performance metrics.

Q]udge
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4 Experiment settings

Implementation details, including prompt designs,
are provided in the Appendix §A.1. To ensure
reproducibility, we use four open-source LLMs:
Meta’s LLaMA-8B Instruct, Alibaba’s Qwen-7.5B
Instruct, Mistral-7B v0.3 Instruct, and DeepSeek
R1-8B.

4.1 Datasets

Our evaluation leverages four datasets. Common-
senseQA (Talmor et al., 2019) (CS), a multiple-
choice dataset testing general common sense, and
StrategyQA (Gevaet al., 2021) (ST), which requires
strategic reasoning over a knowledge graph, assess
agents’ commonsense understanding. In contrast,
Social-IQa (Sap et al., 2019) (SQA), which focuses
on reasoning about social interactions and motiva-
tions, and Implicit Hate dataset (ElSherief et al.,
2021) (IH), designed to identify subtle forms of
hate speech, evaluate agents’ social reasoning in
nuanced contexts. For brevity, we refer to these
datasets using their abbreviations (CS, ST, SQA,
IH) in all subsequent tables and figures.

4.2 Team Structure Experiments

We evaluate team structure by comparing boot-
strapped accuracy between flat and hierarchical



teams across datasets. For this comparison, we use
the full test or validation sets of CommonsenseQA,
StrategyQA, and Social IQa. For Implicit Hate, we
use the stage 1 set of data, which labels each post
as ‘implicit hate,” ‘explicit hate,” or ‘non-hate.” We
sample 500 from each class to ensure balance and
match the overall scale of the other three datasets.

4.3 Team Diversity Experiments

To evaluate the impact of demographic diversity
on team performance, we compare persona-based
teams, where diversity is introduced through as-
signed personas, with matched no-persona teams,
across both flat and hierarchical structures. In
persona-based teams, each agent is assigned a per-
sona along four demographic dimensions (e.g., age,
gender, ethnicity, occupation), introducing con-
trolled diversity into the team composition.

For each experimental configuration (model, task,
rounds), we match team size and structure between
conditions. We then conduct paired statistical tests
(paired t¢-tests and Wilcoxon signed-rank tests) and
compute Cohen’s d and mean accuracy deltas to
assess significance and effect size.

To quantify team diversity, we use Gini’s In-
dex (Farris, 2010), which captures variation across
demographic dimensions. As exhaustively testing
all persona combinations across team sizes is in-
feasible, we apply stratified sampling to generate
teams and select 15 combinations per setting, with
an equal number of high, medium, and low diver-
sity teams. Intuitively, high-diversity teams feature
agents with maximal differences across the four
persona dimensions, while low-diversity teams con-
sist of agents with mostly overlapping demographic
traits. This allows us to systematically study the
impact of team diversity on task performance. Di-
versity experiments are run on a 10-20% random
subsample of the test or validation sets. Teams
without personas are evaluated on the same sub-
sample for consistency. To confirm robustness, we
additionally test the best-performing model on the
full test or validation datasets. For the Implicit
Hate dataset, we sample 100 examples each from
the ‘implicit hate,” ‘explicit hate,” and ‘non-hate’
categories to maintain class balance.

5 Results

5.1 Effect of Team Structure on Performance

Across all models and tasks, flat teams consistently
outperform hierarchical ones, as shown in Table 1.

Table 1: Accuracy comparison of flat/hierarchical teams
across models and tasks.

Model CS ST SQA IH

DeepSeek 66/50 61/55 49/42 38/32
LLaMA 79/69 67/51 54/44 44739
Mistral 71/64 63/57 52/45 36/41
Qwen 85/75 61/52 68/54 49/42

Table 2: Paired t-test comparing flat vs. hierarchical
team performance (no diversity condition) across tasks.
Significance: * p < 0.05, ** p < 0.01, *** p < 0.001

Task t-stat Mean Diff. Cohen’s d
CS 2.69* 9.54 1.35
ST 5.13* 5.89 2.18
SQA 0.53 0.89 0.26
IH -0.35 -1.38 -0.18

A paired t-test over all comparisons confirms the
significance of this difference (t = 2.6230, p =
0.0192), with an average performance gain of 5.26
points in favor of flat teams.

To assess whether this structural advantage varies
by task, we conduct paired ¢-tests on each dataset in-
dividually (Table 2). Flat teams significantly outper-
form hierarchical teams on StrategyQA (¢ = 4.36%,
d = 2.18) and CommonsenseQA (¢t = 2.70%,
d = 1.35). In contrast, the differences for Social
IQa and Implicit Hate are small and not statisti-
cally significant, suggesting that the effect of team
structure may be task-dependent.

These findings indicate that flat teams are es-
pecially well-suited for tasks requiring procedural
reasoning or multi-step inference, such as strategy
problems. In such settings, the peer-to-peer nature
of flat communication likely enables more efficient
information exchange and decision convergence.
Conversely, hierarchical structures may introduce
information bottlenecks or distortion as messages
propagate across layers, diminishing responsive-
ness and fidelity, particularly detrimental in tasks
where contextual nuance is crucial.

5.2 Effect of Team Diversity on Performance

This section analyzes how task accuracy is affected
by demographic diversity, comparing persona-
based and no-persona teams, and examining per-
formance variation by Gini-based diversity levels
across four tasks.



Across all experimental pairs, we observe a statis-
tically significant performance decline in flat teams
when diversity is introduced (t-test = —14.86, Co-
hen’s d = —0.21, p < 0.05) , with an average drop
of 1.35% points. This may stem from increased con-
flict or misalignment in communication, as agents
reason from different demographic perspectives via
assigned personas. Hierarchical teams also show a
small but significant decline (t = —2.76, Cohen’s
d = —0.06, p < 0.001), suggesting that structured
communication may limit the effective use of de-
mographic cues. On average, hierarchical teams
experience a 0.3% point drop in performance with
the addition of personas.

Table 3: Paired ¢-test values comparing diversity vs.
no-diversity (Flat = Flat (3 agents), r. = rounds, Hier. =
Hierarchical. All results are significant at p < 0.05)

Setting CS ST SQA IH

Flat, 2 r. -15.43*  -3.13*  -15.01"  8.58*
Flat, 3 . -12.6°  -1.16© -15.46" 2.01"
Flat, 4 r. -13.04*  -2.3* -15.17" 696"
Hier,2r.  -1.46" -0.25" 3.5% -4.3*
Hier., 3 r. 1.25* -2.9* 4.18" -3.48*
Hier,4r.  -0.78" -2.81% 3.98* -7.68*

We further investigate the relationship between
diversity and team performance across different
team settings, as shown in Table 3. Flat teams con-
sistently show significant performance declines with
diversity, with large negative effect sizes (Cohen’s
d ranging from —0.56 to —0.84) and t-statistics
between 13 and 16. In contrast, hierarchical teams
exhibit weaker and more inconsistent effects, though
the overall trend remains negative.

These results highlight that the impact of de-
mographic personas varies by team structure: flat
teams are more sensitive to composition, showing
both stronger gains and sharper declines. While
diversity often hinders performance, tasks requiring
social reasoning and normative understanding may
benefit from aligned persona perspectives.

To explore this further, we examine how perfor-
mance varies with diversity level within a specific
task. Figure 2 visualizes team performance on the
Implicit Hate task as a function of diversity level,
measured by the Gini index. A key pattern emerges:
demographic diversity amplifies variance in team
performance, with some diverse teams outperform-
ing the baseline and others falling well below it.
This variance-amplifying effect echoes findings
from human team science (Van Knippenberg et al.,
2004), which suggest that diversity tends to in-
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Figure 2: Trend of team diversity and performance in
flat teams and hierarchical teams for Implicit Hate.

crease the spread of outcomes rather than ensuring
improvement.

Flat teams show both larger performance drops
and more pronounced outlier gains, while hierarchi-
cal teams exhibit weaker and less consistent effects.
This suggests that open communication structures
may magnify the influence of diversity, depending
on how well team members align. Similar trends are
observed across other datasets (see Appendix B.4),
indicating that diversity’s impact is shaped by both
team composition and task characteristics.

Task-specific trends further support this interpre-
tation. For example, CommonsenseQA exhibits a
modest but steady increase in average accuracy for
flat teams as diversity rises, suggesting a consistent
benefit from diverse perspectives. In contrast, Im-
plicit Hate task demonstrates increased variance,
especially in hierarchical teams, where some con-
figurations excel while others fail to coordinate.
These sensitivities highlight the need for further
investigation into the interaction between diversity,
structure, and task type.

In summary, our results caution against treating
diversity as inherently beneficial or harmful. While
it can enrich reasoning, its impact depends on team
composition and the alignment between personas,
task demands, and communication structure. Fu-
ture work should explore how to select or design
persona combinations that are both diverse and co-
hesive, maximizing the benefits of diversity while
mitigating its risks.

5.3 Evaluating Team Comprehension and
Coordination

Pre-task expectations As outlined in §3.3, Q™
and QY assess agents’ understanding of the shared



team goal and their individual roles. We use log
odds to compare word usage across groups by
computing the logarithm of the odds ratio (Barnard,
2018). It highlights words disproportionately more
likely to appear in one group than another, revealing
how agents internalize team goals and roles.

Top log-odds words in responses to Q" show
that flat teams emphasize efficiency and coordina-
tion (e.g.,“wellorganized,” “guide,” “facilitate”),
while hierarchical teams highlight structured, task-
oriented language (e.g., “‘brainstorming,” “devel-
opment,” “provided”). When assessing effect of
diversity, we observe subtle shifts: flat teams refer-
ence “members” and “finding,” suggesting greater
awareness of group dynamics, whereas hierarchical
teams remain consistent, continuing to use struc-
tural terms like “wellstructured” and “provided.”
These lexical patterns reflect how both team struc-
ture and demographic framing influence how agents
conceptualize their roles and team objectives. A
complete list of top log-odds words is provided in
Table 12 in the Appendix B.5.2.

Likewise, the top log-odds words for Q) show
that flat teams emphasize collective action and co-
ordination (e.g., “facilitate,” “collective,” “wellor-
ganized”), while hierarchical teams reference struc-
tured processes and delegation (e.g., “provided,”
“decisionmaking,” “wellstructured”’). Comparing
teams with and without diversity further reveals
how social characteristics influence agents’ role per-
ception. Flat teams with diversity mention socially
grounded terms like “members,” “finding,” and
“methodical,” suggesting role awareness shaped by
demographic cues. Meanwhile, hierarchical teams
show minimal lexical change, reflecting the domi-
nant role of structural hierarchy. Overall, the word
distributions reveal how team structure and diver-
sity framing influence how agents conceptualize
their roles. A full list of top log-odds words is
available in Table 13 in the Appendix B.5.2.

We analyze average scores for Q5 to QF'°, which
assess agents’ confidence in self, confidence in team,
and expected team comprehension, across different
team settings. Hierarchical teams report greater
confidence in their team’s ability to perform and
integrate, whereas flat teams exhibit higher individ-
ual confidence. Team diversity has minimal effect
on perceived self or team efficacy in flat teams, but
it leads to a decline in overall confidence when
introduced in hierarchical teams. When examining
teams by their level of diversity, we find that highly
diverse teams tend to show greater individual con-

29 ¢

= pErsona
b) nopersona

N w »

Average Score (1-5)

[

Q3 Q4 Q5 Q3 Q4 Q5

Figure 3: Average score for Q§°, Q°, QF°. a) flat

structure. b) hierarchical structure.

fidence, while low-diversity teams express more
confidence in team comprehension. In hierarchical
structures, high diversity improves agents’ confi-
dence in their individual role but slightly reduces
perceived team cohesion, although expected team
comprehension still increases. These findings sug-
gest that both team structure and diversity shape
how agents anticipate their collaborative dynamics
before task execution. Additional detailed results
are provided in Table 14-17 in the Appendix B.5.3.

Post-task reflections In the post-task interview
analysis, we observe distinct patterns across team
structures and diversity conditions. Flat teams tend
to foster a stronger sense of individual achievement
and contribution, whereas hierarchical teams elicit
higher ratings for team comprehension and per-
ceived reliance on others. Team diversity leads to a
general decline in post-task scores, suggesting that
demographic framing may introduce challenges to
integration and coordination. While team diver-
sity does not seem to affect perceptions of team
dependence or understanding, teams with higher
diversity report a greater sense of accomplishment
and role-specific satisfaction. These findings point
to nuanced effects of structure and diversity on
how agents perceive their contributions and col-
lective outcomes after collaboration. Additional
detailed results are provided in Table 18-21 in the
Appendix B.5.3.

Figure 4 shows the post-task interview scores
across all agents in all team settings. Post-task
interviews reveal a slight decline in perceived team
comprehension. However, agents strongly feel that
they cannot perform well-enough without the team
as shown in QgOSt. Agents in flat teams gener-
ally report more positive collaboration experiences
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Figure 4: Average score all post-Interview questions. a)
flat structure. b) hierarchical structure.

and higher mutual comprehension-reinforcing the
idea that open, symmetric communication supports
effective reasoning, especially when diversity is
present. When comparing teams with and without
diversity, we find that hierarchical teams with di-
versity report greater team comprehension. They
also express more positive views of both their con-
tributions and those of their team members, and
strongly believe that the team setting is vital to
overall performance.

We map each confidence-related pre-task item
to its post-task counterpart (Qgre > QgOSt, foe >
Q5, QB «» Q™) to assess change in perceived
collaboration over time. Each pair understands
the relationship between individual contribution
and confidence, team contribution and confidence
and team comprehension. We find that in all team
settings, we see pre-interview questions had higher
scores, indicating that post-task, there is a decrease
in the confidence and perception of agents and team
performance, team comprehension.

LLM-judged conversation quality GPT-4o0 eval-
uation, following the LLM-as-judge approach, sug-
gests that flat teams outperform hierarchical teams
across all dimensions. On average, flat teams re-
ceive higher scores in Team Comprehension (3.91
vs. 3.61), Collaboration (4.00 vs. 3.74), Coher-
ence (3.83 vs. 3.52), Reasoning Strength (3.78 vs.
3.61), Confidence in Final Answer (3.70 vs. 3.57),
and Structure Score (3.87 vs. 3.61). This may
be because flat teams exhibit more balanced rea-
soning and coordination, which align better with
GPT-40’s evaluation preferences. Notably, team
diversity further boosts GPT-40 evaluations in flat
teams across all metrics, while in hierarchical teams,
teams with diversity show only marginal improve-

ments—or even slightly lower ratings in some di-
mensions—indicating that diversity aids collabo-
ration primarily in settings with open, peer-based
communication. Additional detailed results are
provided in Table 22 in the Appendix B.6.

6 Conclusion

Can lessons from human team science inform the
design of multi-agent LLM systems? Our findings
suggest that team structure, diversity, and interac-
tion dynamics each play a critical role in shaping
team outcomes.

Flat teams consistently outperform hierarchical
teams across reasoning tasks, particularly in collab-
orative or multi-step problems where decentralized
communication enables more effective coordina-
tion. In contrast, the impact of team diversity is
more complex. While diversity often lowers perfor-
mance, it can improve social reasoning tasks and
enhance agents’ perceptions of interaction quality.
This suggests that diversity plays a positive role in
shaping team dynamics, even if it does not always
translate into higher accuracy.

Interestingly, agents report high confidence in
their team’s ability before the task, but post-task
reflections reveal difficulties in integrating diverse
perspectives. This gap is especially pronounced in
hierarchical teams, where constrained communica-
tion may limit mutual understanding.

Crucially, our results highlight team diversity
as a double-edged sword: it may hinder accuracy,
but it also fosters more reflective, calibrated teams
that are aware of their limitations. Future work
should explore how to better align structural de-
sign with diversity-aware coordination strategies
to harness the social benefits of diversity without
compromising task performance.

Future work should explore adaptive team struc-
tures that dynamically adjust roles, delegation, and
communication patterns based on task complexity
and team composition. Learning-based coordina-
tion strategies, such as reinforcement learning or
meta-optimization, may help align structure with
agent capabilities and diversity profiles. Evaluating
these approaches in multilingual, cross-cultural,
and real-world tasks would further test the general-
izability of our findings. Finally, further research
is needed on interpretability and accountability in
multi-agent systems, particularly in understanding
how teams reason, disagree, and converge on deci-
sions over time.



Limitations

We highlight five key limitations of this study. First,
our experiments are constrained to the English-
language prompts and may not generalize to multi-
lingual settings. Second, we operationalize diver-
sity using demographic attributes, which serves
only as surface-level proxies for deeper experiential
and cultural variation. Third, we use relatively
small open-source models (7-8B), which may con-
strain agents’ interaction capabilities and reasoning
depth. Fourth, our team design does not incor-
porate dynamic or adaptive strategies, which is a
fundamental aspect of interactions. This may have
exacerbated communication bottlenecks and mis-
alignments between team members. Lastly, our
post-task reflections and confidence measures offer
only coarse-grained approximations of agent meta-
cognition. Any interpretations of agent “perception”
or “awareness” should thus be made cautiously.

These limitations point to broader challenges in
deploying multi-agent systems that simulate human-
like teams. Naively implementing diversity or struc-
ture without sensitivity to coordination dynamics
may result in degraded performance, tokenistic
representation, or unintended social consequences.
In high-stakes domains (e.g., education, health-
care, policy deliberation), misaligned agent teams
may reinforce existing biases or produce mislead-
ing outcomes under the appearance of deliberative
reasoning.
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A Appendix

A.1 Implementation Details

We provide further implementation details of our
study in this section. The temperature for all
models—Llama-8b-Instruct, Qwen, Mistral, and
Deepseek—are set to 0.7 as though are the defaults.
We provide the algorithms of our workflows in Al-
gorithm 1 and Algorithm 2. For the evaluation of
conversations by GPT-40, we provided a tempera-
ture of 0.7. The final output for both workflow is
one of the multiple options provided for the ques-
tion. For testing our framework, we use A800 GPUs
with 80GB.

Algorithm 1: FLATTEAMDEBATE: Multi-

Round Discuss-and-Vote Framework
Input: Question ; maximum rounds R; agents
A = {Ai}is, (odd n);
QOutput: Team answer a;
17+ 0;

while » < R and CONSENSUS({LLET_I)}) = falsedo

2
3 foreach agent A; € Ado

4 if » = 0 then

5 | P+ @

6 else

7 | P (@ {af )
s (ai”,e”,p{") = Au(P);

9 | rer+l

10 4 MAJORITYVOTE({CL,ET71>});
11 return a;

We use the following prompts for Flat Team. For
tests with diversity, we provide the demographic
diversity of agents in each round.

Prompt Design for Flat Team Structure

Round 0 (Initial Answer)

You are a reasoning agent agent_id. You are here
to answer multiple choice reasoning questions.
Please answer the following question by selecting only
one option.

Question: g

Answer:

Rounds 1 to N (Refinement Phase)

You are a reasoning agent agent_id. You are here
to answer multiple choice reasoning questions.

You are part of a team of agents. You are expected to
help your team get to the correct answer.

You will be given the question and your previous
response and your team members’ previous responses.
Here are your previous answers from your team:
context

Take a moment to reflect on the responses and then
engage in conversation to come to the right answer.
Question: g

Answer: __

Final Round (Consensus Prompt)

Agents, review the conversation: final context.
Come to a consensus on the best final answer for the
question:

Question: g

Answer: ___

Algorithm 2: HierTEAM:
Leader—Subordinate Delegation Frame-

work
Input: Question (Q; maximum rounds R; leader L;
subordinates S = { Sk }r=1;
Output: Final team answer a;
1 7r<+0;
2 whiler < Rdo
3 if » = 0 then

4 ‘ P« Q;

5 else

o | L P (@ {al s

7 {fzi’")}?zl — L(PL); // Leader

generates instructions

8 foreach S;, € S do
9 L (ag),egf)) — Sk(I,iT));
10 if r = R then

i a <+ L({ay 11ty )
return a;

13 r<r+1;

Similarly, based on Algorithm 2, we created the
following prompt flow for testing hierarhical teams.

Round 0 - Leader’s Initial Instruction Prompt
You are the team leader of a reasoning team. The
goal of the team is to answer reasoning questions as
accurately as possible. You manage the following
agents: team _description.

Your role is to delegate tasks to your team members
so that they can provide you with useful information.
Create clear instructions for each agent.

Question: g

Team Members: team_members

Instructions:

Agent 1: ___

Agent 2: ___

Agent 3: ___

Round 1 - Team Member Reasoning Prompt

You are a team member of a reasoning team.
persona You are led by team leader Agent 1. Your
role is to answer based on the leader’s instruction to
help solve the reasoning question.

Question: g

Instruction: instr

Answer: ___

Round 1 to N — Leader’s Refinement Instruction
Prompt

You are the team leader of a reasoning team. You man-
age the following agents: team description.




Your team members have submitted initial answers to
the question.

Review their responses and provide each member
with updated instructions to reaffirm or correct their
reasoning.

Your instructions must be clear and under 10 words.
Team Members’ Answers: team_answers
Question: g

Instructions:

Agent 1: ___

Agent 2: ___

Agent 3: ___

Final Round - Leader Final Reflection Prompt
You are the team leader of a reasoning team. Your
team members have responded based on your updated
instructions.

Reflect on their responses and provide the final correct
answer. Your answer may differ from your team
members’.

Team Members’ Final Answers: team_answers
Question: g

Final Answer:

A.2 Licenses

We document the language, domain, and demo-
graphic characteristics of the datasets and models
used in this study following best practices from
data and model documentation toolkits (e.g., Data
Statements, Model Cards, Datasheets for Datasets).
All datasets—CommonsenseQA, Social IQa, Strat-
egyQA, and Implicit Hate Detection—are in En-
glish and focus on reasoning tasks across differ-
ent domains. CommonsenseQA and StrategyQA
cover general knowledge and commonsense rea-
soning, while Social IQa focuses on social and
situational commonsense, and Implicit Hate cap-
tures nuanced, often sarcastic, toxic speech from
Reddit. Demographic information about dataset
authors is generally unavailable, with the excep-
tion of Social IQa and Implicit Hate, which were
crowd-annotated by U.S.-based workers with di-
verse backgrounds. The models we use include
Meta’s LLaMA-8B Instruct, Alibaba’s Qwen-7.5B
Instruct, Mistral-7B v0.3 Instruct, and DeepSeek
R1 (a distilled LLaMA variant). All models are pri-
marily trained on English, with partial multilingual
capabilities in Qwen and Mistral. Their training
data spans web text, code, and instruction-tuned
corpora, although precise data composition is not
fully disclosed for all models. None of the models
guarantee demographic balancing or fairness-aware
pretraining. Model licenses range from fully per-
missive (Apache 2.0, MIT) to research-constrained
(LLaMA 2 Community License).
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Table 4: Licenses for datasets used in this study.

Dataset License
CommonsenseQA CC BY-SA 4.0
Social IQa MIT License
StrategyQA Apache 2.0
Implicit Hate MIT License

A.3 Diversity Settings

Demographic diversity of an agent is constructed
using four dimensions of human demographics:
age, gender, ethnicity, and occupation. Each di-
mension includes a range of categories——gender
(male, female), age (young, young working profes-
sional, working professional, senior citizen), ethnic-
ity (White, Asian, Black), and occupation (white-
collar, blue-collar). By systematically combining
these categories, we generate a total of 48 unique
personas used to populate our teams. Here is an
example of the persona provided to an agent:

You are male and of age 18 to 24. You
identify as white and work a blue collar
job.

B Additional Results
B.1 Single Agent

To understand the effect of persona, we conducted
an ablation study using single agents. We test
the effect of the four dimensions of diversity as
mentioned in Section 3.2 on the CS and SQA
datasets. We examine the effect of each dimen-
sion and further the combination of these dimen-
sions. Table 6 shows the average performance
delta of diversity-based agent compared to their
no-diversity counterparts, grouped by the number
of demographic dimensions used. When only one
or two dimensions are included (e.g., just gender or
age), teams see modest performance improvements,
with an average delta of 1.83 and 0.75, respectively.
However, as the number of persona dimensions
increases to three or four, performance begins to
decline. Teams with four-dimensional personas
(gender, age, ethnicity, occupation) show a negative
average delta of —0.91, suggesting potential cogni-
tive overload or misalignment introduced by more
complex social cues. These results indicate that
while lightweight demographic cues may support
collaboration, higher-dimensional personas may
hinder team effectiveness, possibly due to increased



Table 5: Licenses for models used in this study.

Model Organization License

LLaMA-8B Instruct Meta LLaMA 2 Community License
Qwen-2.5-7B Instruct Alibaba Apache 2.0

Mistral-7B Instruct v0.3 Mistral Apache 2.0

DeepSeek R1 (LLaMA-8B Distil) DeepSeek MIT License

coordination demands or difficulty in integrating
diverse perspectives.

Table 6: Effect of Persona Dimensionality on Single-
Agent Accuracy (Delta from No-Persona Baseline)

# Dimensions  Avg Accuracy Delta  Std Dev
1 +1.83 2.05
2 +0.75 3.53
3 —-1.62 8.70
4 —0.91 9.71

B.2 Comparing different sizes and rounds

As mentioned in Section 3.1, we create teams of
varying size. In flat teams, we test across teams
size of 3, 5 and 7 for 2 to 4 rounds. In Table 7, we
report the average bootstrapped accuracy of all flat
team settings across the four datasets. We find that
the number of rounds and number of agents have
very small effect on the performance of the team.
These findings indicate that scaling in teams is a
nuanced issue that future work can address in the
context of team science for Al teams

Table 7: Average accuracy (%) across tasks by team
setting (agents x rounds).

Team Setting CS IH SQA ST

3 agents, 2rounds 71.29 4343 5441 63.97
3 agents, 3rounds 71.98 38.22 55.11 63.49
3 agents,4rounds 71.94 4147 54.65 63.68
5 agents, 2rounds 7230 38.63 54.08 64.51
5 agents, 3rounds 73.45 37.56 5425 6491
5 agents, 4 rounds 7230 37.69 54.16 64.34
7 agents, 2rounds  67.98 42.06 55.17 64.84
7 agents, 3rounds  69.28 42.16 54.52 65.00
7 agents, 4 rounds  68.26 42.52 54.89 64.33

As mentioned in Section 3.1, we create two
hierarchical teams, one with 1 leader and 3 team
members and second with 1 leader, 2 managers
and 4 team members. The team settings emulate 1
level and 2 levels of hierarchy respectively. In the
paired t-test comparing the performance of these
two settings, we find that 1 level of hierarchy is
consistently preferred, potentially indicating that
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more rigid structures of communications are not
beneficial.

Table 8: Paired t-test comparing hierarchical level 1 vs.
hierarchical level 2 team performance across tasks.

Task t-stat Mean Difference  Cohen’s d
CS 1.978 21.561 0.989
IH 2.873* 7.713 1.437
SQA  5.280" 19.798 2.640
ST 3.125* 21.917 1.563

Table 9 reports ¢-test statistics comparing team
performance under diversity versus no-diversity
conditions across a variety of team configurations.
Results indicate that diversity often has a statisti-
cally significant effect, but the direction and mag-
nitude vary by task and team size. For example,
in larger teams (5-7 agents), diversity has more
pronounced positive effects on ST, particularly as
team size and number of rounds increase. Notably,
the negative impact of diversity on CS is consistent
across all team sizes, suggesting that uniformity
in perspective may benefit certain types of com-
monsense reasoning. Overall, the data underscores
the nuanced and configuration-dependent impact
of diversity on team reasoning dynamics.

Table 9: Paired t-test statistics for diversity vs. no-
diversity comparisons across team settings. Asterisk (*)
indicates p < 0.05.

Team Setting CS IH SQA ST

3 agents, 2rounds  -9.63*  3.01" -2.42" 0.91

3 agents, 3rounds  -7.30* 0.25 030  -5.54*
3 agents, 4 rounds  -7.12*  7.15*  -1.89 -7.77"
5agents,2rounds  -9.68"  -2.42* -3.71%  9.02"
5agents, 3rounds -10.15 -2.56* -4.38*  5.79"
5 agents, 4 rounds  -10.28"  -2.50* -4.33* 10.39"
7 agents, 2 rounds  -6.04*  2.60" -1.15  9.12%
7 agents, 3rounds  -5.64" 276 -3.12*  6.07"
7 agents, 4 rounds  -5.68" 1.38  -320" 8.69"

Table 10 presents paired t-test statistics com-
paring diversity-based teams to no-diversity teams
across different hierarchical structures and reason-
ing rounds. The results show that diversity signifi-



cantly enhances performance across all tasks in the
first-level hierarchy (Hier. 11), with extremely high
t-values and p < .001 for SQA and ST. However,
the effects diminish or even reverse in the second-
level hierarchy (Hier. 12), where deeper delegation
and communication layers appear to hinder the ef-
fective use of persona information. Specifically,
SQA shows a dramatic drop from strong positive
gains in Hier. 11 to significant negative effects in
Hier. 12, suggesting that tasks requiring nuanced
social inference are particularly sensitive to how
persona information is coordinated across levels.
This pattern highlights that persona benefits are
maximized in shallow hierarchies where agents can
directly interpret and leverage identity cues.

Table 10: T-test statistics (t-value) for persona vs. no-
persona comparisons across tasks and team settings
(Team). 11 refers to hierarchical teams with 1 leader and
3 team members, 12 refers to hierarchical teams with 1
leader, 2 managers and 4 team members. Significance
is denoted as: * p < .05, ** p < .01, *** p < .001

Team CS IH SQA ST
11,21 7.49%%%  709%*%  [446%+*  ]738***
11,3r.  887##F*  731%*k  ]3.96%**  19.57***
I1,4r.  8.07**% 461*** 132]1%*%*  17.90%**
12,2r.  3.32%%* 0.20 -0.25%%% 4 | 8HF*
12,3r. 2.12% -0.37 -6.43 %% 3.23%*
12,4r. 1.22 -0.30 -5.49%#%* 1.68

B.3 Outperforming diversity teams

Table 11 presents a comprehensive list of diversity-
based team experiments that outperformed their
no-diversity counterparts across various tasks, team
sizes, and team structures. The results highlight the
consistent advantage of persona use in flat teams,
particularly those composed of 3 agents. In this
configuration, CS and SQA dataset show strong
gains, with experiments such as 04, 06, 07, 09,
11, and 14 repeatedly emerging across tasks and
rounds. This suggests that certain team compo-
sitions—defined by the demographic personas as-
signed—are especially synergistic under conditions
of open interaction and shared responsibility.

As team size increases to 5 or 7 agents, persona
benefits remain evident, though the pattern becomes
more task-specific. For instance, ST shows robust
gains in larger flat teams, whereas gains for IH are
sparse across all configurations. Hierarchical teams
show more mixed results. While several experi-
ments still outperform the baseline, especially in
the first-level hierarchy (11), the benefits of persona
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Figure 5: Trend of team diversity and performance in
flat teams and hierarchical teams for CS dataset. z-axis
represents the level of team diversity, calculated through
Gini Index, and y-axis represents performance of teams.

cues appear attenuated. In second-level hierarchies
(12), where communication is more constrained, per-
sona advantage persists in SQA and ST but becomes
less discriminative across configurations, likely due
to reduced opportunities for mutual interpretation
and integration.

These findings reinforce our broader claim that
diversity does not uniformly improve performance,
but rather is dependent on team structure and task.

B.4 Team Diversity

Figures 5, 6, 7 showcase the relationship between
diversity, measured through Gini Index, against
performance. Each figure shows the trend of flat
and hierarchical teams with increasing diversity.
We observe the trend the teams is dependent on the
task. However, all three plots show high variance
across the diversity teams, reaffirming that diversity
does not have a universal effect on performance of
teams.

B.5 Team Interview
B.5.1 Wordclouds

Figure 8 and Figure 9 presents word clouds gener-
ated from agent responses to two pre-task interview
questions: Qll)re (““What is the primary goal of the
team?”’) and Qgre(“What is your role in the team?”).
These visualizations highlight the most frequently
used words across different team configurations, in-
cluding flat versus hierarchical structures and with
versus without diversity. By comparing word usage
across team settings, we can observe how team
framing and diversity assignment influence how

agents conceptualize collective goals and individ-



Table 11: Experiments where diversity-based teams outperformed their no-diversity counterparts.

SQA

ST

[01, 04, 06, 07, 10, 11,
12, 14, 15]
(10, 11, 12]

(10, 11, 12]

[01, 02, 03, 04, 05, 06,
08, 09, 10, 12, 14]
[01, 02, 03, 04, 05, 06,
07,08, 09, 10, 11, 12,
13, 14]

[l

[01, 02, 03, 04, 05, 06,
07,08, 09, 10, 11, 12,
13]

[01, 02, 03, 04, 05, 06,
07, 09, 10, 12, 13]
[02, 03, 05, 08, 12, 13,
14]

[01, 02, 03, 04, 05, 06,
07,08, 09, 10, 11, 12
13, 14]

Team CS IH
Flat (3 agents) [01, 04, 05, 06, 07, 09, [01, 07]
11, 14]
Flat (5 agents) [01, 03, 06, 08, 09, 10] [1
Flat (7 agents) [01, 03, 06, 08,09, 10] T[]
Hier. 11 [02, 03, 05, 06, 08, 10, [03, 06, 14]
12, 13, 14]
Hier. 12 [01, 03, 04, 09, 10, 11, [01, 03, 05, 06, 08, 10,
13] 11, 13]
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Figure 6: Trend of team diversity and performance in flat
teams and hierarchical teams for SQA dataset. z-axis
represents the level of team diversity, calculated through
Gini Index, and y-axis represents performance of teams.
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Figure 7: Trend of team diversity and performance in
flat teams and hierarchical teams for ST dataset. z-axis
represents the level of team diversity, calculated through
Gini Index, and y-axis represents performance of teams.

ual roles. For example, both teams emphasize on
”, “effectively” and “efficiently” indicating an
understanding of the shared goal of the team.

In Figure 9, both flat teams and hierarchical teams
indicate that agents are aware that they are team
members and are required to contribute towards the
shared goal. However, upon further investigation,
we find that flat team tend to use words such as
“support” and “provide” more than hierarchical
teams which uses “assist”, “expertise” and “clear
communication”. This can indicate that flat teams
are more geared towards a collaborative position.
Meanwhile, hierarchical teams tend to adopt a more
structure approach to solving the given problem.

B.5.2 Log-odds analysis

In addition to word clouds, we provide, the log-odds
the answers of Q)" and Q).

Table 12: Top log-odds words by team structure and
diversity for Q. (Hier. = Hierarchical, N = No
Diversity, D = Diversity.)

Team Set- Top Words

ting

Flat wellorganized, guide, concise, facilitate,
optimal

Hier. right, wellstructured, brainstorming, devel-
opment, provided

Flat (N) wellorganized, guide, arrive, communica-
tion, answers

Flat (D) seasoned, methodical, members, finding,
particularly

Hier. (N) facilitating, 2, success, assistant, con-
tributes

Hier. (D) right, wellstructured, brainstorming, devel-

opment, provided

B.5.3 Detailed Analysis

Figures 10 and 11 present average scores from the
pre- and post-task interviews, providing a quanti-
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tative snapshot of how agents perceive their roles,
capabilities, and team dynamics.

As observed in Figure 10, agents tend to be
extremely confident in their ability to contribute
and integrate well with the team.

Further statistical tests on pre-interview results
shows that flat teams are more confident about
their ability to execute the task, while hierarchical
teams are more confident about the team’s ability
to execute and integrate with diverse perspectives.

Table 15 examines the effect of diversity in team
structures and confidence in agent ability, team
ability and integration efforts. We observe that
across the team structures, teams with no diversity
tend to have more confidence in themselves, the
team and ability to integrate.

While we found that on performance, the level
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of diversity has insignificant effects, we find that in
the pre-task interviews, the level of diversity effects
the confidence in the team’s ability to integrate
with diverse perspectives. Particularly, as shown
in Table 17, in flat teams more diversity builds
confidence to integrate with diverse perspective,
however in hierarchical teams there is an opposite
effect.

Figure 11 shows that post interaction, agents
confidence in their own and the team’s contribution
reduces. However, team members feel strongly
about maintain the team in order to complete the
tasks, particularly in hierarchical teams which could
indicate a reliance on the top-down structure.

In Section 3.3, we enumerate the six questions
that we ask each agent team after the completion of
the task. In Table 18, we observe that flat teams are
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Table 13: Top log-odds words by team structure and
diversity for Q5

Team Set- Top Words

ting

Flat perspectives, optimal, clear, facilitate, col-
lective, different, wellorganized

Hier. provided, decisionmaking, consensus,
right, brainstorming, collaboratively, well-
structured

Flat (N) optimal, correct, clear, allocate, facilitate,
effective, collective

Flat (D) finding, seasoned, methodical, members,
related, field, particularly

Hierarchical success, 1, achieving, 2, facilitating, objec-

™) tives, supportive

Hierarchical  provided, decisionmaking, consensus,

(D) right, brainstorming, collaboratively, well-

structured

Table 14: Paired ¢-test results comparing flat vs. hierar-
chical structures on pre-task scores. Significance levels:
*p < 0.05, ¥ p < 0.01, ¥** p < 0.001.

Question t-stat
Q3 -7.598***
Q4 3.214**
Q5 2.144*

more confident about the contributes made to the
team and that of the team. However, hierarchical
teams have a strong and significant confidence in
team comprehension.

Further, we observe that the diversity teams and
no diversity teams in these structures also have
varying responses to the post-interview questions.
The results indicate that in both team structures, the
inclusion of diversity improves perception of team
contributions and team comprehension, but reduces
willingness to work with the same team again as
shown by statistical results of Q§* in Table 19.

We also observe the effect of level of diversity of
the two team structures for the post-task interview
questions and find that level of diversity has a
significant effect on the perception of contributions
and comprehension, but not on the confidence in
continuing with the team.

B.6 GPT-40 Evaluation

Section 3.3 details how GPT-40 was used to eval-
uate a sample of conversations. We observe the
statistical difference in the scores by team structure
and team diversity.

Table 22 compares across the questions, flat and
hierarchical teams in their diversity and no diversity
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Table 15: Paired ¢-test results comparing diversity vs.
no-diversity responses by team structure and question
for pre-task questions. Significance levels: * p < 0.05,
*#p < 0.01, *** p < 0.001.

Structure Question ¢-stat (Significance)
Flat Qe -1.431

Flat Qe -0.120

Flat QP -10.829***
Hierarchical QY -15.285%*
Hierarchical Qire -8.824***
Hierarchical Qgre -4.208***

Table 16: Kruskal-Wallis test results comparing mean
scores of pre-task questions across diversity levels (low,
medium, high) for each structure and question. Signifi-
cance levels: * p < 0.05, ** p < 0.01, *** p < 0.001.

Structure Question Kruskal-Wallis H
Flat Qgre 8.243*

Flat QY 0.340

Flat QP 7.778*
Hierarchical Q5 5.975*
Hierarchical Qe 5.554*
Hierarchical Qgre 21.910***

settings. We find that flat teams with diversity have
the highest score across all dimensions (Team Com-
prehension, Collaboration, Coherence, Reasoning
Strength and Structure Score. Hierarchy with no
diversity has the lowest scores. Table 23, 24 show
that for flat teams high diversity improves scores
across all dimensions. Meanwhile for GPT-4o,
lower diversity tends to improve scores.

C Conversation Samples

C.1 Team conversations

To illustrate the reasoning processes and coordi-
nation strategies used by Al agents, we present
example conversations from both flat and hierar-
chical teams. These conversations span multiple
rounds of deliberation, showing how agents build
on each other’s responses, update beliefs, and (in
the hierarchical setting) respond to top-down in-
structions.

Each example includes the original question,
agent responses per round, and the final team pre-
diction. We include these transcripts to help readers
understand how different team structures impact
the interaction flow, convergence dynamics, and



Table 17: Paired t-test results comparing high vs. low
diversity teams for each structure and question. Signifi-
cance levels: * p < 0.05, ** p < 0.01, *** p < 0.001.

Structure Question t-stat
Flat Qs 2.673**
Flat QY 1.031
Flat Q™ -2.816**
Hierarchical Qgre 2.129*
Hierarchical QY -2.093*
Hierarchical Qgre 3.672***

Table 18: T-test comparison between flat and hierarchical
teams for each post-interview question. Significance: *
p < 0.05, ** p < 0.01, *** p < 0.001.

Question t-statistic
aL e
ngst -9.150 -
ngst —15.886***
ngst -6.955 -
Q5OSt 35.531

Qg 18.986***

collaborative reasoning quality.

C.2 Team Interviews

To assess agents’ meta-awareness of their roles
and team processes, we conduct pre- and post-
task interviews. In the pre-task phase, agents are
asked to articulate the team’s goal, their own role,
and their expected confidence in completing the
task. In the post-task phase, they reflect on their
team’s performance, their own contribution, and
their ability to understand (and be understood by)
teammates.

These interviews help us evaluate perceived coor-
dination and alignment, and serve as a self-reflective
complement to our quantitative metrics and GPT-40
evaluations. Below, we include representative ex-
amples of these interview responses across different
team types.

Before and after each task, agents are prompted
to reflect on their goals, roles, and contribu-
tions through structured “interview-style” ques-
tions. These responses help assess team awareness,
perceived collaboration quality, and confidence in
execution.

Figure 14 presents the intro and outro responses
from a flat team. Agents express high confidence
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Table 19: Paired ¢-test results comparing diversity vs.
no-diversity scores for all post-task interview questions,
split by team structure. Delta indicates diversity minus
no-diversity mean score. Significance: * p < 0.05, **
p < 0.01, *** p < 0.001.

Structure Question ¢-statistic  Delta
Flat QY™ -23.568"*  -0.288
Flat Q5™ -1.331  -0.035
Flat Q5 0411 -0.010
Flat QP 6.584**  (.220
Flat QR -147627*  -0.393
Flat Q" 8.107*  0.272
Hierarchical ~ Q}*" 2,965 -0.136
Hierarchical Qb 4,670  0.250
Hierarchical Q5™ 2.492*  -0.160
Hierarchical Q™" -6.428**  -0.253
Hierarchical QR -4.545%*  .0.492
Hierarchical QgOSt 3.719*** 0.259

in their roles and strong satisfaction with team
performance.

Figure 15 shows the same for a hierarchical
team. The leader explicitly articulates guidance
responsibility, while subordinates demonstrate a
range of self-rated confidence. Post-task reflections
highlight minor breakdowns in communication,
even as task performance remains strong.

C.3 GPT-40 evaluation

To complement task accuracy and agent self-
assessments, we employ GPT-40 as an external eval-
uator. For each sampled conversation, GPT-40 is
shown the full multi-round transcript and prompted
to rate the team across six dimensions including
Team Comprehension, Collaboration, Reasoning,
Coherence, Confidence in Answer and Effective-
ness of Team Structure.

GPT-40 also provides explanations that illumi-
nate key differences in team dynamics across con-
versational structures. In flat teams, GPT-4o0 often
highlights superior coordination and mutual engage-
ment. For example, it notes “all three agents picked
up on the same underlying implication, demonstrat-
ing a coordinated reasoning process without direct
prompting” and “the agents built on each other’s
insights, showing smooth collaborative understand-
ing throughout the discussion”. Such explanations
emphasize how flat configurations enable aligned
reasoning and effective knowledge sharing. In
contrast, hierarchical teams are frequently charac-



Flat-Team Conversation Example

Question: A revolving door is convenient for two-direction travel, but it also serves as a security measure at a
what?

Options: A.bank B.library C. department store
Gold Answer: A. bank

D. mall E. new york

Round 0 (Initial)

Agent 0: A

Explanation: Revolving doors are often used in places where security is a concern, such as banks. They help
prevent unauthorized access and provide a secure entry point. Among the options, banks clearly prioritize security.

Agent 1: A
Explanation: Banks are known for using revolving doors as a security feature. While other options might use them
for convenience, only banks use them explicitly for access control.

Agent 2: A
Explanation: Revolving doors help protect secure environments. Banks use them to regulate access and avoid
tailgating. Other places like malls or libraries don’t require that level of control.

Majority Vote (Round 0): A

Round 1
Agent 0: A Agent1: A Agent2: A
Majority Vote (Round 1): A

Round 2
Agent 0: A Agent1: A Agent2: A
Majority Vote (Round 2): A

Final Answer: A
Explanation: Revolving doors are typically found in buildings where security is important. Banks, for example,
use them to regulate entry and prevent unauthorized access, serving both a functional and protective role.

Figure 12: Example of a flat multi-agent debate over multiple rounds. All agents independently select the correct

answer (A. bank) and reinforce their reasoning across rounds.

terized by GPT-40 as exhibiting fragmentation and
limited synthesis. Its judgments include observa-

tions such as “the hierarchy caused the top agent
to override others, leading to a lack of consen-
sus or integrated reasoning” and “agents failed to
fully engage with each other’s inputs, resulting in

Table 20: Kruskal-Wallis H test comparing diversity
groups (low, medium, high) for all post interview ques-
tions. Significance: * p < 0.05, ** p < 0.01, ***
p < 0.001.

fragmented and disconnected responses”. These Structure Question H-statistic
statements reflect a diagnostic pattern where un- post -
equal conversational authority hinders collaborative Flat QlOS . 78.099
depth. Furthermore, GPT-40 attributes increased Flat Q 6.953
comprehension and reasoning quality to diversity Flat Qg,OSt 19.063"*
in team composition. In experiments designed to Flat QEOSt 17.115%
include varied agent backgrounds, GPT-40 explains Flat QE"“ 8.256"
“their varied perspectives contributed to a more com- Flat Q‘é"“ 1.824
prehensive understanding of the nuanced scenario” Hierarchical Qe 5.169
and “inclusion of diverse viewpoints led to better Hierarchical QgOSt 27.536***
identification of edge cases and subtle cues in the Hierarchical Qg%t 14.696***
prompt”. Overall, GPT-40’s explanatory judgments Hierarchical Q™ 24.299%**
not only capture differences in structure and inclu- Hierarchical QEOSt 2.122
sion but also provide a nuanced lens into how these Hierarchical QR 0.016

factors affect team coordination, engagement, and
interpretative success.
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Hierarchical-Team Conversation Example

Question: A revolving door is convenient for two-direction travel, but it also serves as a security measure at a
what?

Options: A.bank B.library C. department store D.mall E. new york

Gold Answer: A. bank

Round 0: Initial Team Responses

Agent 2: Secure locations that commonly use revolving doors include banks, department stores, and malls.
Among the options, banks are a strong candidate for security use.

Agent 3: C. department store

Explanation: Department stores often use revolving doors for customer flow and may gain minor security benefits
by slowing down fast exits.

Agent 4: Banks require identification and secure access. Revolving doors can enhance control over who enters,
serving as a frontline security measure.

Leader Instructions (Round 0)

To Agent 2: Focus on the security aspect.

To Agent 3: Consider common locations but prioritize security.
To Agent 4: Re-evaluate the security context specifically.

Round 1: Revised Team Responses

Agent 2: A. bank

Explanation: At banks, revolving doors serve both convenience and controlled access. They slow down intruders
and allow intervention time.

Agent 3: C. department store

Explanation: Still leaning toward department stores for practicality, but acknowledges limited security value.
Agent 4: A. bank

Explanation: Banks benefit from revolving doors by allowing one-person entry, reducing unauthorized access, and
increasing control.

Final Leader Decision: A. bank

Note: This example illustrates hierarchical control: the leader issues targeted instructions after the first round, and
agents adjust their reasoning accordingly. Despite one agent maintaining a different view (Agent 3), the leader
consolidates the majority reasoning toward the correct answer.

Figure 13: Hierarchical team dialogue over two rounds. Agents respond individually, receive role-specific feedback
from the leader, and revise their answers. The leader then issues a final decision based on group input.

Table 22: GPT-40 evaluation by team structure and di-
versity. Metrics include Task Comprehension (TC), Col-
laboration (CS.), Coherence (CoS), Reasoning Strength
(RS.), Confidence (ConfS), and overall Structure Score
(SS). Struct./Pers.: Flat, Hier. = Hierarchical; ND = No
Persona, D = Persona.

Table 21: t-test comparing high vs. low diversity
teams for all post-interview questions. Significance: *
p < 0.05, ** p < 0.01, *** p < 0.001.

Structure Question t¢-statistic

Flat Qe 3,513
Flat onst 0.130 Setting TC CS. CoS RS. ConfS SS

p .
Flat QP 0.254 Flat(ND)  3.89 394 372 374 354 377

3 st o Flat (D) 393 407 395 382 387 393
Flat Q} 2314 Hier. (ND) 3.59 3.61 342 355 350 3.54
Flat ngst -2.095* Hier. (D) 3.63 386 3.61 366 3.63 3.68
Flat QR -0.160
. . post %
H%erarch%cal Qlost 2473 Table 23: GPT-40 evaluation of flat teams by diversity
Hierarchical Qb ‘ 4.531*** level.
Hierarchical Q5™ 3.631%
Hierarchical ~ Q™" 3.877%* Diversity Level TC CS. CoS RS. ConfS. SS
Hierarchical ~ QE™ 1.037 Low 391 405 388 380 376 388
~ - post Medium 387 409 3.88 380 379  3.89
Hierarchical Qg 0.102 High 402 406 391 383 389 394
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Team Intro and Outro Reflections (Flat Team)

Team Intro Reflections (Pre-Task)
Agent 0: 1. To solve reasoning questions. 2. To assist and support the team. 3. 4. 5. 5.
Agent 1: 1. To solve problems through logical reasoning and teamwork. 2. To act as the first agent and assist
the team. 3. 4. 5. 5.
Agent 2: 1. To solve problems through logical reasoning and teamwork. 2. To assist in analyzing and solving
reasoning questions. 3. 4. 5. 5.

Team Outro Reflections (Post-Task)
Agent 0: 1. Team performance: 5 2. Self contribution: 5 3. Team contribution: 5 4. Understood team

members: 5
Agent 1: 1. Team performance: 5 2. Self contribution: 5 3. Team contribution: 5 4. Understood team
members: 5
Agent 2: 1. Team performance: 5 2. Self contribution: 5 3. Team contribution: 5 4. Understood team
members: 5
(& J

Figure 14: Pre- and post-task reflections from a flat team of agents. All agents reported high awareness of their roles
and confidence in the team’s collaboration.

Table 24: GPT-40 evaluation of hierarchical teams by
average diversity level.

Diversity Level TC CS. CoS RS. ConfS. SS

Low 371 3.80 350 3.63 3.62 3.65
Medium 363 382 356 3.70 3.64 3.67
High 352 360 350 3.54 3.50 3.53
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Team Intro and Outro Reflections (Hierarchical Team)

Team Intro Reflections (Pre-Task)

Agent 1 (Leader): 1. The team’s goal is to effectively solve reasoning questions using our collective skills.
2. My role is to lead and guide the group while ensuring all contributions are valued. 3.
I am very confident.

Agent 2: 1. To solve reasoning questions efficiently. 2. My role is to contribute insights and
solutions. 3. Confidence: 3/5. I have some experience but can improve.

Agent 3: 1. To solve reasoning questions accurately. 2. I provide practical insights based on
experience. 3. Confidence: 4/5.

Agent 4: 1. To solve complex reasoning tasks. 2. I analyze data and offer strategic insights. 3.
Confidence: 4/5.

Team Outro Reflections (Post-Task)

Agent 1 (Leader): 1. Team performance: 4/5. Effective and innovative, though some disagreements. 2.
Self contribution: 4/5.

Agent 2: 1. Team performance: 4/5. Efficient but communication could improve. 2. Self
contribution: 4/5.

Agent 3: 1. Team performance: 4/5. Solid outcome with minor communication gaps. 2. Self
contribution: 3/5.

Agent 4: 1. Team performance: 4/5. Effective overall, but communication and collaboration
could improve. 2. Self contribution: 4/5.

Figure 15: Pre- and post-task reflections from a hierarchical team. The leader and subordinates express varying
confidence in their roles, and post-task responses reflect both team strengths and communication challenges.

24



	Introduction
	Background
	Multi-Agent Frameworks for LLMs
	Insights from Team Science

	Multi-Agent Team Design
	Team Structure (RQ1)
	Team Diversity (RQ2)
	Interaction Dynamics (RQ3)

	Experiment settings
	Datasets
	Team Structure Experiments
	Team Diversity Experiments

	Results
	Effect of Team Structure on Performance
	Effect of Team Diversity on Performance
	Evaluating Team Comprehension and Coordination

	Conclusion
	Appendix
	Implementation Details
	Licenses
	Diversity Settings

	Additional Results
	Single Agent
	Comparing different sizes and rounds
	Outperforming diversity teams
	Team Diversity
	Team Interview
	Wordclouds
	Log-odds analysis
	Detailed Analysis

	GPT-4o Evaluation

	Conversation Samples
	Team conversations
	Team Interviews
	GPT-4o evaluation


