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ABSTRACT

Effective financial reasoning demands not only textual understanding but also
the ability to interpret complex visual data such as charts, tables, and trend
graphs. This paper introduces a new benchmark designed to evaluate how
well AI models—especially large language and multimodal models—reason in
finance-specific contexts. Covering 3,200 expert-level question-answer pairs
across 15 core financial topics, the benchmark integrates both textual and vi-
sual modalities to reflect authentic analytical challenges in finance. To ad-
dress limitations in current reasoning approaches, we propose an error-aware
learning framework that leverages historical model mistakes and feedback to
guide inference, without requiring fine-tuning. Our experiments across state-of-
the-art models show that multimodal inputs significantly enhance performance
and that incorporating error feedback leads to consistent and measurable im-
provements. The results highlight persistent challenges in visual understanding
and mathematical logic, while also demonstrating the promise of self-reflective
reasoning in financial AI systems. Our code and data can be found at �
https://anonymous/FinMR/Code&Data. The leaderboard can be found
at 3 https://anonymous/FinMR/Leaderboard.

Figure 1: FinMR provides diverse visual data, as shown in panel (a). Evaluation of financial rea-
soning abilities of LLMs and MLLMs covers mathematical and expertise-based tasks (see panel
(b)), and performance varies across 15 financial domain topics (see panel (c), the abbreviation list of
topics provided in Table 2). The key errors shown in panel (d) categories include image recognition
failures, incorrect formula application, question misunderstanding, and answer not found.

1 INTRODUCTION

Financial reasoning is a critical analysis process that involves leveraging expert-level knowledge
to derive insights from diverse financial data and logically conclude a decision. Effective finan-
cial reasoning can lead to wise decisions that generate substantial monetary benefits or avoid costs
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amounting to billions of dollars (Jerven, 2013; MacKenzie, 2008; Chen et al., 2022c). However, an-
alyzing and reasoning from financial data is inherently complex. Unlike general-domain reasoning
tasks, financial reasoning requires the integration of information from heterogeneous sources such
as structured data (e.g., financial tables), semi-structured data (e.g., regulatory filings), and unstruc-
tured data (e.g., economic reports). These tasks demand advanced mathematical rigor, including
multi-step calculations, statistical analysis, and domain-specific formulas for valuation, credit risk,
and liquidity analysis. Additionally, financial reasoning relies on a deep understanding of complex
concepts like portfolio optimization and risk modeling.

Recent advancements in Large Language Models (LLMs), such as GPT-o1 and DeepSeek-R1, have
significantly mitigated the challenges associated with reasoning over financial text data (OpenAI,
2024a; DeepSeek-AI et al., 2025). However, many financial problems also involve visual data, such
as stock price trends, financial tables, and statistical charts, which require integrating multimodal
information for effective reasoning. Multimodal Large Language Models (MLLMs), capable of
processing both textual and visual inputs, have demonstrated remarkable capabilities in addressing
such complex tasks. These models have been evaluated on prominent multimodal benchmarks such
as MMMU (Yue et al., 2024) and Math Vista (Lu et al., 2024), and documented in official tech-
nical reports (OpenAI, 2024a; Team et al., 2024; Dubey et al., 2024; Anthropic, 2024; Li et al.,
2024a). Despite these advancements, existing multimodal benchmarks (see Table 1) primarily eval-
uate MLLM’s general reasoning capabilities in open domains. The sole exception, FAMMA (Xue
et al., 2024), is limited in scope, encompassing only 1758 examples across 8 topics. Key finan-
cial areas, such as risk management, valuation, and liquidity analysis, are inadequately represented,
leaving the financial reasoning capabilities of MLLMs largely unexplored. To address this gap, we
would like to answer the critical question: What are the multimodal reasoning capabilities and
limitations of MLLMs in the financial domain?

To answer this question, first, we propose FinMR, a comprehensive benchmark specifically de-
signed for evaluating the capabilities of MLLMs in financial reasoning tasks. FinMR spans 15
diverse financial topics and includes 3,200 college-level question-answer pairs that combine textual
and visual content. These questions are carefully curated to encompass a wide range of visual data,
including table images, stock price trends, and statistical distributions, as shown in Figure 1(a). The
benchmark is divided into 1,049 financial math questions, each requiring advanced mathematical
skills such as calculus and statistics, and 2,151 financial expertise questions, which necessitate a
deep understanding of domain-specific financial knowledge. Each example includes manually an-
notated expert explanations, facilitating both the evaluation of reasoning capabilities and detailed
error analysis. To support model development and evaluation, we split the dataset into an 80%
development set (i.e., 2560 examples) and a 20% test set (640 examples).

Second, we conduct a comprehensive evaluation of state-of-the-art LLMs and MLLMs on FinMR,
identifying significant performance gaps across models. Notably, we test LLMs with text input,
including GPT-o1 (OpenAI, 2024b), Gemini-1.5-Pro (GeminiTeam et al., 2024), Claude-3.5-Sonnet
(Anthropic, 2024), Llama 3.2(Dubey et al., 2024), Deepseek (DeepSeek-AI et al., 2025), and Qwen
(Qwen, 2024), alongside MLLMs with text & image input, such as GPT-4o (OpenAI, 2024a),
Gemini-1.5-Pro (GeminiTeam et al., 2024), Claude-3.5-Sonnet (Anthropic, 2024), Llama-3.2-Vision
(AI@Meta, 2024), Qwen-VL-Plus (Bai et al., 2023), LLaVa-NEXT (Li et al., 2024a). For evalua-
tion, we adopt two methods, Chain-of-Thought (CoT) prompting (Wei et al., 2022b; Li et al., 2024b)
and our proposed Error Feedback Learning (EFL) method. Inspired by prior studies that emphasize
the value of error feedback in reasoning tasks (Yan et al., 2024b; Wang et al., 2024b; Lu et al., 2023),
we construct an error database using the development data. This database contains negative exam-
ples paired with AI-driven feedback and provides a foundation for the EFL method. EFL leverages
our error database to retrieve similar negative examples and associated feedback. This approach im-
proves reasoning performance without the need for additional model training and supports effective
retrieval-based reasoning.

Finally, we perform a detailed error analysis to identify key challenges in multimodal financial rea-
soning and provide guidance for future improvements. Our findings reveal that: (1) Multimodal
inputs significantly enhance reasoning capabilities, though image recognition remains a critical bot-
tleneck. Notably, Gemini-1.5-Pro (with text and image) achieves 82.06% accuracy, while Gemini-
1.5-Pro (with text and image caption) has only 61.37% accuracy. This verifies that MLLM has higher
advantages by direct image input; (2) EFL strategy comprehensively surpasses CoT, and the great-
est improvement is 12.44% of Qwen VL, indicating large models benefiting from error feedback;
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Table 1: Existing Reasoning Benchmarks versus FinMR

Benchmark Domain Modality Level Source Number Include Math? Financial Expertise? Solution Format
MathVista Lu et al. (2024) Open Text & Image Elem. to College Internet+Expert 6141 Yes Few Text
MMMU Yue et al. (2024) Open Text & Image College Internet, Text-books, Lecture 11500 Yes Few Text
MATH-V Wang et al. (2024a) Math Text & Image Elem., High School Internet 2252 Yes Few Text
FinQA Chen et al. (2022c) Finance Text Only College Expert 8281 Yes Yes Math Program
TAT-QA Zhu et al. (2021) Finance Text Only College Expert 16552 Yes Yes Text
MultiHierrt Zhao et al. (2022) Finance Text Only College Expert 10440 Yes Yes Text
DocMath-Eval Zhao et al. (2024b) Finance Text Only College Internet+Expert 5974 Yes Yes Python Program
FinanceMath Zhao et al. (2024a) Financial Math Text Only College Internet+Expert 1200 Yes Yes Python Program
FAMMA Xue et al. (2024) Finance Text & Image College Textbook 1758 few Yes Text
* FinMR (Ours) Finance Text & Image College, Profession Internet+Expert 3700 Yes Yes Text

(3) Financial math reasoning remains particularly challenging, with models scoring approximately
10% lower on math-related tasks compared to financial expertise tasks. Figure 1(d) highlights three
primary error types in the reasoning process: image recognition failure, question misunderstanding,
and incorrect formula application. Among them, image recognition is the most significant bottle-
neck, underscoring the need for advanced techniques in visual content understanding within the
financial domain.

The key contributions of this study are summarized as follows:

• FinMR, the first comprehensive multimodal reasoning benchmark across 15 financial topics. The
benchmark includes 3,200 question-answer pairs with explanations annotated manually, and each
pair has text and diverse types of images, aiming at evaluating MLLM abilities in knowledge-
intensive reasoning and analyzing their error in intermediate reasoning steps.

• EFL, a novel strategy to improve large models’ reasoning abilities on FinMR. We construct a
database of negative examples with AI-driven error feedback, which contributes to self-learning
from previous mistakes and next iterate learning, evidencing the effectiveness of error feedback.

• Comprehensive experiments over mainstream LLMs and MLLMs which demonstrate that
MLLMs consistently outperform standard LLMs. Our findings highlight the specific perfor-
mance gap between these models, with Gemini-1.5-Pro emerging as the best-performing MLLM
on FinMR. Notably, mathematical reasoning performance sees a significant improvement when
direct image input is utilized.

2 RELATED WORKS

2.1 REASONING BENCHMARKS

Early multimodal reasoning benchmarks, such as GeoQA (Chen et al., 2022b) and GeoQA+ (Chen
et al., 2022a), are narrow in scope, predominantly addressing plane geometry problems. More re-
cent multimodal math reasoning datasets, such as MMMU (Yue et al., 2024), Math Vista (Lu et al.,
2024), and Math-Vision (Wang et al., 2024a), broaden the subjects coverage and difficulty levels.
However, these benchmarks focus on general mathematical reasoning and lack domain-specific con-
tent. Although FAMMA (Xue et al., 2024) incorporates financial mathematical reasoning examples,
it remains limited in scale, with only 1,758 examples across eight topics. Furthermore, FAMMA’s
scope does not fully capture the complexity of multimodal financial reasoning tasks.

Several benchmarks evaluate textual reasoning in finance, focusing on financial statements and re-
ports. For instance, TAT-QA (Zhu et al., 2021) combines tables and text for numerical reasoning,
while FinQA (Chen et al., 2022c) offers 8,281 expert-annotated QA pairs requiring math operations
like addition and comparison. These tasks demand significant financial knowledge, making them
more complex than typical QA. MultiHiertt (Zhao et al., 2022) and DocMath-Eval (Zhao et al.,
2024b) focus on tabular data for financial reasoning, with MultiHiertt incorporating hierarchical ta-
bles and unstructured text for complex tasks. FinanceMath (Zhao et al., 2024a) further combines
text and tables with expert annotations. However, real-world financial data often includes diverse vi-
suals like price charts, financial statement screenshots, and diagrams, which provide critical insights
for reasoning. To address this, we introduce FinMR, a comprehensive multi-modal benchmark cov-
ering 15 financial topics and integrating seven visual data types, offering a robust foundation for
evaluating multimodal reasoning in finance.

2.2 METHODS FOR STIMULATING INHERENT REASONING CAPABILITY

Chain of Thought (CoT). Reasoning capabilities in large models have traditionally been enhanced
through pre-training and fine-tuning methods (Yan et al., 2024a; Liang et al., 2023; Shao et al.,
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2024; Liu et al., 2024). While effective, these approaches often involve significant computational
and time costs. In contrast, prompt-based methods such as CoT prompting provide a more time-
efficient and computationally cost-effective alternative (Wei et al., 2022b; Kojima et al., 2022). CoT
enables models to articulate intermediate reasoning steps explicitly, which enhances their ability
to process complex queries and arrive at accurate conclusions. This method has been integrated
into QA systems, including financial reasoning tasks, to generate detailed reasoning steps before
producing an answer (Chen et al., 2021; Zhu et al., 2021; Zhao et al., 2022; 2024a;b). Recent
advancements have extended CoT from textual reasoning to multimodal domains, enabling models
to process and reason across diverse modalities. Notable contributions in this area include the works
of Wang et al. (2024a), Yue et al. (2024), Lu et al. (2024) and Zhang et al. (2024), which leverage
CoT to enhance multimodal understanding and decision-making. These approaches enable models
to process visual, textual, and other data types, allowing for more complex reasoning processes. We
will also adopt CoT prompting to evaluate MLLMs’ financial reasoning capabilities on FinMR.

Error Feedback. Well-pre-trained LLMs and MLLMs possess an inherent learning capacity, which
reduces their hallucination issues by leveraging external materials (Yu et al., 2024; Tan et al., 2024;
Zhao et al., 2023a; Liu et al., 2024) and simulating the given examples (Tsimpoukelli et al., 2021;
Chen et al., 2023; Wei et al., 2022a). This capacity has been further enhanced through the application
of in-context learning, which has been extended to multimodal tasks, including complex reasoning
(Liu et al., 2024; Zhao et al., 2023b; Zhang et al., 2024). One promising approach within this
paradigm is learning from error feedback, which involves using prior mistakes to improve reasoning
performance. Several studies highlight the value of error feedback in enhancing model performance
on multimodal mathematical reasoning tasks (Yan et al., 2024b; Wang et al., 2024b; Lu et al., 2023;
Sun et al., 2024). Building on this foundation, our work proposes a novel EFL strategy to retrieve
similar error feedback from an error database. This approach allows models to iteratively refine their
reasoning capabilities by analyzing errors and leveraging corrective feedback.

3 THE FINMR BENCHMARK

3.1 OVERVIEW OF FINMR

We introduce the Financial Multimodal Reasoning (FinMR) benchmark, a curated resource de-
signed to evaluate the financial reasoning capabilities of large models across diverse topics and
multimodal contexts. FinMR encompasses 15 topics in finance, ranging from Investment to Liquid-
ity and Treasury Risk, as detailed in Table 2. The benchmark includes 3,200 high-quality QA pairs
with explanations, split into 2,151 expertise-based QA pairs and 1,049 math QA pairs, as shown in
Table 3. All questions in our benchmark are manually collected from financial exam papers at top
universities and are available on the website1, ensuring the dataset represents expert-level financial
reasoning tasks. More details are presented in the Appendix A.1

FinMR evaluates three critical skills in MLLMs: (1) visual information understanding, (2) in-
tensive domain-specific knowledge involvement in finance, and (3) reasoning. Unlike traditional
benchmarks, FinMR presents significant challenges by requiring models to process and integrate
diverse, heterogeneous image types, including financial tables, stock price trends, and statistical
charts, alongside textual information. This benchmark extends beyond basic visual recognition to
demand a sophisticated multimodal approach that combines advanced analytical capabilities with
mathematical and financial expertise.

3.2 DATA COLLECTION AND COMPLIANCE.

The data collection process for FinMR was conducted in two stages. In the first stage, we compiled
a collection of financial exam papers from both college-level courses and professional certification
programs. In particular, we focused on exam papers from business schools that officially collab-
orate with Chartered Financial Analyst (CFA) and Financial Risk Management (FRM), which are
internationally recognized institutions that provide exams for financial certificates. The curricula of
these institutions are often integrated into university course designs. Consequently, final exam pa-
pers from these programs represent a valuable resource for developing expert-level reasoning tasks.
We extracted all QA pairs from past final exam papers from these business schools. For exam ques-
tions available in PDF format, we utilized the Mathpix API (Wang et al., 2024a) to extract textual

1https://www.studocu.com/en-nz
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Table 2: Financial Topic Distribution of FinMR.

Topic & Abbreviation Number Ratio
Investment (Inv) 371 11.6%
Quantitative Methods (QM) 342 10.7%
Valuation and Risk Models (VRM) 318 9.9%
Financial Markets and Products (FMP) 297 9.3%
Financial Reporting and Analysis (FRA) 264 8.3%
Portfolio Management (PM) 258 8.1%
Fixed Income (FI) 251 7.8%
Credit Risk (CR) 170 5.3%
Foundation of Risk Management (FRM) 169 5.3%
Economics (Eco) 156 4.9%
Operational Risk (OR) 131 4.1%
Derivatives (Der) 126 3.9%
Market Risk (MR) 121 3.8%
Corporate Finance (CF) 119 3.7%
Liquidity and Treasury Risk (LTT) 107 3.3%

Table 3: FinMR Benchmark Statistics.

Statistics Number Ratio
Total Questions 3200 100%
* Test 640 20%
* Develop 2560 80%
Total Images 3764 100%
* QA with Single Image/# of Images 2643/2643 70%
* QA with Multiple Images/# of Images 557/1118 30%
Reasoning Type
* Expertise Reasoning QA 2151 -
* Math Reasoning QA 1049 -
Average Length
* Context 327.74 -
* Question 33.97 -
* Explanation 63.24 -

content, mathematical formulas, and images. To maintain consistency in dataset formatting, we ex-
tracted only images present in the questions while excluding those from options and explanations. In
the second stage, we enlisted two PhD students specializing in Finance, both of whom have passed
the CFA and FRM exams. These experts manually verified the correctness of the explanations and
filtered out QA pairs that lacked correct answers or high-quality explanations. This rigorous verifica-
tion process ensured that the dataset comprised QS pairs with detailed expert-validated explanations.

3.3 DATA QUALITY ASSURANCE.

We employed a three-stage data curation process with six annotators (four master’s and two PhD stu-
dents from Computer Science and Finance). In the first stage, we categorized questions as expertise-
based or math reasoning using GPT-4o and assigned reference topics. Four annotators manually
verified the alignment between questions, images, options, answers, and explanations, correcting
extraction errors. Image clarity was enhanced using Image Generator Pro, and non-English or in-
complete explanations were removed, resulting in 4,470 QA pairs (30% math-focused financial QA,
70% financial expertise QA). In the second stage, two PhD students reviewed the validity, com-
pleteness, and clarity of explanations. They expanded reasoning steps and addressed grammatical
and stylistic issues to ensure high-quality financial reasoning. After this refinement, the dataset was
reduced to 3,200 high-quality QA pairs. In the final stage, each question was labeled with relevant
metadata, including question ID, source topics, and question type. The dataset was then split by
topic: 80% (2,560 samples) for development and 20% (640 samples) for testing.

4 EVALUATION FRAMEWORK

This section outlines our evaluation framework for assessing the financial reasoning capabilities of
large models using FinMR. Specifically, we discuss the error feedback database construction, the
evaluation process for large models, and the prompting methods used in our experiments.

4.1 ERROR DATABASE CONSTRUCTION

A key component of our framework is the construction of an error feedback database, which is
integral to the Error Feedback Learning (EFL) method. This database enables systematic analysis of
model errors and facilitates iterative refinement of reasoning capabilities. The construction process,
shown in Figure 2, involves three stages: data input, feedback generation, and storage.

In the data input stage, we input context, questions, images, and options from the FinMR develop-
ment dataset into the evaluated models. To accommodate LLMs that cannot directly process images,
we use GPT-4o to convert images into textual descriptions, whereas MLLMs directly process the vi-
sual data alongside textual content. This approach follows established methodologies, such as those
proposed in Wang et al. (2024a). In the feedback generation stage, models generate step-by-step
reasoning and derive final answers. We then compare these answers against ground truth. For incor-
rect responses, we employ a feedback prompt (depicted in Figure 3 ) to guide the model in refining
its reasoning steps. This process is further supported by manually annotated explanations. The
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Figure 2: Panel (a) provides a typical example of FinMR. Panel (b) exhibits three stages of error
database construction. In the second stage, Large models leverage the annotated explanations to
generate correct reasoning steps and hits.

generated feedback includes error analysis which elaborates on the specific reasoning flaws, and
actionable guidance for addressing similar problems in the future. Finally, in storage stage, we save
all relevant data, including the input examples, refined error feedback, and metadata (e.g., question
ID, model information)in an external database.

[System Input]:
You are a financial expert. You will be given
questions and options, possibly with context
information and images. Also, you will be given
wrong reasoning steps and correct reasoning
hints. You are supposed to give feedback in
Markdown format. The feedback includes:
1. Refine correct reasoning steps with a given
explanation.
2. Compare the correct reasoning steps and the
model’s wrong reasoning steps and highlight the
difference.
3. Summarize the hint for future similar questions.

[User Input]:
Context: {context}; Images in Context:
{images}; Question: {question}; Images in
Question: {images}; Options: {options}; Wrong
Answer: {model answer}; Wrong Reasoning
Steps: {model reasoning steps}; Correct Answer:
{answer}; Explanation: {explanation}.

Figure 3: Feedback Prompt Template

[System Input]:
You are a financial expert and are supposed
to answer the given questions with options,
context information, and images. Also,
You will be given previous learning doc-
uments, including questions and options,
possibly with context information and im-
ages. Please answer the current question.
The output reasoning steps are in Mark-
down format. Finally, you must put the cor-
rect option (A, B, C, or D) in [ ].
e.g. Therefore, the correct option is [B].

[User Input]:
Retrieved Example: {example}; Context:
{context}; Images in Context: {images};
Question: {question}; Images in Question:
{images}; Options: {options}

Let’s think step by step to answer the given
question.

Figure 4: EFL Prompt Template

4.2 EVALUATION PROCESS

The evaluation process consists of four stages: test data input, reasoning, output, and evaluation,
as displayed in Figure 5. The test data input stage follows the same methodology as the data input
stage described in the construction of the error feedback database, including how we accommodate
both LLMs and MLLMs (see Section 4.1), with the key distinction that the evaluation is performed
using the test dataset.

The reasoning stage employs two distinct methods: CoT and EFL. CoT prompting involves guiding
models to generate step-by-step reasoning through simple instructions, such as “Let’s think step by
step” followed by the user input. In EFL, the model retrieves the most similar negative example
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Figure 5: Four stages of the evaluation process. For LLMs with no visual ability, we leverage GPT-
4o to generate image captions to support reasoning tasks. The process adopts two methods, CoT
and EFL. The latter retrieves the most similar (i.e., top-1 semantic similarity) negative examples and
error feedback for learning.

and its error feedback from the previously constructed error database. The EFL prompt, presented
in Figure 4, incorporates this feedback into the reasoning process. The goal is to allow the model
to learn from prior mistakes and refine their reasoning steps. This iterative retrieval mechanism is
a novel contribution. For both reasoning methods, we clarify the format of the reasoning outputs
using markdown, following practices outlined in (Zhao et al., 2024b; Wang et al., 2024a).

In the output stage, we adopt the answer extraction pipeline inspired by (Chen et al., 2024; Zhao
et al., 2024a). If the final answer is encapsulated in double square brackets (e.g., [A]), it is directly
identified as the model’s response. If no such format is detected, the output is categorized as “An-
swer not Found”, which is regarded as an incorrect response. In the evaluation stage, the extracted
answers are compared against the ground truth. The accuracy ratio is computed as the proportion of
correct responses to the total number of questions. This is the primary metric for our evaluation.

5 RESULTS

5.1 LLM, MLLM, AND EXPERIMENT SETUP

We evaluate the following LLMs on FinMR:

• Closed-source: GPT-o1 (OpenAI, 2024b), Gemini 1.5 Pro (GeminiTeam et al., 2024), Claude-
3.5-Sonnet (Anthropic, 2024), Deepseek (DeepSeek-AI et al., 2025);

• Open-source: Llama 3.2 (Dubey et al., 2024), Qwen (Qwen, 2024).

We also evaluate the following closed-source and open-source MLLMs on FinMR:

• Closed-source: GPT-4o (OpenAI, 2024a), Gemini-1.5-Pro (GeminiTeam et al., 2024), Claude-
3.5-Sonnet (Anthropic, 2024);

• Open-source: Llama-3.2-Vision (AI@Meta, 2024), Qwen-VL-Plus (Bai et al., 2023), LLaVa-
NEXT (Li et al., 2024a).

All experiments on open-source models were conducted using A100 GPUs, while experiments on
closed-source models were performed using 4090 GPUs. Additionally, we used LangSmith to trace
all the experiments and set the temperature of large models to 0.7.

5.2 EVALUATION RESULTS

We now present and analyze our experiment results in detail. Detailed results for mathematical
reasoning and expertise reasoning are presented in Table 4 and Figure 1(b), while performance
across different financial topics are shown in Table 4 and Figure 1 (c). We summarize and analyze
key findings as follows:
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Table 4: Reasoning Performance Comparison of LLMs and MLLMs on FinMR. We highlight the
best model’s performance in green (LLMs) and blue (MLLMs).

Model Method Overall Math Expertise Inv QM VRM FMP FRA PM FI FRM CR Eco OR Der MR CF LTR

Textual Modality: Text + Image Caption
Closed-source Claude-3.5-Sonnet CoT 53.91 42.91 61.83 52.50 30.00 65.38 52.17 22.22 48.10 60.24 37.50 52.83 18.18 30.77 22.22 65.00 47.62 56.52

Claude-3.5-Sonnet EFL 64.84 55.97 71.24 65.00 50.00 78.85 65.22 22.22 60.76 71.08 62.50 60.38 45.45 46.15 33.33 75.00 61.90 56.52
GPT-o1 CoT 46.56 33.96 55.65 55.00 35.71 59.62 56.52 33.33 37.97 53.01 18.75 45.28 18.18 38.46 66.67 65.67 40.48 30.43
GPT-o1 EFL 60.31 49.25 68.28 67.50 50.00 69.23 65.22 55.56 49.37 68.67 31.25 61.32 36.36 46.15 77.78 65.83 54.76 47.83
Gemini-1.5-Pro CoT 47.81 34.70 57.26 47.50 28.57 57.69 60.87 33.33 36.71 53.01 6.25 49.06 54.55 38.46 55.56 61.67 35.71 21.74
Gemini-1.5-Pro EFL 61.37 51.49 68.45 60.00 50.00 65.38 69.57 77.78 46.84 70.59 18.75 65.09 72.73 61.54 55.56 74.17 42.86 39.13
DeepSeek-R1 CoT 61.25 66.42 57.53 65.00 64.29 61.54 78.26 55.56 53.16 59.04 56.25 61.32 54.55 46.15 66.67 72.50 83.33 73.91
DeepSeek-R1 EFL 71.88 79.10 66.67 80.00 78.57 76.92 91.30 66.67 65.82 63.86 68.75 70.75 72.73 46.15 66.67 72.50 83.33 73.91

Open-source LLaMa 3.2 CoT 27.34 23.51 30.11 27.50 21.43 23.08 39.13 0.00 25.32 36.14 18.75 23.58 9.09 7.69 11.11 32.50 35.71 21.74
LLaMa 3.2 EFL 36.09 32.09 38.98 40.00 21.43 28.85 52.17 33.33 35.44 46.99 18.75 26.42 9.09 7.69 44.44 43.33 42.86 34.78
Qwen CoT 55.62 52.99 57.53 55.00 35.71 51.92 52.17 33.33 50.63 60.24 31.25 62.26 45.45 30.77 55.56 57.50 71.43 56.52
Qwen EFL 67.97 68.28 67.74 75.00 35.71 67.31 69.57 55.56 63.29 66.27 56.25 76.42 72.73 46.15 55.56 65.00 80.95 78.26

Multimodality: Text + Image
Closed-source GPT-4o CoT 72.19 71.43 73.17 65.00 71.43 71.15 73.91 66.67 73.42 74.70 81.25 71.70 63.64 38.46 77.78 73.33 76.19 78.26

GPT-4o EFL 81.72 83.08 81.03 82.50 85.71 82.69 78.26 77.78 82.28 80.72 93.75 81.13 72.73 76.92 77.78 80.00 83.33 91.30
Gemini-1.5-Pro CoT 70.83 70.26 71.24 82.50 50.00 69.23 69.57 55.56 64.56 64.29 81.25 74.53 63.64 53.85 88.89 72.50 83.33 69.57
Gemini-1.5-Pro EFL 82.06 83.27 81.18 85.00 71.43 82.69 86.96 66.67 72.15 77.38 93.75 88.68 72.73 84.62 100.00 80.00 90.48 86.96
Claude-3.5-Sonnet CoT 75.94 73.13 77.96 75.00 57.14 80.77 69.57 77.78 68.35 79.52 75.00 76.42 63.64 53.85 66.67 76.67 88.10 73.91
Claude-3.5-Sonnet EFL 80.78 80.22 81.18 85.00 64.29 86.54 78.26 77.78 75.95 84.34 81.25 82.08 63.64 61.54 77.78 80.00 90.48 78.26

Open-source Qwen-VL CoT 52.66 43.66 59.14 55.00 35.71 57.69 56.52 22.22 44.30 62.65 25.00 51.89 36.36 23.08 33.33 62.50 47.62 60.87
Qwen-VL EFL 65.00 57.09 70.70 70.00 57.14 73.08 56.52 44.44 60.76 75.90 43.75 65.09 63.64 38.46 33.33 70.00 57.14 65.22
LLaVa-NEXT CoT 16.72 14.18 18.15 20.00 7.14 19.23 26.09 15.00 18.99 21.69 12.50 16.04 9.09 7.69 11.11 20.00 4.76 4.35
LLaVa-NEXT EFL 28.28 26.87 29.30 25.00 17.14 34.62 26.09 22.22 29.11 38.55 12.50 31.13 27.27 30.77 11.11 27.50 14.29 30.43
LLaMa-3.2-Vision CoT 19.38 13.81 23.39 5.00 20.30 21.15 43.48 43.00 2.53 18.07 12.50 15.09 27.27 15.38 22.22 34.17 28.57 26.09
LLaMa-3.2-Vision EFL 27.19 22.01 30.91 15.00 29.20 30.77 47.83 77.00 10.13 24.10 31.25 23.58 36.36 38.46 33.33 43.33 38.10 30.43

Disparity between Open-source Models and Closed-source Models: The results on FinMR re-
veal insights into the comparative performance of state-of-the-art LLMs and MLLMs, as highlighted
in Table 4 (marked in blue and green). Closed-source models consistently outperform open-source
counterparts. In particular, the textual LLM DeepSeek-R1 and multimodal Gemini-1.5-Pro gained
71.88% and 82.06% overall accuracy, respectively. In contrast, open-source models such as LLaMa
3.2 and LLaVa-NEXT demonstrate significantly lower overall performances, with accuracies falling
below 30%. These results highlight a critical disparity between open-source and closed-source mod-
els. Open-source multimodal models like LLaVa NEXT and LLaMa 3.2 Vision performed below
expectations, indicating the challenges faced by open-source approaches in achieving competitive
performance on complex multimodal tasks.

Effectiveness of Error Feedback Learning: The comparison between CoT prompting and EFL
highlights the effectiveness of leveraging error feedback to enhance model performance. Across all
evaluated models, accuracy improved significantly when EFL was applied. For example, GPT o1, a
reasoning-focused model, initially scored 46.56% but saw a significant 13.75% improvement (reach-
ing 60.31%) after incorporating negative examples with constructive feedback. Similarly, multi-
modal models Gemini-1.5-Pro and Qwen VL achieved nearly 12% improvements after adopting
EFL. This underscores the potential of high-quality error databases in refining reasoning capabili-
ties. Moreover, the consistent performance gains across diverse models demonstrate that EFL is a
robust and generalizable approach for improving reasoning in the financial domain.

Impact of Image Captions and Direct Image Inputs: As discussed above, for LLMs that lack
inherent visual processing capabilities, images were captioned using GPT-4o to supplement their vi-
sual understanding. Textual-modality models trained on diverse datasets delivered moderate perfor-
mance, with most achieving over 40% accuracy, except for LLaMa 3.2, which struggled to perform
on par with its peers. Among textual models, DeepSeek-R1 (EFL) stood out, achieving 71.88% ac-
curacy and outperforming other closed-source LLMs such as GPT-o1. In contrast, MLLMs utilizing
direct image input demonstrated significantly higher accuracy. Gemini-1.5-Pro (EFL) excelled as
the top-performing multimodal model, achieving 82.06% accuracy, and slightly surpassing Claude-
3.5-Sonnet. This highlights the enhanced reasoning capabilities enabled by direct image inputs.
By enabling richer context through integrated textual and visual information, multimodal models
demonstrate their superiority in addressing intricate, knowledge-intensive tasks.

Challenge of Financial Math Reasoning: Table 4 reveals a significant gap between mathemati-
cal and expertise reasoning tasks. Models like GPT-o1, Claude-3.5-Sonnet, and LLaMA-3.2 (EFL)
show lower accuracy in mathematical reasoning (e.g., 32.09% for LLaMA-3.2) compared to exper-
tise reasoning (38.98%), due to the former’s need for logical rigor and multi-step calculations. In
contrast, expertise reasoning relies more on contextual understanding. Closed-source multimodal
models like Gemini-1.5-Pro (EFL) achieve over 80% accuracy in mathematical reasoning, outper-
forming expertise reasoning (83.27% vs. 81.18%). Figure 1(b) confirms that multimodal inputs
enhance performance in both tasks, though challenges remain in integrating textual and visual infor-
mation. Visual results in Figure 1(c) show that multimodal inputs significantly improve performance
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in numerically complex topics like Valuation and Risk Models (VRM) and Fixed Income (FI), but
less so in less structured topics like Operational Risk and Economics. Although math reasoning
tasks are more challenging, visual input makes a contribution to reasoning accuracy. Future work
should focus on improving text-image interaction.

5.3 ERROR TYPE ANALYSIS
To gain deeper insights into the limitations of the tested models, we conducted an error analysis
to identify common challenges encountered during the reasoning process. Errors were categorized
into five primary types: image recognition failure, question misunderstanding, incorrect formula
application, answer not found, and others. Figure 1(d) summarizes the prevalence of each error
type, while Table 5 provides representative examples.

Among these categories, image recognition failures emerged as the most significant one, account-
ing for 72.84% of total errors. As shown in Table 5, many reasoning steps reveal that the provided
images lack sufficient direct information for problem-solving. Moreover, a substantial portion of
these images require domain-specific expertise to extract implicit information effectively, which
current models struggle to achieve. This highlights the need for more sophisticated visual under-
standing capabilities, particularly in tasks involving specialized financial visuals such as charts and
tables.

Another prominent issue is question misunderstanding, particularly for questions within special-
ized financial domains at the college level. Models frequently misinterpret the intent or nuances of
these questions, leading to incorrect reasoning steps. This limitation underscores the importance of
integrating deeper contextual understanding into models, especially for domain-specific tasks.

Even when questions and images are correctly interpreted, models often fail in applying the correct
formulas. This issue is especially prevalent in harder-level questions requiring the integration of
knowledge across multiple topics or the application of cross-domain financial formulas. These errors
suggest that current models lack the ability to handle the logical rigor and multi-step calculations
necessary for complex mathematical reasoning tasks.

The answer not found error type is another recurring issue, particularly for models like LLaMa-3.2-
Vision and LLaVa-NEXT, which often fail to produce a final answer during the reasoning process.
Our study revealed that for these models, unrestricted output tokens resulted in a repetition prob-
lem, where the reasoning output becomes repetitive. This issue, as shown in the first example of
Table 5, leads to inconsistencies, overly lengthy reasoning steps, and ultimately incomplete an-
swers. This phenomenon is particularly detrimental for tasks requiring long reasoning chains and
highlights the importance of managing token limits.

In summary, these errors arise from technical limitations, such as image recognition failures and
output repetition, and a lack of financial domain expertise. While our analysis provides a founda-
tional understanding of error types, space limitations prevent us from presenting a full systematic
error analysis. We believe that such an in-depth analysis would provide meaningful insights into the
reasoning capabilities and shortcomings of large models and should be a focus of future work.
6 CONCLUSION AND FUTURE WORK

This paper introduced FinMR, a new benchmark tailored to evaluate the financial reasoning capa-
bilities of multimodal models. Through evaluations of open-source and closed-source LLMs and
MLLMs, we identified key insights and highlighted critical challenges in this domain. Our findings
demonstrate three main conclusions: (1) MLLMs significantly outperform LLMs by effectively inte-
grating textual and visual information, underscoring the importance of robust multimodal reasoning
frameworks. However, image recognition remains a major bottleneck. (2) The Error Feedback
Learning (EFL) method consistently outperformed Chain of Thought (CoT) prompting, validating
the efficacy of leveraging negative examples with feedback to improve reasoning. (3) Financial math
reasoning tasks consistently pose greater difficulty, with models achieving approximately 10% lower
accuracy compared to expertise reasoning. Key challenges include incorrect formula application
and question misunderstandings. Future work should focus on improving models’ visual reasoning
abilities, exploring more efficient, training-free methods to enhance reasoning, and systematically
addressing the challenges identified in this study to enable more robust financial reasoning systems.
A more detailed and systematic analysis of errors arising during the reasoning process of large mod-
els would provide deeper insights into the specific limitations and failure modes of both LLMs and
MLLMs, particularly in complex tasks like financial reasoning.
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A APPENDIX

A.1 COMPARISONS WITH EXISTING BENCHMARKS

We outline the differences between FinMR and 9 reasoning benchmarks: MathVista (Lu et al.,
2024), MMMU (Yue et al., 2024), MATH-V (Wang et al., 2024a), FinQA (Chen et al., 2022c),
TAT-QA (Zhu et al., 2021), MultiHiertt (Zhao et al., 2022), DocMath-Eval (Zhao et al., 2024b),
FinanceMath (Zhao et al., 2024a), and FAMMA (Xue et al., 2024). Table 1 provides a detailed
comparison.

Comparison with Multimodal Benchmarks. Math Vista (Lu et al., 2024) is a consolidated math-
ematical reasoning benchmark in visual contexts, containing 6,141 examples categorized into seven
reasoning types: algebraic reasoning, arithmetic reasoning, geometry reasoning, logical reason-
ing, numeric common sense, scientific reasoning, and statistical reasoning. While valuable, these
tasks are primarily designed for elementary and high school levels. MMMU (Yue et al., 2024), with
11500 examples, extends reasoning benchmarks to college-level tasks. It is designed to evaluate
the multi-disciplinary multimodal understanding and reasoning capabilities of MLLMs, covering 30
subjects across six disciplines. MATH-V (Wang et al., 2024a) involves 2,252 challenging questions
derived from diverse competition datasets, including Math Kangaroo, UK [Grey, Pink, Junior, Se-
nior], ACM, and AIME. These questions emphasize expert-level visual perception and deliberate
reasoning across 16 subjects.

Unlike Math Vista, MU, and MATH-V, FinMR is designed specifically to focus on financial rea-
soning. It combines domain-specific expertise with mathematical reasoning. Furthermore, FinMR
provides detailed, manually verified explanations for all QA pairs, averaging 61.43 words per ex-
planation. As shown in Table 3, our benchmark has an average question length of 33.97 words,
alongside extra context (average 327.74 words), which significantly exceeds the averages of Math
Vista (15.6 words), MU (59.33 words), and MATH-V (42.3 words). By offering such comprehen-
sive content,FinMR supports more advanced reasoning tasks and ensures that models are challenged
with realistic financial scenarios.

Comparison with Financial QA Benchmarks. As summarized in Table 1, existing financial QA
benchmarks primarily target LLMs and focus on specific subdomains within finance, with limited
multimodal content. The sole exception, FAMMA (Xue et al., 2024), includes 1,758 QA pairs across
eight topics related to the CFA exam. However, it omits key financial areas such as risk management,
constraining its ability to comprehensively evaluate MLLMs. In contrast, FinMR incorporates 15
topics derived from CFA and FRM exams, offering broader coverage of essential financial concepts
and enabling more thorough assessments of reasoning capabilities in MLLMs.

Benchmarks like FinQA (Chen et al., 2022c), TAT-QA (Zhu et al., 2021), and MultiHiertt (Zhao
et al., 2022) primarily focus on numerical reasoning over financial tables extracted from real-world
reports, such as earnings statements and financial accounting documents. While these datasets in-
clude large numbers of QA pairs: 8,281, 13,215, and 10,440 examples, respectively, they empha-
size simpler numerical calculations or specific subtopics like financial reporting without addressing
broader or more complex financial reasoning tasks. In contrast, FinMR includes mathematical rea-
soning questions that require advanced knowledge in mathematics and statistics, such as calculus,
and spans seven distinct image types, including complex financial tables, as illustrated in Figure 1(a).

Regarding the format of reasoning steps, some benchmarks such as DocMath-Eval (Zhao et al.,
2024b) and FinanceMath (Zhao et al., 2024a) utilize Python-based solutions for interpretability.
While these code-based explanations aim to provide precision, they often lack intuitive readability,
making error analysis more challenging. FinMR addresses this limitation by including detailed,
manually annotated textual explanations for all 3,200 QA pairs. These explanations offer a richer
and more interpretable resource for analyzing reasoning steps, facilitating a deeper understanding of
models’ strengths and limitations.
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A.2 ERROR TYPE ANALYSIS

Table 5: Model Reasoning Error Analysis

Error Type Model Model Reasoning Steps Human Check / Explana-
tion

Answer
Not Found:
Repetition
Problem

LLaMa-3.2-
Vision

Now, let’s calculate the
present value of the face
amount at maturity: PV =

$100
(1+0.03)7 ≈ $64.91 ... Now,
let’s calculate the present
value of the face amount at
maturity:

The reasoning step repeti-
tion results in no final an-
swer.

Wrong Finan-
cial Math For-
mula

LLaVa NEXT;
Qwen2 VL

..... The distance to default:

DD =
ln( V

D )+
(
r−σ2

2

)
T

σ
√
T

The distance to default :
DD = Asset value−Default Point

Asset volatility

Question Mis-
understanding

LLaVa NEXT This appears to be a task
related to logic puzzles,
specifically an example of
a ”river crossing” problem
where you need to ...

No ”river crossing” problem
in this case.

Image Recog-
nition Prob-
lem

LLaVa NEXT;
Qwen2 VL

... However, the problem
does not provide the values
of Q1 and Q3. Without these
specific values, ...

This image is inputted; the
model should recognize the
values instead of assuming
their absence.

Image Recog-
nition Prob-
lem

GPT-4o .... based on the graph alone,
the spot rate should be un-
derstood as 4.0%.

r(5) = 5
√

1.0437
0.8394 − 1 =

4.453% The model needs to
extract data from the image
for calculation instead of re-
lying solely on textual infor-
mation.
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