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Abstract
Citywalk, as an increasingly popular form of urban tourism, em-
phasizes immersive, diverse, and personalized exploration over
conventional sightseeing. These features evolving tourist expecta-
tions pose new challenges for intelligent itinerary planning, par-
ticularly in capturing the rich experiential attributes of visitor at-
tractions and aligning them with ambiguous and underspecified
natural language queries. We propose UGuideRAG (User-Generated
Content-Guided RAG), a modular framework that leverages user-
generated content to construct a comprehensive attraction database,
employs large language models for intent-enhanced retrieval and
recommendation, and incorporates spatial optimization to ensure
coherent itinerary planning. By bridging the gap between partially
expressed user goals and the multi-dimensional nature of urban
experiences, UGuideRAG enables more insightful and personalized
trip recommendations. Experiments on real-world datasets demon-
strate that our framework consistently surpasses existing methods
in producing contextually relevant, user-centered, and spatially
optimized urban tourism itineraries. Source codes are available at
https://github.com/tangjsysu/UGuideRAG

CCS Concepts
• Information systems→Web mining; Recommender systems;
• Computing methodologies→ Natural language processing.
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1 Introduction
Citywalk has become an increasingly popular form of urban tourism,
defined as “a recreational activity including strolling across metro-
politan regions to acquire certain experiences while engaging in
behaviors that seek diversity” [1]. Unlike traditional sightseeing,
citywalk prioritizes immersive, self-guided exploration and spon-
taneous engagement with local culture. Tourists in this context
seek experiences that are emotionally resonant, perception-rich,
and contextually embedded, rather than merely visiting top-rated
attractions [2].

Figure 1: “Where can I enjoy a panoramic view of Paris?” This
figure illustrates how user-generated content can reveal hid-
den scenic viewpoints that are beyond guidebooks and 2D
maps.1

In response to the growing demand for more dynamic, person-
alized, and diverse tourism experiences, user-generated content
(UGC) has emerged as a vital source of travel information. Unlike
official sources, UGC offers authenticity, emotional depth, and local-
ized insights that help tourists discover hidden or underrepresented
1Photo sources: https://maps.app.goo.gl/fMibardwj3SBE1uM8, https://maps.app.goo.
gl/4i48B3rnDuAXVXQf6.

https://github.com/tangjsysu/UGuideRAG
https://doi.org/10.1145/3748636.3762712
https://doi.org/10.1145/3748636.3762712
https://maps.app.goo.gl/fMibardwj3SBE1uM8
https://maps.app.goo.gl/4i48B3rnDuAXVXQf6
https://maps.app.goo.gl/4i48B3rnDuAXVXQf6
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places [3–5]. As illustrated in Figure 1, UGC can reveal detailed and
hidden aspects of visitor attractions (VAs) that are often missing
from official descriptions or curated travel guides. For instance,
while Le Centre Pompidou is widely known for its modern art ex-
hibitions, UGC highlights an alternative facet — its rooftop being
appreciated as a scenic viewpoint. At the same time, user reviews
surface lesser-known places such as Square Nadar, which offers
panoramic views but rarely appears in conventional itineraries.
These examples demonstrate how UGC helps uncover both the
subtle characteristics of well-known attractions and lesser-known
spots in the city.

While UGC reveals rich and experiential knowledge about VAs,
effectively incorporating this information into personalized travel
planning remains a significant challenge. In the context of city-
walk scenarios, travelers often seek curated one-day itineraries that
balance iconic landmarks with local discoveries. UGC holds great
potential to support such route recommendations by surfacing nu-
anced, experience-driven insights that are typically absent from
official descriptions. However, existing UGC-based recommenda-
tion methods often fall short in leveraging this rich information.
Earlier approaches primarily relied on shallow text-mining tech-
niques such as Latent Dirichlet Allocation (LDA) and other statisti-
cal approaches, which extract only salient keywords while ignoring
contextual and perceptual depth [6, 7]. As a result, these methods
struggle to represent attraction features comprehensively and fail
to align with the multifaceted and detailed preferences of travelers.

Recent advances in large language models (LLMs) have shown
new potential to improve intent understanding and semantic match-
ing in tourism recommendations. Systems such as ITINERA [8]
leverage LLMs to parse natural language queries into structured
sub-requirements and retrieve relevant attractions through seman-
tic matching. While these systems represent a major step forward,
they still face challenges in handling user inputs that are often
ambiguous, incomplete, and highly faceted [9–11]. As a result, the
alignment between partially expressed user intent and the complex,
multi-dimensional features of VAs remains limited.

To address these challenges, we propose UGuideRAG (User-
Generated Content-Guided Retrieval-Augmented Generation), a
modular recommendation framework designed for personalized
and fine-grained urban tourism. UGuideRAG consists of four com-
ponents: (1) UGC-based Attraction Database Construction (UADC),
which aggregates and structures UGC to enrich VAs with descrip-
tive, experiential, and contextual information that goes beyond
official categorizations; (2) Intent-Enhanced Retriever (IER), which
decomposes user queries into structured intents across experiential
dimensions using LLMs and retrieves semantically relevant content;
(3) LLM-based Reranker (LRR), which scores retrieved candidates
based on their semantic relevance to the user query; and (4) Cluster-
aware Spatial Optimization (CSO), which constructs personalized
and spatially coherent itineraries for urban travel.

Our overall contributions are as follows:
(1) Grounded in tourism research, we define a set of perception-

aligned attraction features comprising landscape and content,
activities, and atmosphere, and employ LLMs to extract these
structured features from unstructured user-generated con-
tent, providing the data foundation for personalized recom-
mendations.

(2) We propose an intent-enhanced RAG architecture, in which
the retrieval module is guided by LLM-based decomposi-
tion of user queries into structured intents across multiple
experiential dimensions. Retrieved candidates are then re-
ranked using an LLM based on their alignment with the user
query, enhancing semantic precision while supporting more
personalized and diverse itinerary generation.

(3) We conduct extensive experiments across multiple cities,
demonstrating that UGuideRAG generates personalized and
spatially coherent itineraries that outperform existing base-
lines in urban travel recommendations.

2 Related Work
2.1 User-Generated Content in Tourism
User-generated content (UGC), such as reviews, photos, and blogs,
serves as useful information in tourism planning, significantly in-
fluencing travel decision-making processes [12, 13]. UGC provides
first-person descriptions, opinions, and multimedia information
related to destinations, services, and points of interest (POIs) [14].
Compared to official promotional materials or market-generated
content (MGC), UGC captures a richer spectrum of the tourist ex-
perience, offering experiential detail, emotional depth, as well as
local and hidden insights [15]. Analyzing UGC enables the under-
standing of tourists’ perceptions, preferences, satisfaction levels,
and emerging trends [16, 17].

Traditional UGC analysis methods include sentiment analysis,
keyword extraction, and topic modeling techniques such as LDA
and statistical language models [18, 19]. These models help uncover
important terms and latent themes within tourism-related UGC
[20, 21]. For example, Liang et al. employed LDA to extract the-
matic tags from UGC and construct a feature tag library, which
was then used to match attractions with user preferences based
on fuzzy label similarity [6]. Missaoui et al. developed a mobile
tourism recommender system that builds multi-layer user profiles
using statistical language models derived from UGC and matches
them with attraction profiles through content-based filtering and
contextual pre-filtering [7].

However, these methods still face limitations in capturing deep
perceptual understanding. They tend to generate coarse-grained
topics (e.g., “beach,” “service”) and struggle to distinguish subtle
perceptual qualities such as “tranquil, secluded beach” versus “busy,
crowded beach” [22–24]. Rooted in the bag-of-words assumption,
such models often overlook contextual subtleties and deeper seman-
tic meanings that are crucial for interpreting user perception [25].
Progress in tourism recommendation systems that aim for deep
experience matching depends largely on advances in extracting
and representing fine-grained, context-aware features of VAs from
UGC [26]. The emergence of LLMs has made it increasingly feasi-
ble to capture more comprehensive and nuanced representations
of attractions, enabling more accurate and personalized tourism
recommendations [27].

2.2 RAG in Recommendation Systems
In recent years, LLMs have shown advancement in understanding
and processing natural language. However, challenges such as hal-
lucinations [28] and inefficiencies in fine-tuning [29] continue to
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affect their reliability in real-world applications. One promising so-
lution is Retrieval-Augmented Generation (RAG), which combines
external information retrieval with generative modeling to enrich
input representations and improve the quality of generated content
[30].

RAG has been widely adopted for its strong ability to interpret
user needs expressed in natural language [31], and it has demon-
strated great potential in modeling user preferences and delivering
personalized recommendations [32–35]. For example, Di Palma pro-
posed a simple RAG-based recommendation model that leverages
structured knowledge from movie and book datasets to enhance
recommendation relevance [32]. Yu et al. introduced Spatial-RAG,
an extension of the RAG framework that integrates both semantic
and spatial retrieval to support spatial reasoning tasks, enabling
LLMs to generate geographically grounded and contextually rel-
evant responses based on user preferences and real-world spatial
constraints [35].

The RAG framework typically adopts a dual-module architec-
ture consisting of a retrieval module and a reader module, which
jointly improve the relevance and informativeness of generated out-
puts. However, the effectiveness of the retrieval component is often
hindered by ambiguous or underspecified user queries, leading to
suboptimal retrieval results and degraded overall performance. Re-
cent research has shown that rewriting and expanding user intent
representations within input prompts can significantly enhance
RAG’s performance by improving retrieval quality and alignment
with user needs [36, 37].

This issue is particularly pronounced in tourism recommenda-
tion scenarios, where user demands extend beyond simple key-
words to include nuanced expectations for experiences, emotional
responses, and environmental contexts [38]. While previous efforts,
such as Tang’s method of extracting positive and negative query
components and computing embedding similarities for POI rec-
ommendation, have shown initial success, they often fall short in
capturing the full breadth of user expectations [8]. This results
in imprecise POI retrieval and limited recommendation diversity.
These challenges highlight the importance of developing methods
that better capture and represent implicit user intent to support per-
sonalized recommendations in complex, experience-driven domains
such as tourism.

3 Problem Formulation
We define the personalized urban itinerary recommendation task
as follows.

LetV = {𝑣1, 𝑣2, . . . , 𝑣𝑁 } denote the set of all available VAs in a
given city. Each attraction 𝑣𝑖 ∈ V is associated with experiential
features primarily derived from UGC.

Given a natural language user query 𝑞, the goal is to generate a
personalized and spatially coherent one-day itinerary:

Vorder = [𝑣𝑜1 , 𝑣𝑜2 , . . . , 𝑣𝑜𝑀 ]

where: 𝑣𝑜𝑖 ∈ V ,𝑀 ≥ 𝑛min denotes the minimum number of attrac-
tions required for a feasible one-day itinerary, and the sequence is
optimized for both semantic alignment with 𝑞 and spatial efficiency.

This task presents three major challenges: 1) How to extract
structured, perception-aligned features from noisy, unstructured

UGC for each 𝑣𝑖 ∈ V . 2) Given a free-form user query 𝑞, how to re-
trieve and rank a candidate subsetVtop-𝑘 ⊂ V that is semantically
aligned with user preferences. 3) How to select and order a final
subsetVorder ⊂ V that forms an itinerary aligned with user intent
while remaining spatially coherent.

4 Methodology
4.1 UGC-based Attraction Database

Construction
4.1.1 Modeling the Core Experience of Visitor Attractions.

According to Pearce’s definition, an attraction is a "named site
with a specific human or natural feature which is the focus of
visitor andmanagement attention" [39].When visiting a destination,
various attributes or features, often referred to as pull factors shape
tourists’ travel experiences [40, 41]. These factors can be categorized
into three main types: Physical Environment, Service Quality, and
Core Experience [42].

Here, we focus on VAs, where the Core Experience plays a crucial
role in attracting tourists and shaping their travel experiences. It
includes elements such as content and presentation [42], entertain-
ment, fun, emotions, atmosphere [43], novelty [44], and authenticity
[45], all of which define the fundamental visitor experience. This
study synthesizes these aspects into three key dimensions of the VA
core experience: landscape and content, activities, and atmosphere.

4.1.2 LLM-based Feature Extraction and Attraction Representation.

According to Leask [46], VAs can be categorized into types such
as theme parks and amusement venues, museums and galleries,
natural sites, animal-related locations, visitor centers, religious
sites, and heritage sites. Following this taxonomy, a comprehensive
list of VAs was compiled using data retrieved from Google Maps2
and supplemented with additional entries from TripAdvisor3 and
OpenStreetMap4 to ensure coverage of sites that may not be listed
on a single platform.

User-generated reviews for each VA are collected from Google
Maps using Selenium5, sorted by relevance to prioritize informative
and detailed content. These reviews contain information such as
ratings, narratives, and emotional expressions, offering valuable
insights into tourist perceptions, satisfaction levels, and site-specific
features.

For each VA 𝑣𝑖 , we prompt LLMs to analyze its collected reviews
𝑅𝑖 , extracting structured textual features across the three experien-
tial dimensions defined in Section 3.1.1: landscape and content 𝑓 lan

𝑖
,

activities 𝑓 act
𝑖

, and atmosphere 𝑓 atm
𝑖

, along with a general summary
𝑑𝑖 describing the overall character of the site.

To illustrate this process, we present an example for the Pont
Neuf in Paris. Table 1 shows selected user reviews, which reflect vis-
itor attention to scenic views, nearby landmarks, and atmospheric
qualities. Based on these reviews, LLMs extract structured experien-
tial features summarized in Table 2, revealing landscape attributes
(e.g., river vistas and historical architecture), common activities (e.g.,

2https://www.google.com/maps
3https://www.tripadvisor.com/
4https://www.openstreetmap.org/
5https://www.selenium.dev/

https://www.google.com/maps
https://www.tripadvisor.com/
https://www.openstreetmap.org/
https://www.selenium.dev/
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Table 1: Selected Google Map Reviews for Pont Neuf with Ratings

Rating Review

5.0 “Pont Neuf is a beautiful destination to visit in the evening, offering stunning views of the city and the Seine
River. As the sun begins to set, the lights of the city come to life, casting a romantic and picturesque ambiance
on the bridge. At night, Pont Neuf is illuminated, providing a beautiful backdrop for a romantic stroll or a
relaxing evening walk.”

5.0 “Walking around Paris is one of the best activities one can do when there. This is an amazing sunset spot by
the Seine river. Very close to both Notre Dame and Louvre museum. Highly recommend walking around the
area and soaking in Paris. Also a great picnic spot near the river.”

4.0 “Built in 1607 and still look great and solid and probably the most picturesque of all the Parisian bridges. It is
made of two spans due to small island in between. This is also where you can go for a boat cruise near the
very top of the island. Nice to get views on both sides of the Seine.”

Table 2: LLM-Extracted Experiential Features for Pont Neuf

Dimension Extracted Feature Description

Landscape
& Content

Oldest stone bridge in Paris with iconic Seine River views, nearby parks, and historic features like
the Henri IV statue. Features scenic vistas of landmarks like Notre Dame and Eiffel Tower.

Activities Walking, river cruises, photography, sunset viewing, sightseeing landmarks, and boarding Vedettes
tour boats.

Atmosphere Historic yet vibrant, blending romantic charm with lively crowds. Offers peaceful spots for relax-
ation amid bustling artistic and cultural energy.

walking, sunset watching, river cruises), and perceptual atmosphere
(e.g., romantic).

All textual features are encoded using an embedding model𝜓 (·),
producing the following embeddings:

𝑒 lan𝑖 = 𝜓 (𝑓 lan𝑖 ), 𝑒act𝑖 = 𝜓 (𝑓 act𝑖 ),

𝑒atm𝑖 = 𝜓 (𝑓 atm𝑖 ), 𝑒des𝑖 = 𝜓 (𝑑𝑖 )
(1)

These dimension-specific representations are stored as part of
the attraction embedding database:

V =

{(
𝑒 lan𝑖 , 𝑒act𝑖 , 𝑒atm𝑖 , 𝑒des𝑖

)}𝑁
𝑖=1

(2)

This structured database captures the nuanced characteristics of
each VA across multiple experiential facets and serves as the foun-
dation for semantic retrieval, re-ranking, and itinerary construction
in downstream modules.

4.2 Intent-Enhanced Retriever
As previously discussed, to address the challenges posed by ambigu-
ous, incomplete, or semantically faceted user queries, we propose a
retrieval module that performs intent decomposition and structured
semantic alignment. Leveraging the reasoning capabilities of LLMs,
each user query 𝑞 is parsed into three intent components corre-
sponding to core dimensions of attraction experience: expected
landscape and content (𝑟 lan), activities (𝑟act), and atmosphere (𝑟atm).

Each intent component 𝑟𝑑 ∈ {𝑟 lan, 𝑟act, 𝑟atm} is then projected
into the embedding space using the same embedding model 𝜓 (·)
employed for VA feature representation, yielding separate query

embeddings for each experiential dimension 𝜑𝑑 = 𝜓 (𝑟𝑑 ). Corre-
spondingly, each VA 𝑣𝑖 ∈ V is represented by a tuple of embeddings
{𝑒 lan
𝑖

, 𝑒act
𝑖

, 𝑒atm
𝑖
}, which encode its semantic profile across the three

experiential dimensions.
We compute the cosine similarity for each dimension 𝑑 as:

cos(𝜑𝑑 , 𝑒𝑑𝑖 ) =
𝜑𝑑 · 𝑒𝑑

𝑖

∥𝜑𝑑 ∥ · ∥𝑒𝑑
𝑖
∥

(3)

Using this, the composite relevance score for each candidate VA
is defined as:

Score𝑖 = 𝑤lan · cos(𝜑 lan, 𝑒 lan𝑖 )
+ 𝑤act · cos(𝜑act, 𝑒act𝑖 )
+ 𝑤atm · cos(𝜑atm, 𝑒atm𝑖 ) (4)

Here, 𝑤lan,𝑤act,𝑤atm ∈ [0, 1] control the relative contribution
of each experiential dimension.

By performing this dimension-aware matching, the retriever
is able to more robustly align user intent with semantically rich
and structurally organized attraction profiles—thereby improving
recall for nuanced or under-specified queries. The final ranked list
is obtained by computing Score𝑖 for all 𝑖 ∈ {1, . . . , 𝑁 }, and selecting
the top-𝑘 candidates:

Vtop-𝑘 = Top-𝑘
(
{Score𝑖 }𝑁𝑖=1

)
(5)

The resulting setVtop-𝑘 ⊂ V serves as the input to the subse-
quent re-ranking stage, where contextual reasoning is applied via
LLMs to refine semantic alignment and preference fit.
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Figure 2: Illustration of the proposed UGuideRAG framework

4.3 LLM-based Re-ranking of Retrieved VAs
While embedding-based retrieval provides a coarse-grained seman-
tic alignment between structured user intent and candidate at-
tractions, it lacks the capacity to perform fine-grained contextual
reasoning. To address this, we introduce a second-stage re-ranking
module that leverages the inference capabilities of LLMs to evaluate
each retrieved candidate in the full context of the original query.

Given the Top-𝑘 retrieved VAs Vtop-𝑘 , we construct a natural
language prompt for each candidate 𝑣𝑖 ∈ Vtop-𝑘 that integrates:
(1) the user’s original query 𝑞; and (2) the structured attribute
descriptions of 𝑣𝑖 , including its landscape and content features 𝑓 lan𝑖

,
activities 𝑓 act

𝑖
, and atmosphere 𝑓 atm

𝑖
. These prompts are passed

to the LLM, which performs context-aware semantic matching
between the user query and each candidate’s experiential attributes.

Formally, the LLM outputs a contextual alignment score 𝑠LLM
𝑖
∈

[0, 10], representing the degree to which the candidate satisfies the
user’s latent preferences as expressed in natural language. This re-
scoring process enables reasoning over implicit user goals, complex
lexical variations, and nuanced feature combinations that are often
poorly represented in fixed vector spaces.

The re-ranked listVrerank is obtained by sorting the candidates
in descending order of 𝑠LLM

𝑖
. This re-ranking stage enhances the

semantic fidelity and personalization of the final recommendation
results, bridging the gap between discrete feature embeddings and
holistic user intent understanding.

4.4 Cluster-Aware Spatial Optimization
To ensure that the recommended VAs form a spatially coherent
and walkable itinerary, we introduce a two-step cluster-aware opti-
mization process. The first step selects geographically compact VA
groups via spatial clustering, while the second step optimizes the
visiting order of selected VAs using a genetic algorithm to minimize
travel distance.

Step 1: Spatial Clustering for VA Selection. Given the Top-𝑘 can-
didate attractions ranked by semantic relevance, we apply an in-
cremental clustering algorithm that evaluates each VA based on its
proximity to existing clusters. A new VA is assigned to a cluster
if it lies within a specified distance threshold 𝜏 of any member in
that cluster; otherwise, a new cluster is created. Clusters with fewer
than 𝑛𝑐𝑚𝑖𝑛 members are discarded. The process continues until the
number of VAs in valid clusters exceeds a minimum threshold 𝑛𝑚𝑖𝑛 .
This approach ensures that only sufficiently dense and spatially
compact clusters are retained, such that each valid cluster contains
at least 𝑛𝑐𝑚𝑖𝑛 VAs within a walking distance threshold 𝜏 , allowing
users to conveniently visit them on foot. Travel between clusters,
in contrast, can then be planned using alternative transportation
modes, thereby reducing the overall travel burden. The clustering
procedure is outlined in Algorithm 1.

Step 2: Genetic Algorithm for VA Ordering. To determine an opti-
mal visiting order among the selected candidate VAs, we employ a
genetic algorithm that minimizes the path length between locations.
The population is initialized with random permutations of the VA
list. In each generation, individuals are evaluated using a fitness
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Algorithm 1 Spatial Clustering for VA Selection

Require: Sorted list of VAs Vrerank = {𝑣1, 𝑣2, . . . , 𝑣𝑘 } by LLM
score, distance threshold 𝜏 , minimum total VAs 𝑛𝑚𝑖𝑛 , mini-
mum cluster size 𝑛𝑐𝑚𝑖𝑛

Ensure: Candidate VAs listVc
1: C ← [ ] {Initialize empty list of clusters}
2: Vrerank ← ∅
3: for 𝑖 = 1 to 𝑘 do
4: 𝑣 ← 𝑣𝑖
5: assigned← false
6: for all 𝐶 𝑗 ∈ C do
7: if ∃𝑣 ′ ∈ 𝐶 𝑗 such that dist(𝑣, 𝑣 ′) < 𝜏 then
8: 𝐶 𝑗 ← 𝐶 𝑗 ∪ {𝑣}; assigned← true
9: break
10: end if
11: end for
12: if not assigned then
13: C ← C ∪ {{𝑣}} {Create new cluster}
14: end if
15: Vc ←

⋃{𝐶 ∈ C : |𝐶 | ≥ 𝑛𝑐𝑚𝑖𝑛}
16: if |Vc | ≥ 𝑛𝑚𝑖𝑛 then
17: break
18: end if
19: end for
20: returnVc

function based on the total distance traveled. Selection, crossover,
and mutation operations are applied iteratively to evolve better
route candidates. The algorithm terminates after a fixed number of
generations, and the best individual is returned as the optimized
sequence. The complete procedure is shown in Algorithm 2.

This two-step spatial optimization not only ensures spatial co-
herence but also enhances user experience by promoting smooth
and walkable exploration.

5 Experiments
5.1 Experiments Setting
5.1.1 Experimental Cities.

To evaluate the proposed recommendation framework in real-
istic urban tourism settings, we conducted experiments on two
culturally rich European destinations: Paris and the Rome–Vatican
region. A total of 981 VAs were collected in Paris, while 867 VAs
were collected for the Rome–Vatican area. For each attraction, user
reviews from Google Maps were also collected to extract descrip-
tive and perceptual features, which were then used to construct a
semantically enriched attraction database.

5.1.2 User Queries Generation.
To simulate diverse user intentions grounded in psychological,

cultural, and social motivations, we adopt amultidimensional frame-
work for generating natural language queries. This framework sup-
ports two complementary generation strategies, each rooted in
established tourism typologies and contextualized through travel
companionship and urban cultural profiles.

Algorithm 2 Genetic Algorithm for VA Ordering
Require: Candidate VAsVc, distance matrix D
Ensure: Ordered list of candidate VAsVorder
1: P ← {𝑃1, 𝑃2, . . . , 𝑃𝑔} {Initialize population}
2: 𝑡 ← 0 {Initialize the generation count}
3: while 𝑡 < 𝑡max do
4: for 𝑖 = 1 to 𝑔 do
5: fitness(𝑃) {Calculate the fitness score for each 𝑃𝑖 in P}
6: end for
7: for 𝑗 = 1 to 𝑔

2 do
8: 𝑃𝑎, 𝑃𝑏 ← selection() {Select two parent routes 𝑃𝑎, 𝑃𝑏 based

on their fitness}
9: 𝐶𝑎,𝐶𝑏 ← crossover(𝑃𝑎, 𝑃𝑏 ) {Crossover between parents

to generate children}
10: 𝐶𝑎,𝐶𝑏 ← mutation(𝐶𝑎,𝐶𝑏 ) {Apply mutation to children

to introduce variability}
11: 𝑃new ← add(𝐶𝑎,𝐶𝑏 ) {Add 𝐶𝑎,𝐶𝑏 to a new population

𝑃new}
12: end for
13: 𝑡 ← 𝑡 + 1 {Increment generation count}
14: end while
15: Vorder ← 𝑃best {Return the best route 𝑃best based on the highest

fitness score}

First, we draw upon Elands and Lengkeek’s [47] refinement
of Cohen’s [48] tourist experience theory. Their work provides a
detailed typology of modes of experience in tourism, outlining a
spectrum of motivations—Amusement, Change, Interest, Rapture,
and Dedication—that represent distinct experiential orientations.
These motivational profiles were systematically paired with travel
companion contexts (e.g., alone, with a partner, with young or older
children, or with friends without children) and grounded in the cul-
tural and experiential characteristics of real-world cities to simulate
general leisure and meaning-seeking user queries in urban envi-
ronments.

Second, recognizing that cultural tourism constitutes a signif-
icant subset of urban tourism, we incorporate McKercher ’s [49]
typology of cultural tourists. This model distinguishes five types of
cultural tourists—Purposeful, Serendipitous, Sightseeing, Casual, and
incidental—based on the centrality of cultural motivations and the
depth of cultural engagement. These types were similarly paired
with travel companion profiles and enriched with city-specific cul-
tural assets to guide LLMs in simulating user queries reflecting
diverse forms of culturally oriented intent.

The user query generation process is illustrated in Figure 3,
which summarizes how motivational typologies, cultural intent cat-
egories, travel context, and cultural and experiential characteristics
of cities were combined to construct a semantically diverse and
realistic set of user queries. In our generated queries, 35.3% of the
Paris queries and 36.1% of the Rome-Vantican queries were derived
from the cultural tourist typology, with the remainder grounded in
the mode of experience framework.
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Figure 3: An overview of query generation based on tourists’ motivation types, travel companions, and urban characteristics.
Two generation pathways are illustrated: (a) experience-based typology and (b) cultural tourist typology. These factors are
composed into LLM prompts to simulate diverse queries.

5.2 Evaluation Metrics
We adopt a combination of semantic and spatial metrics to evaluate
the relevance, efficiency, and spatial coherence of each generated
itinerary. Let Vorder = {𝑣1, 𝑣2, . . . , 𝑣𝑁 } denote the ordered set of
selected attractions in a given itinerary, and let q denote the user
query. The Euclidean distance between two attractions 𝑣𝑖 and 𝑣 𝑗 is
denoted by 𝑑 (𝑣𝑖 , 𝑣 𝑗 ).

Hit Rate (HR). Hit Rate measures the proportion of attractions
in the itinerary that are semantically relevant to the user query q:

HR =
1

|Vorder |
∑︁

𝑣∈Vorder

I
[
Relevant(𝑣, q) = 1

]
, (6)

where I[·] is the indicator function. Relevance is assessed via LLM
judgement and verified through human annotation.

Average Margin (AM). Average Margin measures the difference
in total Euclidean distance between the generated itinerary and the
optimal Traveling Salesman Problem (TSP) solution over the same
set of attractions:

AM = 𝐷 (Vorder) − 𝐷∗ (Vorder), (7)

where 𝐷 (·) denotes the total distance of the visiting order, and
𝐷∗ (·) is the optimal TSP distance over the same set.

Travel Distance (TD). Travel Distance is the total Euclidean dis-
tance incurred when visiting attractions in the recommended order:

TD =

𝑁−1∑︁
𝑖=1

𝑑 (𝑣𝑖 , 𝑣𝑖+1) . (8)

Spatial Tightness (ST). Spatial Tightness measures how spatially
clustered the selected attractions are, regardless of their visiting
order:

ST =
1
𝑁

𝑁∑︁
𝑖=1

min
𝑗≠𝑖

𝑑 (𝑣𝑖 , 𝑣 𝑗 ) . (9)

5.3 Results
We evaluate the full UGuideRAG framework against ITINERA6 [8],
a recent LLM-based itinerary recommendation baseline. Table 3
presents a comparison of the two systems on the Paris and Rome-
Vatican datasets.

In terms of semantic alignment, UGuideRAG achieves signifi-
cantly higher HR in both cities—78.5% in Paris and 72.7% in Rome-
Vatican—compared to ITINERA (42.3% and 33.8%, respectively).
These results indicate a stronger match between the user query and
the recommended VAs.

For spatial metrics, both systems achieve nearly identical AM
values, suggesting comparable efficiency in visiting order rela-
tive to the optimal TSP baseline. Despite variations across cities,
UGuideRAG maintains TD values around 6000 meters, which trans-
lates to a feasible walking distance for a day itinerary, ensuring
practical usability for urban tourists. Additionally, UGuideRAG con-
sistently achieves low ST values across both cities, indicating that
the recommended attractions are geographically well-clustered and
exhibit strong walkable connectivity.

Taken together, these findings demonstrate that UGuideRAG
delivers substantially improved semantic relevance while maintain-
ing competitive spatial performance. This highlights its potential
to improve user satisfaction through context-aware itinerary rec-
ommendations without imposing additional travel burden.

5.4 Ablation Study
To assess the individual contributions of eachmodule in UGuideRAG
framework, we conduct an ablation study on both the Paris and
Rome-Vatican datasets (Table 4). We examine four ablated variants:
(1) without intent decomposition and UGC-derived VA features (w/o
Intent Decomposition & UGC), (2) without intent decomposition
(w/o Intent Decomposition), (3) without the LLM-based reranker
(w/o LRR), and (4) without cluster-aware spatial optimization (w/o
CSO), keeping all other components intact. In addition, we also com-
pare against twomodified variants of the ITINERA. Since ITINERA’s
original density-based clustering is not well-suited for high-density

6Results are obtained using the authors’ original implementation.
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Table 3: Comparison between UGuideRAG and ITINERA across the Paris and Rome-Vatican datasets.

Methods Paris Rome-Vatican

HR↑ (%) AM↓ (m) TD↓ (m) ST↓ (m) HR↑ (%) AM↓ (m) TD↓ (m) ST↓ (m)

ITINERA 42.3 455.8 5816.3 441.4 33.8 446.0 5367.3 413.5
UGuideRAG 78.5 651.2 6781.4 301.8 72.7 582.4 5227.1 231.8

Table 4: Performance comparison across different ablation settings on Paris and Rome-Vatican datasets.

City Method HR↑ (%) AM↓ (m) TD↓ (m) ST↓ (m)

Paris

UGuideRAG (Full) 78.5 651.2 6781.4 301.8

w/o Intent Decomposition & UGC 52.0 805.7 6752.1 358.5
w/o Intent Decomposition 66.9 539.2 6370.7 329.3
w/o LRR 66.4 658.9 6249.9 310.7
w/o CSO 80.1 16424.4 36592.7 1535.7
ITINERA (w/ UGuideRAG’s CSO, w/o LRR) 59.0 651.4 6001.1 310.2
ITINERA (w/ UGuideRAG’s CSO and LRR) 72.6 627.0 6423.6 312.0

Rome-Vatican

UGuideRAG (Full) 72.7 582.4 5227.1 231.8

w/o Intent Decomposition & UGC 52.7 369.6 3990.1 231.0
w/o Intent Decomposition 64.0 668.3 5476.3 255.5
w/o LRR 63.4 563.3 4736.5 242.9
w/o CSO 72.1 12035.4 21998.2 815.6
ITINERA (w/ UGuideRAG’s CSO, w/o LRR) 56.7 512.6 5702.8 267.5
ITINERA (w/ UGuideRAG’s CSO and LRR) 65.5 669.8 5064.2 259.2

VA regions such as Paris and Rome-Vatican, we re-implement ITIN-
ERA using UGuideRAG’s clustering strategy: (5) ITINERA with
UGuideRAG’s CSO only, and (6) ITINERA with UGuideRAG’s CSO
and LRR.

The w/o Intent Decomposition &UGC variant relies on each VA’s
Wikipedia 7 summary for attraction matching, without leveraging
structured user intent and UGC-derived VA features. It operates on
a reduced attraction pool due to the limited availability ofWikipedia
descriptions (454 VAs for Paris and 467 for Rome). This setting yields
the lowest HR across both cities, with a notable performance drop
compared to the w/o Intent Decomposition variant. These results
further highlight the foundational importance of extracting rich
experiential VA features from UGC for personalized, fine-grained
recommendations.

When the LLM-based reranker module is removed, the system
experiences a noticeable drop in recommendation performance,
highlighting the importance of fine-grained contextual ranking.
While intent decomposition ensures that retrieval broadly aligns
with user intent, removing the LLM-based reranker limits the sys-
tem’s ability to distinguish fine-grained semantics beyond what
embeddings can represent.

Removing the intent decomposition module leads to a signif-
icant drop in HR, as the system fails to infer user intent from
multi-faceted, ambiguous, or implicit queries. This degrades re-
trieval quality and limits the effectiveness of downstream LLM-
based reranking.

7https://en.wikipedia.org/

Although HR remains high, removing the CSO module results
in severe degradation of spatial metrics. In particular, AM increases
by over 25×, while TD and ST increase by approximately 5×. This
indicates that although the selected attractions are semantically rel-
evant, they are spatially scattered and inefficiently ordered. There-
fore, CSO is essential for producing spatially coherent and walkable
itineraries.

By replacing ITINERA’s original CSO method with that of UGui-
deRAG, ITINERA achieves notable improvements in the seman-
tic relevance of recommended VAs while simultaneously yielding
lower spatial tightness values, indicating more compact and walka-
ble clusters. This demonstrates that UGuideRAG’s spatial optimiza-
tion strategy is particularly effective in attraction-dense cities such
as Paris and Rome-Vatican, as it preserves walking feasibility while
ensuring closer semantic alignment with user queries.

Integrating the LRR module onto this enhanced baseline dramat-
ically boosts ITINERA’s Hit Rate by 13.6pp in Paris and 8.8pp in
Rome-Vatican. These gains are comparable to those seen in UGuide-
RAG (12.1pp and 9.3pp, respectively), demonstrating the LRR’s
versatility in refining semantic relevance. Crucially, the persistent
performance gap between the systems confirms that UGuideRAG’s
primary competitive advantage stems from its intent-aware re-
trieval, which provides a stronger set of initial candidates for the
downstream modules to optimize.

Together, these results demonstrate that the effectiveness of
UGuideRAG arises from the complementary contributions of all its

https://en.wikipedia.org/
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(a) UGuideRAG (Full) (b) UGuideRAG w/o Cluster-aware Spatial Optimization

(c) UGuideRAG w/o LLM-based Reranker (d) ITINERA

Figure 4: Case study comparison of recommended attractions across methods for the query “I’m interested in French literature”.

modules. UGC-derived VA features provide rich semantic signals, in-
tent decomposition ensures accurate retrieval, and the LLM-based
reranker refines results with fine-grained contextual reasoning.
Meanwhile, the CSO module achieves a balance between seman-
tic relevance and travel burden, producing coherent and walkable
itineraries. Each component is indispensable, and only their integra-
tion delivers recommendations that are both semantically aligned
and practically feasible.

5.5 Case Study
To further demonstrate the effectiveness of our framework, we
present a case study based on the user query: "I’m interested in
French literature. What places do you recommend?" We compare the
outputs of four systems previously introduced in the ablation study:
the full UGuideRAG, its variants w/o Cluster-aware Spatial Op-
timization and w/o LLM Reranker, and the baseline ITINERA.

Figure 4 shows the recommended itineraries generated by each
method. The selected VAs are labeled alphabetically (A–K), with
names listed in each subfigure’s legend. Detailed descriptions of all
VAs will be included in the supplementary materials.

The full UGuideRAG framework produces the most semantically
aligned and diverse itinerary. It identifies a rich mix of attractions
closely related to the theme of French literature, including iconic
author residences such as Maison de Victor Hugo and Lauzun Hotel
(associated with Baudelaire), as well as sculptures and monuments
dedicated to French playwrights, including Fontaine Molière and
the Statue de Beaumarchais. The itinerary also features cultural
landmarks like the Musée de la BnF, the Institut de France, and the
historic literary theater Comédie Française, along with experiential
VAs such as the riverside secondhand book market Les bouquinistes
de la Seine and the renowned bookstore Shakespeare and Company.
These results highlight UGuideRAG’s strength in identifying attrac-
tions related to French literary culture, including historic author
residences, public monuments, national literary institutions, and
reader-focused VAs such as secondhand book markets and indepen-
dent bookstores. The resulting itinerary combines well-established
landmarks with immersive experiences, offering a coherent and
multifaceted exploration of the literary landscape of the city.

Removing the CSO module does not significantly alter the set
of selected attractions but results in a disorganized and spatially
scattered itinerary. The absence of spatial coherence highlights



SIGSPATIAL ’25, November 3–6, 2025, Minneapolis, MN, USA Jing Tang, Inhye Kong, and Zhaonan Wang

CSO’s essential role in optimizing the visit order and improving
overall travel feasibility without sacrificing semantic alignment.

The variant without the LRR still benefits from intent decom-
position and successfully retrieves many relevant sites, including
Victor Hugo’s house, Shakespeare and Company, Fontaine Molière,
Statue de Corneille, Comédie Française, and the Musée de la BnF.
However, it also includes more marginally relevant or thematically
ambiguous places such as the Musée du Barreau de Paris and the
Musée Carnavalet, reflecting a lack of contextual nuance. Despite
this, its output is notably more on-topic and diverse than ItiNera,
suggesting that even in the absence of reranking, structured intent
modeling significantly improves semantic relevance in retrieval.

ITINERA,which extracts sub-requirements directly from the user
query without performing user intent reasoning, yields the least the-
matically aligned list. It does include clearly literary venues—such
as Maison de la Poésie, Statue de Corneille, Institut de France, and
Palais Garnier—but many recommendations are only weakly related
to literature or off-theme, including Remains of the Batille, Musée
Rodin, Square Samuel Rousseau, Louvre Pyramid, Domaine National
du Palais-Royal, Musée Banksy – Paris. This outcome highlights a
limitation of direct query parsing: although the user intent is clearly
stated, the system often returns VAs that are superficially relevant
but misaligned with the intended literary theme.

This case illustrates the importance of UGuideRAG’s intent de-
composition strategy as a key enabling component. By structuring
user queries into experiential dimensions—landscape and content,
activities, and atmosphere—the system establishes a meaningful
foundation for subsequent semantic alignment. However, this poten-
tial is fully realized through the addition of the LLM-based reranker
module, which enables deep contextual understanding and nuanced
evaluation of candidate attractions based on the user’s full intent.
Together, these components allow UGuideRAG to generate person-
alized itineraries that are semantically aligned, experientially co-
herent, and spatially optimized. This results in a more interpretable,
engaging and meaningful travel experience.

6 Conclusion
In this paper, we present UGuideRAG, a modular framework for
fine-grained and personalized urban tourism recommendation. By
leveraging user-generated content and the semantic reasoning capa-
bilities of LLMs, UGuideRAG bridges the gap between ambiguous,
perception-driven user queries and the rich experiential features
of urban visitor attractions. Through structured intent modeling,
semantic reranking, and spatial optimization, our system delivers
itineraries that are both thematically aligned and spatially coher-
ent. Extensive experiments across multiple cities demonstrate that
UGuideRAG outperforms existing baselines in aligning with user in-
tent and supporting meaningful urban exploration. Potential future
directions include extending the framework to multi-day itinerary
planning and integrating visual content from UGC to enhance per-
sonalization and contextual relevance of recommendations.
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A Prompt Design for Retrieval and Reranking Modules
A.1 Prompt for Intent-Enhanced Retriever (IER)

The IER module transforms a natural language user query into a set of structured experiential requirements along three core dimensions
grounded in tourism theory:
• Landscape and Content: Refers to tangible and intangible elements of the physical or cultural environment, including natural
scenery, built features, historical elements, or designed spaces.
• Activities: Captures the user’s intended actions, such as sightseeing, walking, dining, attending events, or photography.
• Atmosphere: Represents the emotional tone, mood, or ambiance the user is seeking, such as peaceful, romantic, lively, or adventurous.

The LLM is instructed to return a list of dictionaries, each representing one independent experiential requirement across these three
dimensions. This structured representation is subsequently used to guide the retrieval process.
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A.2 Prompt for LLM-based Reranker (LRR)

The LRR module evaluates the semantic relevance of retrieved attractions by assigning a scalar suitability score (0–10) to each candidate
based on its match to the user query’s themes, activities, and atmosphere. Each candidate attraction is structured as a dictionary with the
following fields: id, name, landscape and content, activities, and atmosphere. The LLM is asked to score relevance without using any
spatial information, and to output a clean JSON object suitable for downstream itinerary generation.
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