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Abstract

Transformer based large-language models (LLMs) display extreme proficiency with
language yet a precise understanding of how they work remains elusive. One way
of demystifying transformer predictions would be to describe how they depend on
their context in terms of simple template functions. This paper takes a first step in
this direction by considering families of functions (i.e. rules) formed out of simple
N-gram based statistics of the training data. By studying how well these rulesets
approximate transformer predictions, we obtain a variety of novel discoveries: a
simple method to detect overfitting during training without using a holdout set, a
quantitative measure of how transformers progress from learning simple to more
complex statistical rules over the course of training, a model-variance criterion
governing when transformer predictions tend to be described by N-gram rules, and
insights into how well transformers can be approximated by /NV-gram rulesets in
the limit where these rulesets become increasingly complex. In this latter direction,
we find that for 79% and 68% of LLM next-token distributions on TinyStories and
Wikipedia, respectively, their top-1 predictions agree with those provided by our
N-gram rulesets.

1 Introduction

This paper is an attempt to answer the following

Question: How does a transformer-based large language model (LLM) make use of its context when
predicting the next token?

Our approach proceeds via studying the statistical properties of training data. This is perhaps the
most natural place to start even though it is not exhaustive (e.g. it does not include in-context learning
[S). The reasons to understand LLM behavior in terms of the statistics of their training data are
plenty. First, the functional form of how LLMs use their training data is not well-understood (though
there has been progress on understanding memorization [22} 6]). Second, the over-reliance of LLMs
on training data statistics leads to brittleness (e.g. the “reversal curse" [3]]) and the perpetuation of
dataset biases [12]. Understanding the nature of this statistical dependence can lead to improved and
more informed dataset curation and training methods. Finally, in various scenarios, the performance
of LLMs on downstream tasks are found to be correlated with frequency of relevant training data
[26, 110,16l [17]. A better understanding of this phenomenon would allow better steering of models
towards desired performance levels.

We can think of the complexity of an LLM next token prediction (regarded as a probability distribution
over tokens) along two axes: form and selection. Form refers to the functional form of the prediction
as a function of the context, e.g. whether the prediction is some explicit function of associated
training data statistics (see Figure|[I). Selection refers to which functional form, chosen from a set
of functional templates, suitably describes the transformer prediction (supposing the choice set is
sufficiently rich). As a first nontrivial step, one might hope that an approximate model for an LLM
is that each of its next token predictions can be roughly described by simple statistical rules from
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Figure 1: Illustration of rule approximation. Given a context, different /V-gram based rules formed
out of the context will yield different next-token predictive distributions. In the above example, the
context consists of three tokens. The first rule uses all three tokens of the context and makes a
prediction based on the corresponding 4-gram rule derived from the training data; the second rule
uses only the first and last tokens to form a corresponding 3-gram rule (and so the next token “slept”
will be assigned less weight than the first rule since the “tired" token is ignored); and the third rule
makes a prediction using the N-gram statistics obtained from aggregating over three token contexts
from the training data where the second token is arbitrary (i.e. the second token is marginalized).
Given a list of such rules, one can ask which rule’s predictive distribution best matches that of the
transformer.

the context (simple form) even if the mechanism for its rule selection remains hidden (complex
selectionﬂ This paper is an attempt to see how far this perspective can be pushed, and fortuitously
we obtain additional insights for understanding LLM behavior along the way. The statistical rules
we consider, which are based on N-grams, are defined in Section @ with Figure |1| showing some
examples.

We perform our main investigations on the TinyStories [11] dataset, with supporting experiments on
Wikipedia to confirm our results remain robust at larger scales. The use of TinyStories is for practical
reasons: its small size makes training models and aggregating /V-gram statistics computationally
efficient, yet it is complex enough to capture basic natural language statistics (those occurring in
simple children’s stories).

Below is a summary of our observations and contributions:

1. (Approximation Criterion) We observe that next token LLM predictions tend to be well-
approximated by /N-gram rules when the predictions have low variance across different
training rung-| In particular, this includes predictions conditioned on contexts with suffi-
ciently high count in the training data. (Section[5)

2. (Curriculum Learning Dynamics) By grouping our /N-gram rulesets in terms of complexity
(as measured by the amount of context they use), we discover the various ways in which the
learning dynamics of LLMs implement a statistical type of curriculum learning, in which
easier rules are eventually supplanted by more complex ones. (Section[6.T)

3. (Overfitting Criterion) Based on our analysis of approximating LLM predictions by N-gram
rules, we propose a simple and novel procedure for detecting overfitting of LLMs during
training. The procedure makes no use of holdout data and it makes quantatively precise the
intuition that overfitting corresponds to a model memorizing long context at the expense
being able to generalize through making use of subcontext. (Section[6.2))

4. (Approximation Strength) We study how well LLM predictions can be approximated by our
N-gram rulesets, noting that significant gains in topl-accuracy occur as we increase ruleset

Tt is important to emphasize that we seek a descriptive approximation of a transformer, rather than an
explanatory one. A description merely requires that we can provide a post-hoc, per-instance approximation of
transformer predictions in terms of an available rule; an explanation means we provide reasons for and thus can
predict in advance why and when a particular rule approximates transformer predictions. Hence, we make the
distinction between form (description) and selection (explanation).

“Different runs have different dataset shuffles.



complexity and diversity, whereby we achieve up to 79% top1-accuracy on TinyStories (Ta-
bles2]and[5). We also visually ground these approximations with concrete examples (Figure
B), which may form the basis for dataset attribution methods in future work. Corresponding
experiments on Wikipedia are shown in the Appendix. (Section[7)

We also open source our training datasets and related /N-gram statistics so that others can verify and
build upon our work

2 Related Work

Rule extraction methods for neural networks have been studied in quite different settings, e.g. [[15,21]].
Some recent works have performed N-gram analyses for large-language models in the setting of
in-context learning [1}, 23] and associative recall [2]. The “infini-gram" model [19] compares LLM
predictions with the single [V-gram rule given by retrieving the largest possible matching context from
the training data. Our work uses shorter but more sophisticated /N-gram rules. In [28], an approach
to understanding how LLMs process /N-grams is carried out at the level of individual neurons. This
complements our dataset-based work, which treat models as a black box. See also [27]] which studies
how transformers can represent N-gram models. In [9]], the evolution of the type of /N-gram statistics
that transformers learn during training is analyzed in the setting of synthetic Markov chain data, in
contrast to our natural language setting. Other works studying the learning trajectory of language
models include [[7, |8]]. There is a large literature on building more sophisticated /N-gram models,
e.g. [18L113]. Such models could have been incorporated into our set of rules, but for simplicity we
choose not to include them.

3 Experimental Setup

We train standard decoder-only transformer models on the TinyStories [[11] dataset (480M tokens)
consisting of children’s stories synthetically generated from GPT-4 using templated prompts. The
value of this dataset lies in its linguistic simplicity, whereby it is possible to model language well on
the dataset using very small models. Unless stated otherwise, our experiments use a 160M parameter
model trained for 4 epochs, which achieves a loss of around 1.11 nats on the validation set. We
train for 4 epochs since we use learning rate warmup and cosine learning rate decay and we want to
ensure all datapoints receive updates with a high learning rate (this way all /N-gram statistics have a
fair chance of being learned during training). For overfitting experiments in Section[6.2] we train
a 1.4B model for 10 epochs. In the Appendix, we include additional corresponding experiments
on Wikipedia (from MassiveText [25]) with a single epoch of training in order to validate that our
results are of a general nature and extend to more complex datasets. For a fixed dataset, the only
source of randomness among different runs are different dataset shuffles. Full experimental details
are described in the Appendix.

4 N-Gram Rules

The attention layer within a transformer is in essence a soft context-selection mechanism. The
N-gram rules we consider will be loosely modeled on this mechanism. Namely, given a context
we will form a derived context in which each token will either be kept, discarded, or marginalized,
which is meant to mimic positive attention, no attention, and semantic invarianceﬂ respectively. More
formally, we proceed as follows:

Given a regular expressiorﬂ «, all contexts from the training data can be retrieved which match the
regular expression. This allows us to define a corresponding rule that defines for us a distribution

*https://github.com/google-deepmind/transformer_ngrams

“For instance, the next token distribution for the context ... the tired dog" may be insensitive to replacing
“tired" with “brown" or “furry". Statistics which thus marginalize over all extant substitutions for “tired" yield a
crude but generally applicable way of capturing semantic invariance. One can imagine an attention mechanism
for which there is a many-to-one mapping of keys to a particular value that might implement semantic invariance.

3Our regular expressions operate on tokens not string characters, since our contexts are formed out of
sequences of tokens.
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over tokens ¢:

#{ax}
where the numerator and denominator are the counts for the N-grams from the training data matching
the concatenated regular expressions at and o, respectively, where * is wildcard (single) character
match®} (Thus the N-grams in the numerator end with ¢ while those in the denominator can end
with any token.) Observe that the next-token predictions of a vanilla /N-gram model are obtained by
letting R, (t) vary over all ordinary token sequences « of length N — 1.

Ra(t)

Given o, a symbol from the the alphabet {*, —, +}, consider the following operation which maps a
token ¢ to a regular expression:

t o=+
Se(t)=4qx o=x (2)
€ o=-—

where € is the empty regular expression. Given now a sequence 0 = o_p - -+ 0_s0_1, define S, on
a sequence of tokens C' = C_p - - - C_2C_; by tokenwise application of (2)) and concatenatiorﬂ

So(C) = So_n(C-n) -+ 85_,(C—2)S5_, (C-1). 3)

Thus defines a regular expression which we can think of as fuzzy matching for a subset of a
context C' (the fuzziness arising from the presence of wildcard matches). For notational convenience,
we assume o is left padded with — symbols, so that we can define S, (C) for len(c) < len(C).
Finally, define

Ro(t|C) = Rs,(c)(t) “)

for C' with len(C') > len(c). The collection of (@) for various o defines our N-gram rules under
consideration®| Each such rule is a function which maps a context C'to a next token distribution. We
refer to S, (C) as the rule context for R, (t|C').

As concrete examples, let 0 = + — «+. If C = C_5C_4,C_3C_5C_1, then S, (C) = C_4 x C_4

and
_ #{C,4 * Cflt}
#H{C_4 % C_q1%}
is a rule which yields a next token distribution based on a particular combination of 4-gram model

statistics: it retrieves all three token contexts in the training data whose first token is C_4 and last
token is C'_; and marginalizes over the second token. Likewise, the rules

— M R _ #{0*40*3 * *t}
- #{C_4C %} ARA H#H{C_4C_3 x *x}

are respectively a trigram model with context C_,C_3 (all other tokens receiving a — are dropped)
and a model which uses four tokens of context but marginalizes over the two most recent ones.

Ryt (C) ®)

Ry (t[C) (6)

When o consists of all 4+ symbols, we get vanilla /NV-gram rules derived from the suffix of C'. When
o consists of + symbols, we get vanilla N-gram rules derived from subsets of C'. Varying the length
and the entries of ¢ yields the following rulesetsﬂ

RY™ = {R,(t]) : |o| < M,0; = + for all i} (7)
RYPE™ = {Ry(t]) : |0 < M,0; = % for all i} (8)
RY = (R, (t]) : |o] < M}. ©

The parameter M controls how much of the context is being used for the rules.

SWe use * (i.e. glob notation) instead of the standard . symbol for readability purposes.

"The empty regular expression does nothing under concatenation and does not contribute to the length of the
resulting sequence.

8For o = (), we define R, to be the unigram distribution.

There is some redundancy among the o’s in terms of the rules they determine: for instance, in between any
two + consecutive symbols, permuting the order of — and * will determine the same rule. Also in practice,
we can assume the first entry of o is a + since marginalizing the first token is equivalent to reducing the
context length. From this, it follows that the number of distinct rules in R is 2, 5,13, 34,89, 233, 378, for
M =1,...,7, respectively.



Table 1: Terminology associated to a context C'. Here R is some reference ruleset under considera-
tion. The superscript on p(*)(t|C) is meant to denote the predictions of the ith model. In Section
we consider rules that are fixed across model runs (where we have five models) whereas elsewhere
we will only have a single model (and thus optimal rules will be model specific).

optimal rule distance: the minimum (possibly aver- | min avg;d(p™ (t|C), p,(t|C))
aged over runs) distance between LLM predictions | "™
and rule predictions

optimal rule: a rule achieving the optimal distance | argmin avg,d(p' (t|C), p,.(t|C))
reR

model variance: the average of the pairwise dis- | avg d(p? (t|C),pY) (¢|C))
tance between LLM predictive distributions over | i .

different runs

5 Approximating Transformer Predictions with Rules

Let p(t|C) denote the next-token distribution of an LLM conditioned on the context C' and for
notational similarly, write p, (t|C) for r(¢|C), where  is one of the rules defined in Section[4] We
wish to measure how similar these distributions are (higher similarity corresponds to a better rule
description). To that end, we use the variational distance to measure the difference of two distributions
(we discuss our choice and others in the Appendix):

1
d(p.q) = §Z|pa_Qa|7 (10)

where the summation is over the vocabulary index (i.e. the components of the probability vectors).
Since variational distance may be lacking in concrete interpretability, we will sometimes use top1-
accuracy to measure similarity, defined by

_ |argmax(p) N argmax(q)|

top-1-ace(p, ¢) (11)

~ |argmax(p) U argmax(q)|
(in general, the argmax of a probability distribution is a set due to potential ties among maximal
probabilities). When the argmaxes in (IT]) are singletons, topl-accuracy just measures agreement
between greedy predictions.

Given a context C, we want to understand how d(p(¢|C), p,-(t|C)) varies with different rules r and
in particular if it can be made small. To that end, we introduce some terminology:

We are interested in determining the optimal rule p,.(¢|C) (as defined in Table|l)) and if it has small
optimal rule distance then we regard the rule as being a good description of the corresponding
transformer predictions As a first step, note there is a distinguished rule

paltlc) = 20 (12)

whose rule context is the full unmodified context C E-] This is because (roughly) the language-
modeling objective aims to make p(t|C) similar to pfu”(t|C)EI All other rules in our rulesets are
“subleading" in that they drop or marginalize over tokens in the context C'. Our goal is to quantify
which rules, either (T2) or subleading ones, are optimal rules and what their optimal rule distances
are.

One of our main findings is an approximation criterion: contexts that have low model-variance tend
to have low optimal rule distance. In particular, this includes contexts with sufficiently high frequency
in the training data. The latter situation is to be expected: the more often a context C' occurs in the

%In practice, we will only have one model available and our optimal rules are computed per-context and
per-model. In this section, we have available five models from five runs for use in computing optimal quantities.
suffix

""That is, pru (¢|C) is the invokation of the rule corresponding to ¢ = + - - - + € Ric|” applied to C.
2See Section for additional discussion.



training data, the more the minimization of the cross entropy loss objective encourages the network
to make predictions close to gy (¢|C).

The novel aspect of our approximation criterion is the sufficiency of low model-variance situation even
in cases when the context is rare We present the case of 7-gram contexts in Figure to corroborate
the approximation criterion, with additional examples relegated to the Appendix. We sample around
six-thousand 7-grams from the training data, sampling from logarithmically spaced buckets based on
counts, and plot various relations between counts, model variances, and rule distances. For simplicitly,
we consider the ruleset R = R'X to limit the number of rules under consideration. Our analysis of
Figure[2] can be summarized as follows:

Plot (a) shows how with increasing count of the number occurrences of the context C' in the training
data, LLM predictions become nearer to pr,(¢|C'), which in this case, is the vanilla 8-gram rule.
Nevertheless, for all but the highest of counts, we have a large spread of distances: even for unique
7-gram contexts, some predictions are well-approximated by ps (t|C) while others are close to
having disjoint-support (distance equal to 1). Plot (c) also shows that while model variance decreases
with count of the context (as expected) we have a large spread of model variances for contexts with
intermediate or low counts. Since the contexts whose predictions have high model variance can
be regarded as “noise", one can ask whether those contexts with low model variance have some
structure. Plots (b) and (c) address this question. While for (b), we see that the 8gram-rule has a large
spread when plotted against model variance, there is a significant reduction in outliers in (d) when
the y-axis is the optimal distance to rules in R%“fﬁ". Concretely, the transition from (b) to (d) is a
way of visualizing LLMs performing back-off, whereby LLMs rely on statistics from subsets of the
context. Moreover, the lower left portion of (d) is a manifestation of our approximation criterion:
contexts that yield consistent predictions across model runs (i.e. sufficiently low model variance) are
indicative of rule-like behavior (in this case, good approximation with a suffix /N-gram rule formed
out of the context).

We believe our approximation criterion and its corresponding analyses have significance beyond
the experiments carried out here since they (i) highlight that naive count-based statistics do not
provide the strongest signal in terms of how LLMs leverage dataset statistics (since as Figure [J[(a)
shows, high count can still have high model variance) (ii) suggest that LLM predictions that have
low-variance are likely the ones that are amenable to description (or even explanation) by some
underlying dataset statistic (with high-variance predictions being regarded as noise). We leave a more
systematic exploration of (ii) to future work.

6 Learning Dynamics

6.1 Curriculum Learning

We can track how well LLM predictions are described by our /N-gram rules over the course of training
by tracking optimal rule distance as a function of train step. Here optimal rule distance is defined as
in Table [T with R any of the rulesets (7)-(9), and we will measure how optimal rule distances vary
with maximum context length M (the resulting analyses are similar for “all", “subgram", and “suffix"
rules so we show our analysis for “all").

Figure [3] summarizes our results. Early in training, LLM predictions acquire structure and thus
become approximable by rule predictors. However, with further training, LLM predictions eventually
diverge from simpler rules (small context length) while continuing to increase in similarity with
more complex rules (larger context length). Moreover, the rightmost plot of Figure [3] shows that
topl-acc(pg; (t|C), p-(t|C)) increases over the course of training for optimal r € R} (for M > 1),
where pg is the ground-truth distribution regarded as a one-hot distribution, showing that the rule
selection improves with time. Altogether, this shows that LLMs undergo a curriculum style learning,
in which their predictions gradually move away from simpler rules to more complex and effective
rules.

BNecessity is a given. Predictions which have high variance cannot be well approximated by a single
model-independent rule. We use five runs in our analysis here since approximation by a rule that remains fixed
across models yields a fortiori approximation by a per-model rule.
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Figure 2: TinyStories 7-grams. Every point in the above plots represents a 7-gram context. Shaded
regions are obtained by bucketing along the x-axis and computing one standard deviation within
the mean along the y-axis. Slope and R? values of plots are with respect to the linear fit of the
data. Optimal rule distances and model variances are computed with respect to five model runs. (a):
d(p(t|C), pran(t|C)) vs count of C. (b): d(p(t|C), prn(t|C)) vs model variance. (¢): model variance
vs count of C. (d): similar to (b) but now the y-axis is optimal rule distance of the optimal rule from
Rx . Model size: 160M.

6.2 Early Stopping Criterion

Our investigations of approximating LLMs with rules given by limited contexts naturally lead us to
consider LLMs with limited context. The latter have predictive distributions given by

P (t|C) = p(t|C_p - C_1) (13)

where n is the maximum context length. In Figure[d] we plot the loss of an LLM trained to overfit
(train loss decreases while validation loss increases) along with its limited context versions for
1 < n < 7. For the limited context models with n > 1, we see that on both the train and validation
set, the two respective loss curves track each other closely and both eventually go up. This suggests
the following picture: an overfitting LLM is spending capacity to minimize train loss by memorizing
the full context at the expense of using capacity to learn statistics of subcontext, i.e. the reduced
context in (I3). This manifests itself both during training (where subcontext arises from a subset of a
larger memorized context) and during validation (where subcontext arises from the partial overlap
between novel context and the train set).

Our discovery suggests a simple and computationally inexpensive early stopping criterion: during
training, evaluate the transformer on train data consisting of short contexts and when this quantity
begins increasing, stop training. Significantly, this method involves no holdout set and is a training
dataset intrinsic criterion.
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Figure 3: Training Dynamics. Left: Models reach their lowest distance to more complex rules later
in training. For rules with four tokens of context or less, the variational distance eventually starts
increasing later in training. For six and seven tokens of context, the variational distance continues
to decrease. Center & Right: The optimal rule selected always has nonincreasing distance and
nondecreasing topl-accuracy relative to the ground truth (interpreted as a one-hot distribution pgt ),
despite distances to model predictions eventually increasing or plateauing for rules with less than six
tokens of context. This shows that the optimal rule selection is improving with additional training
even if the optimal rule distance with respect to model predictions is not improving. (One can imagine
the rule predictions as a mesh in probability space, with LLM predictions navigating this space
through training. The distance to the mesh may plateau but which rule is closest can continue to
change.) Model size: 160M.
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Figure 4: Overfitting Detection. We plot both train loss (solid lines) and validation loss (dashed
lines) for the full transformer and limited context length transformers (the latter are marked with
an “x" for emphasis) on TinyStories. Unlike the full transformer which overfits, those with limited
context length have train and validation loss curves closely following each other. Model size: 1.4B.

7 Rule Peformance

Finally, addressing our main question from the introduction, we track how well our rulesets describe
LLM predictions (in the sense of Section[5) as a whole at inference time. Here, the utility of our
N-gram rules defined in Section 4] becomes apparent, since on a holdout set, there will be novel
contexts and being able to drop or marginalize context tokens aid in being able to retrieve or aggregate
corresponding training dataset statistics. In Table [2] we show the average topl-accuracy between
the optimal rule from our various rulesets and LLM predictions on 100 random stories from the
validation set. Here, we include as baseline backoffy,, the single rule given by the predictive model
which performs “stupid backoff" [4] using M tokens of contextEr]

We see significant gains in accuracy at large M when adding additional types of rules. In the end,
we are able to obtain 78% topl-accuracy between the per-prediction optimal rule and the LLM
predictions, averaged over all tokens. This is perhaps a remarkably high figure, considering that
the topl accuracy of the model with respect to the ground truth on the validation set is 69.6%. At
minimum, we have provided a precise quantification of structure in LLM next-token predictions: they
are often matched (as measured by top token prediction) by some simple /N-gram rule derived from

"“That is, Poackottys (£|C) = pran(t|C—g - - - C—1) where k < M is the largest value for which C_y, - - - C_;
occurs in the training data.



Predictions

(transformer / rule) Ground truth + Rule distance Rule context count
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("to', ' ") 29
rocks (' climb’, s 2
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(5, Uhills', =, ', day') 2
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a (' One', ' day", ' found', ' an') 2500
unusual , old ( day’, ", an', ticy) 33
pond hill (" found", hill'y 3
a ("R, ™, Mant, ) 2
She (" found', " an', "icy', '"*', **', ' She') 5
thought had , "%, ' She', * had') 1
never ', ' had', ' never') 66
seen ', ' had', ' never', ' seen') 24
it anything , "+, ' seen’, ' anything') 1
like ("had', '*, " anything', ' like') 13
it (" had', ' never', "*, ' like', "*') 27
before (" anything', ' like', ' before') 2
(" anything’, ' like', ' before', *') 2

0.25 0.50 0.75

Figure 5: Rule selection for a TinyStories validation sequence. The above is a sequence from a
heldout story. In the second and third columns are the ground truth, token by token, along with the
rule context (as defined in Section associated to the optimal rule from R!. The heatmap indicates
the variational distance between optimal rule and LLM next token distributions at the given token.
The first column shows at most two tokens, which are chosen as follows: If the LLM top-1 prediction
disagrees with the ground truth, the LLM prediction is shown. If in addition, the rule selected makes
a different top-1 prediction from the transformer, that token is shown as the second token and the
corresponding ground truth token is colored red. Thus red tokens are precisely the locations of
disagreement between LLM and optimal rule greedy predictions. The last column shows the number
of contexts supporting the optimal rule. Model size: 160M.

the training data. See Section [D.I|for some supplementary analysis. Using the L°° distance instead
of the variational distance gives us a slightly higher result of 79%, see Table 5]

To ground our rule optimization procedure, we provide Figure [5] which shows side-by-side how LLM
predictions compare with ground truth and optimal rule predictions in an example heldout story.



Table 2: Top-1 accuracy of optimal rule. We look at the average top1-accuracy of the optimal rule
versus LLM predictions for rules of varying strength and maximum rule context length M. We
compute this average over each token prediction from 100 random validation stories (around 22K
tokens total). Model size: 160M.

ruleset / context length 1 2 3 4 5 6 7
R 300 448 543 624 688 740 780
RApEm 300 445 531 600 648 685 71.1
Rulfix 300 444 522 579 615 638 65.6
backoff 5 30,0 425 487 527 54.6 559 56.7
For instance, for the target token “climb” in “... Roxy loved to climb”, both the LLM and

3

optimal rule R,, predict “play”, where « = “. * loved to”. For target token “climb” in “. ..
She climbed”, the LLM predicts “would" whereas the ground truth and R, predict “climb”,
where @ = “loved to climb * She”. In general, optimal rules provide the closest statistical
match from the training data to the given LLM predictive distributions (from amongst our rulesets),
and their top1-predictions can agree or disagree agree (as indicated by target token color). Additional
examples, including those from Wikipedia, are shown in Section D] For interpretability purposes, we
re-emphasize that our optimal rules currently only provide descriptions, not explanations. We leave
the possibility of the latter for future work.

8 Conclusions and Limitations

Our work provides quantitative measures of how well the predictions of transformer-based LLMs are
described (i.e. approximated) by simple N-gram rules. Such rules were motivated by the simplest
token-level operations applied to the context (keep, ignore, or marginalize). The results we obtained
in Section[7]imply that, at least on simple datasets like TinyStories and Wikipedia, LLM predictions
contain much quantifiable structure insofar that they often can be described in terms of our simple
statistical rules. Along the way, we also obtained novel discoveries into the statistical nature of
overfitting, the occurrence of curriculum learning, and the relation between model-variance and
approximability by N-gram rules. Altogether then, our work provides various avenues of progress in
understanding how simple dataset statistics are reflected in LLM behavior.

On the other hand, it is intuitively clear that current state-of-the-art LLMs go well beyond invoking
N-gram rules. A typical request to perform a nontrivial task (e.g. “Write a thirty line poem about
mathematics that thymes") requires a high-level conceptual understanding of language that goes
beyond simple literal token-level associations between the context and the training data that we
consider here. Nevertheless, one can speculate that an analogue of our work could still apply: in
general, an LLM might be performing some high-level rule application, whereby statistics formed
out of distributional categories [24] instead of individual tokens are leveraged from the context.
Formulating a correct and parsimonious set of rules, if it is at all possible, would be a nontrivial
challenge to overcome and one which we leave to future work. Addressing such a challenge and being
able to promote the descriptive approximations provided here to explanatory ones would provide a
next step towards understanding how LLMs work.
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A Choice of Distance Measure

We choose variational distance since it is a symmetric and bounded distance function (unlike the KL
divergence). Symmetry means we do not have to make a choice between computing the distance
between model predictions and rule predictions or vice versa. Boundedness ensures that when we
measure average distance across tokens, large outliers do not dominate the average. In fact, for
the KL divergence, since K L(p||q) is infinite when p > 0 whenever ¢ = 0, were we to use KL
divergence, we would have to set p equal to rule predictions and ¢ equal to model predictions (since
rule predictions are typically sparse). To avoid such constraints and potential pathologies, we choose
the variational distance. Another possible choice is the Jensen-Shannon distance, but we found it
gives similar results to variational distance.

It is worth noting that while the L>° metric
dr=(p,q) = max |pa — qa| (14)

often gives slightly better results for the rule-approximation analysis of Section [/} it has a failure
mode when comparing two very high entropy distributions. If p and ¢ are two distributions such that
Do and g, are all small, then their L>° distance will be small even though their variational distance
can be large. Thus, the L>° distance is not suitable for the curriculum learning analysis analysis in
Section@ since at initialization when the model makes uniform predictions on tokens, it will have
low L*° distance with many bad N-gram rules that are high entropy. Hence, for the sake of using
a consistent metric in the main body of the paper, we use the variational distance when comparing
probability distributions, although as the numbers of Section [D|show, for well-trained models the L
distance often yields better rule approximation.

B Additional Experimental Details

Our transformer architecture and training procedure is based on that of Chinchilla [14]]. The architec-
ture hyperparameters are as follows:

Table 3: Model specifications.

Model Layers Number Heads dkey/dvaiue dmodel

160M 12 16 64 896
420M 12 16 128 1536
1.4B 24 16 128 2048

We use a linear learning rate warmup of 1000 steps up to a maximum value of 2 x 10~* and then use
a cosine learning rate decay. We use weighted Adam optimizer [20] with weight decay 10~4. Our
models are trained using TPU accelerators. The 160M and 420M models use 16 TPU accelerators
while the 1.4B models use 64 TPU accelerators per run. We use a batch size of 128 sequences with
each sequence consisting of 2048 tokens.

Our training datasets (TinyStories and MassiveText Wikipedia) are prepared as follows. After tok-
enizing the individual documents (stories for TinyStories and articles for Wikipedia), we concatenate
them all into one long sequence, with each document separated by the (BOS) tokelﬂ The full
sequence is then subdivided into contiguous sequences of length 2048 (with padding as needed) and
then shuffled to form a static dataset of shuffled sequences. We refer to the previous procedure as
“chunking". Crucially, observe that chunking results in most sequences not starting with the (BOS)
token (hence a model will be trained to predict the next token conditioned on incomplete contexts, as
desired).

For TinyStories experiments, we train 160M models for 4 epochs except for the overfitting experiments
in Section [6.2] where we train 1.4B models for 10 epochs. We use the train and validation splits
provided by HuggingFace{]ﬂ For Wikipedia experiments, we train a 1.4B model for a single epoch.

15 Attention masks are used so that tokens only attend to those from the same document
16 Available at https://huggingface.co/datasets/roneneldan/TinyStories
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We have train and validation splits based on using choosing random sets of disjoint documents. Our
Wikipedia train set has 4.4B tokens. In places where we perform several training runs (Section 3)),
the only source of variance (randomness) among the runs are different dataset shuffles. The only
exception to the above is in Section[D.3] where all model sizes are trained for 1 epoch (for TinyStories,
we observed overfitting of the 1.4B model around 4 epochs so we switch to 1 epoch for all model
sizes for a fair comparison).

Our tokenizen{T_TI uses byte-pair encoding trained on MassiveText with a vocabulary size of 32,678.

B.1 N-gram statistics

The computation of N-gram statistics of the training data is formed after chunking (as described
above), so that they correspond to the /N-gram statistics seen by models during training. In particular,
tokens which are contiguous in a story but separated by the chunking will not contribute to the
N-gram statistics. We used a distributed map-reduce system to tabulate N-gram counts in the most
naive manner. Using sliding windows of size /V and aggregating across train documents, we are able
to compute /NV-gram counts for all occurring /N-grams and store them in SQL databases. (We ignore
those invalid N-grams where (BOS) occurs not as the first token). Note that the number of rows of
such N-gram databases is bounded by at most the size of the training corpus times N.

As an aside, we note that for the analysis in Section[6.1} we used our static /N-gram rules computed
from the entire training data. We do not compute statistics based on the training dataset seen up to
the point in training. However, for the purposes of our analysis, this distinction is immaterial (and in
practice, the distinction between two sets of statistics will, for the dominant /V-grams, be small with
sufficiently large batch size).

C Additional Approximation Criterion Analyses

We provide additional commentary and experimental settings for our analysis in Section[3]

C.1 Full-context vs Subcontext

As noted in footnote T2} there is usually a mismatch between the contexts that N-gram rules and
LLMs receive during training: the latter can receive very long contexts (up to one less than the
number of tokens in a document) while the former typically receives very short contexts (in our case,
up to 7 tokens). Concretely, while a bigram model is trained on consecutive pairs of tokens (¢, t), an
LLM is rarely trained so as to optimize p(¢|c). Indeed, given a training sequence z, only the target for
the first token of = has context consisting of a single token; the other targets will have more tokens
of context accordingly. Thus, it is unclear how well LLM predictions p(t|c) should match bigram
rule predictions as c varies over the vocabulary set, since LLMs almost always receive ¢ within a
much larger context. More generally, it is unclear how well p(¢|C) matches pgy (¢|C'). Nevertheless,
because in practice LLMs learn how to use context effectively, LLMs manage to learn p(t|C') despite

being optimized for p(¢|C) with C a context containing C' as a suffix.

As a measure of how much training context “dilutes" the LLM ability to learn the bigram distribution,
in Figure [6] we plot the distance between LLM predictions and the bigram rule for two LLMs:
one trained in the usual fashion with full context and one trained with only one token of context
(concretely, a token can only attend to itself in attention layers). In both cases, we have the same
pattern of increased count leads to lower rule distance. However, the transformer trained with context
length equal to one has much lower distances since it cannot learn anything else other than the bigram
rule. The difference between the variational differences of the two models is thus a measure of the
dilution an LLM has in learning a bigram rule owing to receiving surrounding context.

As an aside, we note how for both models, a context with low count has difficulty being learned. In
this way, one can regard the inability to learn rules for low count contexts as being due to a failure of
optimization, something that could be addressed in the future by improved optimization methods.

"Trained using https://github.com/google/sentencepiece
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Figure 6: Comparison with TinyStories bigram model. We evaluate transformer models (trained
with either full context or context length equal to one) on all 22.8K distinct unigrams of TinyStories
and record the corresponding variational distance with the bigram rule. Grouping unigrams based on
count and averaging the variational distances result in the above scatterplots. Model size: 160M.

C.2 TinyStories Unigram Context

We repeat Figure 2] for the simplest case of unigram context. In this case, there is only one rule (the
bigram rule) and so there are only three plots to consider.
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Figure 7: TinyStories 1-grams. Every point in the above plots represents a 1-gram context (all 22.8K
from TinyStories). Shaded regions are plots obtained by bucketing along the x-axis and computing
one standard deviation within the mean along the y-axis. Slope and R? values of plots are with
respect to the linear fit of the data given by their axes. Optimal rule distances and model variances are
computed with respect to five model runs. (a): model variance vs count of C' (b): d(p(t|C), prn(t|C))
vs model variance (¢): d(p(t|C), prn(t|C)) vs count. Model size: 160M.
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C.3 Tinystories Bigram Context

Next, consider the case when there are two tokens of context. To get a more fine-grained analysis, we
consider the case of full-context bigrams, i.e. those starting with the (BOS) token. This is because
such bigrams do not appear within a larger context and so a transformer’s corresponding predictions
are more fair to compare with those of N-gram models (both are trained using equal contexts).
Conveniently, there are only 691 full-context bigrams in this case and so we do not have to randomly
sample a subset.

We will consider the ruleset R§' for which there are three relevant N-gram rules of interest: one
which uses the entire bigram of context (a trigram model), one which uses only the last token (a
bigram model), and one which uses only the first token (the next token distribution of <BOS>) We
will refer to these as the trigram, bigram, and (BOS) rule respectively.

We plot an analog of Figure [2]for full-context bigrams in Figure[§] As with the analysis for Figure
a), a large count leads to good approximation with pg,(¢|C), which is the vanilla trigram rule
at present. However lower counts lead to a spread in approximability (some low counts have high
error while others have low ones). In (c), we plot a variation in which the z-axis is the maximum of
the count of C' and the unigram C'_;. What the poor fit in (c) indicates is that whether a prediction
is well-described by a rule is not a simply determined by whether a subcontext of C' occurs often.
Given the small number of rules, we now color code the optimal rule of each full-context bigram (as
indicated by the legend in (b)). In passing from (b) to (d), we see how the outliers in the upper left
of (b) move towards the bottom once the large distance from the trigram model is replaced with the
optimal rule distance. These are bigrams whose rules are well approximated by bigram or (BOS)
rules and are misspecified when trying to be approximated by the trigram rule. In accord with our
Approximation Criterion, contexts with low model variance are well approximated by N-gram rules
(the lower left of (d)).

C.4 Wikipedia 6-gram contexts

We plot the analog of Figure [2)in Figure [9] but for contexts consisting of 6-grams from Wikipedia.
We also subsample as before, from logarithmically spaced buckets, for a total of around 6.8K total
contexts. We get nearly identical behavior as with TinyStories. Our Approximation Criterion is thus
not specific to small datasets like TinyStories.

81t turns out that the (BOS)* rule (given by R....) in RY' never occurs as an optimal rule for full-context
bigrams and so can be ignored in this example.
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Figure 8: TinyStories full-context bigrams. Every point in the above plots represents a full-context
bigram C' from among the 691 distinct ones in TinyStories. Points are colored by which N-gram rule
is the optimal rule, among those in R4, for transformer prediction given C. Shaded regions are plots
obtained by bucketing along the x-axis and computing one standard deviation within the mean along
the y-axis. (a): d(p(-|C), Puigram (-|C)) vs count of C. (b): d(p(:|C'), Prrigram (-|C)) vs model variance.
(c): Optimal rule distance vs the greater of the bigram count of C' and the unigram count of C"_;.
(d): Similar to upper right but now the y-axis is optimal rule distance. Five model runs are used to

compute optimal rule distance and model variance. Model size: 160M.

D Rule Performance: Additional Analysis and Examples

D.1 TinyStories

We supplement Table 2] with Table 4] to show how optimal rule distances decrease with increasing
rule strength. This is to preclude a trivial situation in which by having sufficiently many rules (say a
one-hot distribution for every vocabulary token), one can have a ruleset that for any model prediction
always returns an optimal rule with 100% top-1 accuracy! Such coarse rules will not in general yield
small optimal distances howeveﬂ and our variational distances decreasing in Table shows that our
rulesets are truly better approximating the predictions with increasing strength.

We also include the analog of Tables[2]and (4] but with the variational distance replaced with the L>°
distance in Tables[5]and [6] We see that in fact the top-1 accuracy numbers are slightly better in this
case.

D.2 Wikipedia

We present analogous results for Section[7jusing a 1.4B model trained on Wikipedia. In Table[7|we
present the analogue of Table[2] on ten holdout Wikipedia chunks (a total of 10 x 2048 tokens). The

19Both the variational and L°° distances between a one-hot distribution and a distribution which is uniform on
n tokens are at least ”T_l Thus, whenever an LLM has at least two roughly valid options, we expect a one-hot
distribution to be at least of distance 0.5 from the LLM prediction.
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Figure 9: Wikipedia 6-grams. Every point in the above plots represents a 6-gram context. Shaded
regions are plots obtained by bucketing along the x-axis and computing one standard deviation within
the mean along the y-axis. Slope and R? values of plots are with respect to the linear fit of the data
given by their axes. Optimal rule distances and model variances are computed with respect to five
model runs. (a): d(p(t|C), pru(t|C)) vs count of C. (b): d(p(t|C), pan(t|C)) vs model variance.
(c): model variance vs count of C. (d): similar to (b) but now the y-axis is optimal rule distance of
the optimal rule from R, Model size: 160M.

Table 4: Optimal rule distance (TinyStories, variational distance). We look at the average optimal
rule distance with LLM predictions for rules of varying strength and maximum context length M.
We compute this average over each token prediction from 100 random TinyStories validation stories
(around 22K tokens total). Model size: 160M.

ruleset / context length 1 2 3 4 5 6 7
RAY 0.738 0.597 0.507 0434 037 0316 0.274
R;L}}Jgram 0.738 0.598 0.513 0.449 0399 0.362 0.335
Riufix 0.738 0.598 0.519 0.465 0.425 0.399 0.381
backoff s 0.738 0.606 0.539 0.503 0482 0472 0.466

top-1 accuracy when using optimal rules from R&! and the L>° distance for rule selection is 67.7%.
As with TinyStories, we see significant gains in accuracy when we increase rule strength. Achieving
the number 67.7% (versus the corresponding 78.9% number for TinyStories from Table[5), perhaps
a surprisingly a high score, is the result of two competing factors: on the one-hand, Wikipedia is a
more complex dataset (which makes prediction harder), while on the other hand, the training data has
more N-grams and thus more rules. Our model achieves 54.9% top-1 accuracy on the 10 holdout
Wikipedia chunks (Table[I2) which is substantially lower than the top-1 accuracy of the optimal rule.
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Table 5: Top-1 accuracy of optimal rule (TinyStories, L>° distance). The analogue of Table but
with L* distance instead of variational distance for selecting the optimal rule. Model size: 160M.

ruleset / context length 1 2 3 4 5 6 7

Rl 300 451 550 632 69.6 750 789
stufbgmm 300 447 535 604 651 685 71.2
Rufiix 300 445 52,6 580 614 636 652
backoff 5y 30.0 425 487 527 546 559 56.7

Table 6: Optimal rule distance (TinyStories, L>° distance). The analogue of Table but with L*>°
distance instead of variational distance. Model size: 160M.

ruleset / context length 1 2 3 4 5 6 7

R 0.557 0.443 0371 0309 0.253 0.207 0.170
Rj\‘}bgram 0.557 0.444 0376 0.322 028 0.248 0.225
Rufix 0.557 0446 0.383 0.338 0.305 0.282 0.267
backoff s 0.557 0.456 0.407 0.385 0.378 0.379 0.382

D.3 Model Scaling

In this section, we present results about how our rule approximation changes with model size. For
both TinyStories and Wikipedia, we train models of size 160M, 420M, and 1.4B for one epocﬂ

In Tables [TT] and [T2] there is a clear trend towards improved model performance with scale: we
obtain lower cross entropy loss, higher top-1 accuracy, and lower model distance to the ground
truth distribution regarded as a one-hot distributio Note that for the latter, distance from model
predictions to the ground truth distribution is the same with respect to the variational or L distance
and is given by 1 — p where p is the probability assigned by the model to the ground truth.

On the other hand, entries in Tables[I3}20] measuring the changes in rule approximation with scale
are much more modest (i.e. are more stable) by comparison. They also show mixed results, with L>°
results worsening but some variational distance results slightly improving with scale (for large context
length rules). We leave a more thorough investigation of how model scale affects approximability by
N-gram rules to future work.

2Since the 1.4B starts showing signs of overfitting around 4 epochs on TinyStories, we train models for 1
epoch in this section unlike 4 epochs elsewhere.

211t would be more proper to aggregate statistics over the holdout set to compute a ground truth distribution
that takes into the account the relative frequencies of the next token given the context. However, since most
contexts will be unique, this more refined computation will not affect the corresponding result much.
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Table 7: Top-1 accuracy of optimal rule (Wikipedia, L.>° distance). We look at the average top-1
accuracy between optimal rule and LLM predictions for rules of varying strength and maximum
context length. We compute this average over each token prediction from 10 holdout Wikipedia
sequences each consisting of 2048 tokens. Model size: 1.4B.

ruleset / context length 1 2 3 4 5 6 7

R 243 397 498 555 603 643 677
Rs&bgmm 243 392 483 527 555 576 590
R 243 388 47.1 503 515 523 527
backoff s 243 368 429 439 437 438 439

Table 8: Optimal rule distance (Wikipedia, L>° distance). We look at the average L°° distance
between optimal rule and LLM predictions for rules of varying strength and maximum context length.
We compute this average over each token prediction from 10 holdout Wikipedia sequences each
consisting of 2048 tokens. Model size: 1.4B.

ruleset / context length 1 2 3 4 5 6 7

R 048 0369 029 0.237 0202 0.173 0.150
Rj\“;’gram 048 0371 0.295 0249 0226 0.209 0.198
Rufix 048 0.375 0.303 0.265 0250 0.242 0.238
backoff s 048 0.394 0359 0.368 0.387 0.398 0.405

Table 9: Top-1 accuracy of optimal rule (Wikipedia, variational distance). We look at the average
top-1 accuracy between optimal rule and LLM predictions for rules of varying strength and maximum
context length. We compute this average over each token prediction from 10 holdout Wikipedia
sequences each consisting of 2048 tokens. Model size: 1.4B.

ruleset / context length 1 2 3 4 5 6 7

R 243 392 488 544 585 619 650
Rsﬂu/fbgmm 243 39.0 479 523 549 56.8 583
Rufix 243 387 469 503 515 524 528
backoffy, 243 36.8 429 439 437 438 439

Table 10: Optimal rule distance (Wikipedia, variational distance). We look at the average varia-
tional distance between optimal rule and LLM predictions for rules of varying strength and maximum
context length. We compute this average over each token prediction from 10 holdout Wikipedia
sequences each consisting of 2048 tokens. Model size: 1.4B.

ruleset / context length 1 2 3 4 5 6 7

Rl 0.768 0.635 0.543 0.484 0446 0413 0.388
R}t}b gram 0.768 0.636 0.549 0.498 0.472 0.453 0.440
Rufix 0.768 0.638 0.556 0.513 0.497 0.488 0.483
backoff s 0.768 0.656 0.609 0.597 0.598 0.599 0.600

Table 11: TinyStories metrics. How average cross entropy loss, top-1 accuracy, and model distance
to the ground truth scale with model size on a holdout set of 100 stories.

model size | eval loss eval acc eval distance
160M 1.43 63.2 0.485
420M 1.28 65.9 0.452
1.4B 1.22 66.9 0.439
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Table 12: Wikipedia metrics. How average cross entropy loss, top-1 accuracy, and model distance
to the ground truth scale with model size on a holdout set of 10 Wikipedia chunks.

model size | evalloss eval acc eval distance
160M 2.63 50.0 0.617
420M 2.43 52.3 0.590
1.4B 2.26 54.9 0.562

Table 13: Top-1 accuracy of optimal rule with model scale (TinyStories, variational distance).
How top-1 accuracy of the optimal rule varies with model size and rule context length. Optimal rule
from is selected from R using variational distance.

model size / context length 1 2 3 4 5 6 7
160M | 31.4 47.1 56.7 643 698 745 719
420M | 30.7 459 555 633 692 741 779
14B | 30.5 459 553 634 696 743 782

Table 14: Optimal rule distance with model scale (TinyStories, variational distance). How
optimal rule distance varies with model size and rule context length. Optimal rule is selected from
R using variational distance.

model size / context length 1 2 3 4 5 6 7
160M | 0.692 0.545 046 0.398 0.347 0.306 0.275
420M | 0.711 0.566 0.479 0411 0.355 0310 0.274
1.4B | 0.718 0.574 0486 0417 0.359 0.311 0.274

Table 15: Top-1 accuracy of optimal rule with model scale (TinyStories, L> distance). How
top-1 accuracy of the optimal rule varies with model size and rule context length. Optimal rule is
selected from R using L distance.

model size / context length 1 2 3 4 5 6 7
160M | 31.4 475 575 652 714 76.1 79.6
420M | 30.7 463 563 642 705 753 792
14B | 30.5 462 56.0 64.1 705 753 793

Table 16: Optimal rule distance with model scale (TinyStories, L>° distance). How optimal rule
distance varies with model size and rule context length. Optimal rule is selected from R using L>°
distance.

model size / context length 1 2 3 4 5 6 7
160M | 0.482 0.368 0.301 0.248 0.204 0.169 0.141
420M | 0.511 0.398 0329 0.272 0.223 0.184 0.153
14B | 0.522 0408 0.338 0.280 0.230 0.189 0.157

Table 17: Top-1 accuracy of optimal rule with model scale (Wikipedia, variational distance).
How top-1 accuracy of the optimal rule varies with model size and rule context length. Optimal rule
is selected from R¥! using variational distance.

model size / context length 1 2 3 4 5 6 7
160M | 259 40.8 495 542 577 61.0 638
420M | 247 39.8 49.0 542 58.1 61.6 643
14B | 243 392 48.8 544 585 619 650
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Table 18: Optimal rule distance with model scale (Wikipedia, variational distance). How opti-
mal rule distance varies with model size and rule context length. Optimal rule is selected from R&!

using variational distance.

model size / context length

2 3 4 5 6 7

160M
420M
1.4B

0.737 0.606 0.527 0477 0.445 0418
0.753 0.621
0.768 0.635 0.543

0.397
0.534 0.480 0445 0414 0.391
0484 0446 0413 0.388

Table 19: Top-1 accuracy of optimal rule with model scale (Wikipedia, L>° distance). How top-1
accuracy of the optimal rule varies with model size and rule context length. Optimal rule is selected

from R¥! using L>° distance.

model size / context length

1 2 3 4 5 6 7

160M
420M
1.4B

259 412 504 559 604 644 678
247 403 500 557 604 643 677
243 397 498 555 603 643 677

Table 20: Optimal rule distance with model scale (Wikipedia, > distance). How optimal rule
distance varies with model size and rule context length. Optimal rule is selected from R using L>°

distance.
model size context length 2 3 4 5 6 7
160M | 0.429 0.321 0.253 0.208 0.179 0.154 0.135
420M | 0455 0.346 0.271 0.222 0.190 0.163 0.143
14B | 0480 0.369 0.290 0.237 0.202 0.173 0.150
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Predictions

(transformer / rule) Ground truth + Rule distance Rule context count
<BOS> ('<B0OS>',) 2118438
Once ('<BOS>', 'Once') 1426581
upon ('<BOS>", 'Once’, ' upon') 1258475
a ('<BOS>', 'Once’, ' upon', ' a') 1257566
time ("upon', 'a', ' time') 1258881
(‘Once’, ' upon', ' a', ' time', ',") 976049
there in (*upon’, ' @', "time", ", " in') 30487
a (*a', ' time' in', *a") 29850
small big ("a', ' time' ', 'a', " big") 7021
forest (" time', ',", "in', ' @', ' big', ' forest') 2623
(' time', ', "in', " @', ' big', ' forest', ',") 2617
there (' big', ' forest', ',", ' there') 2725
was lived (" big', ' forest', ',', ' there', ' lived') 966
a (' big', * forest', ',", ' there', ' lived', ' a') 907
little rh (' big', ' rh') 351
in ("rh', 'in") 9748
oc (*a', ' rh', 'in', 'oc') 1034
eros (" lived', " @', ' rh', 'in", 'oc’, 'eros') 41
named, . (" rh", 'in', 'oc’, 'eros’, * named') 236
R (‘eros’, ' named', ' R') 93
emy OXy. (" named', ' R', 'oxy') 18
(‘eros', ' named') 237
R (‘oxy', ., ' R") 8
oxy (‘oxy', ., " R', 'oxy") 8
was loved (‘oxy", ' loved') 4
to (" loved', ' to") 546806
play [ elimb | (*loved", " to', ' climb') 2524
trees o (" loved', ' to', ' climb', '.") 485
One, He She (' loved', ' to', ' climb', ., ' She") 111
would, climbed climbed (" loved', ' to', ' climb', '.", ' She', ' climbed') 32
trees (‘' climb', *.", ' She', ' climbed', ' trees') 21
(' climb', "', * She', ' climbed’, ' trees', *,") 19
rocks (‘' climb', *.", ' She', * climbed', ' trees') 21
(* She', ' climbed", ' rocks') 1
and (' trees', "', ' rocks', "', * and') 117
even hills. (', "and', ' hills") 29
(' trees', ',', " and', ' hills', '.") 4
One, Still (', " One') 846242
(', *and', ' hills', '.", ' One', ' day') 1
(', ' One', " day', ")) 717085
R, she ( day', ' R)) 63
oxy, over (*day', ", ' R", 'oxy") 17
saw, was (‘oxy', * found') 2
a (' found', ' an’) 14301
unusual, old (* found', ' an', " icy") 59
pond , lake (* found', * an’, " icy', ' hill') 2
('R, 6
She, He (hill’, ", She') 3214
thought , was (“icy', ", * She', " had") 6
never, to never (" had', ' never') 71696
seen (" hil', ', " She', ' had', ' never', ' seen') 11
it anything (" She', ' never', ' seen', ' anything') 1
like (" had', ' seen’, ' anything', ' like') 11
it (' She', ' had', ' never', ' seen', ' it') 567
before (" anything', ' like', ' before') 2
(* anything', ' like', * before', '.") 2

0.25 0.50 0.75

Figure 10: Rule selection for a TinyStories heldout sequence using R5""#™™. Analogous to Figure
but with optimal rule chosen from R3"*#™™ instead of R, Model size: 160M.

D.4 Rule Selection

Here we supplement our example in Figureby showing how the smaller rulesets R3""€*™ and R3fx
compare in Figures[T0|and[T] As expected, the top1 accuracy between transformer predictions and
optimal rule predictions decrease with smaller rulesets.
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Predictions

(transformer / rule) Ground truth + Rule distance Rule context count
<BOS> ('<BOS>',) 2118438
Once ('<BOS>', 'Once') 1426581
upon ('<BOS>", 'Once’, ' upon') 1258475
a ('<BOS>', 'Once’, ' upon', ' a') 1257566
time ("upon', ' a', ' time') 1258881
P (‘Once', ' upon’, * @', ' time', ',") 976049
there in (*upon’, ' @', "time", ", " in') 30487
a (*a', 'time', "', "in', ' @') 29850
small big ("a','time', ", " in', ' @', ' big') 7021
forest (' time', ',", "in', ' @', ' big', ' forest') 2623
(' time', ", "in', " @', ' big', ' forest', ',") 2617
there (' big', * forest', ',", ' there') 2725
was lived (" big', ' forest', ',', ' there', ' lived') 966
a (' big', ' forest', ',", ' there', ' lived', ' a') 907
little th (' lived', ' @', ' rh') 41
in ("rh', 'in") 9748
oc (*a', ' rh', 'in', 'oc') 1034
eros (" lived', ' @', ' rh', 'in", 'oc’, 'eros') 41
named , . (rh, oc', 'eros’, ' named') 236
R (‘eros’, ' named', ' R') 93
emy OXy. (" named', ' R', 'oxy') 18
(" named’, ' R', ‘oxy", ".") 11
R, She R (‘oxy', ., ' R) 8
oxy (‘ox Y, 'R, 'oxy') 8
was loved (‘oxy', ' loved') 4
to (" loved', ' to") 546806
play [ elimb | (*loved", " to', ' climb') 2524
trees (' loved', ' to', ' climb', ') 485
One, He She (' loved', ' to', ' climb’, ., ' She") 111
would, climbed climbed (" loved', ' to', ' climb', '.", ' She', ' climbed') 32
trees (' climb’ ' She', ' climbed, ' trees') 21
. (' climb’, ' She', ' climbed’, ' trees', ',') 19
rocks (' climbed', * trees', ',', * rocks') 37
, (' trees', *,', * rocks’, ',') 148
and (' trees', "', ' rocks', "', * and') 117
even hills (', "and', " hills") 29
(" hills*, ") 2155
One, \n (', One') 846242
(', "and', " hills', '.", ' One', ' day') 1
(', ' One', " day', ")) 717085
R, she (R 3223
oxy , emy ("day', "', ' R", 'oxy") 17
saw, was (‘oxy', * found') 2
a (' found", ' an’) 14301
unusual , old (* found', ' an’, " icy") 59
pond , lake (* found', * an’, "icy", * hill') 2
(1) 32885210
She , \n (*hill, "', * She') 3214
thought, was (" hil', ', * She', * had') 97
hever, a never (' had', ' never') 71696
seen (" hil', ', " She', " had', ' never', ' seen') 11
it anything (" hill', "', * She', ' had', ' never', ' seen’, ' anything') 2
like (' She', ' had', ' never', ' seen', ' anything', ' like') 1621
it (" She', ' had', ' never', ' seen', ' anything', ' like', ' it') 1453
before (" had', ' never', ' seen', ' anything', ' like', ' it', * before') 4529
(" anything', ' like', ' it', * before', '.") 3577

0.25 0.50 0.75

Figure 11: Rule selection for a TinyStories heldout sequence using R, Analogous to Figure
but with optimal rule chosen from R instead of R¥!. Model size: 160M.

We also ground our rule approximation on Wikipedia by providing two concrete examples in Figures

[[2and [13]
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Figure 12: Rule selection for a Wikipedia heldout sequence. Analogous to Figure |5/ but with
optimal rule chosen from R¥" and with variational distance replaced with the L>° metric for measuring
distances between probability distributions. Model size: 1.4B.
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Figure 13: Rule selection for a Wikipedia heldout sequence. Analogous to Figure |5/ but with
optimal rule chosen from R¥" and with variational distance replaced with the L>° metric for measuring
distances between probability distributions. Model size: 1.4B.
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E Broader Impacts

Large language-models are having significant impacts on society, due to their use as question-answer
tools and natural language generators. A better understanding of such language models will only
serve to improve their capabilities. Our work here presents steps towards a fundamental understanding
of language models, albeit in a small-scale regime far removed from those relevant for production
systems. Given how far removed our work is from realistic datasets and use cases, we do not anticipate
any direct negative broader impacts of our work.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: Claims explicitly mentioned in abstract and introduction.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

o The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

e The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

e It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discuss limitations in the introduction (description vs explanation) and
conclusion (N-gram rules are certainly not the whole story).

Guidelines:

e The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

e The authors are encouraged to create a separate "Limitations" section in their paper.

e The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

e The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

o The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

e The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

e If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

e While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA] .
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Justification: We have no theoretical results.
Guidelines:

e The answer NA means that the paper does not include theoretical results.

o All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

o All assumptions should be clearly stated or referenced in the statement of any theorems.

e The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

e Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Yes, the experimental setup (architecture, training setup, dataset preparation)
are described in detail in the main body and appendix.

Guidelines:

e The answer NA means that the paper does not include experiments.

o If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

o If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

e Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

e While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer:

Justification: We do not release the code used to run our experiments (though there is nothing
proprietary or novel about the model or the training procedure, and both are described in
detail). The datasets we use are publicly available.

Guidelines:

e The answer NA means that paper does not include experiments requiring code.

e Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

e While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

o The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

e The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

e The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

e At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

e Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Yes, experimental settings are explained by dedicated sections in the main
paper and appendix.

Guidelines:

e The answer NA means that the paper does not include experiments.

e The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

o The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes] (Partially)

Justification: Our Section |5 provides error bars and R? values. In other sections, only
individual model runs are given.

Guidelines:

e The answer NA means that the paper does not include experiments.

e The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

e The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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e The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

e The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e [t is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

e For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Explained in Appendix.
Guidelines:

e The answer NA means that the paper does not include experiments.

e The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

e The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

e The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our experiments use small, public datasets and involve no sensitive material or
topics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

e The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We include a brief discussion in the Appendix of how our work contains no
direct societal impacts.

Guidelines:

e The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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e Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

e The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

o The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

o If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no risks.
Guidelines:

e The answer NA means that the paper poses no such risks.

e Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

e Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

e We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Yes, datasets used are referenced.
Guidelines:

e The answer NA means that the paper does not use existing assets.

e The authors should cite the original paper that produced the code package or dataset.

e The authors should state which version of the asset is used and, if possible, include a
URL.

e The name of the license (e.g., CC-BY 4.0) should be included for each asset.

e For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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e For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

o If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: No new assets.
Guidelines:

e The answer NA means that the paper does not release new assets.

e Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

e The paper should discuss whether and how consent was obtained from people whose
asset is used.

e At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No crowdsourcing or human subjects involved.
Guidelines:

e The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

o Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

e According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)

approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: No crowdsourcing or human subjects involved.
Guidelines:

e The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

e Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

e We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

e For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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