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Abstract

We present BYOKG, a universal question-001
answering (QA) system that can operate on002
any knowledge graph (KG), requires no human-003
annotated training data, and can be ready to use004
within a day—attributes that are out-of-scope005
for current KGQA systems. BYOKG draws006
inspiration from the remarkable ability of hu-007
mans to comprehend information present in008
an unseen KG through exploration—starting at009
random nodes, inspecting the labels of adjacent010
nodes and edges, and combining them with011
their prior world knowledge. Exploration in012
BYOKG leverages an LLM-backed symbolic013
agent that generates a diverse set of query-014
program exemplars, which are then used to015
ground a retrieval-augmented reasoning proce-016
dure to synthesize programs for arbitrary ques-017
tions. BYOKG is effective over both small- and018
large-scale graphs, showing dramatic gains in019
zero-shot QA accuracy of 27.89 and 59.88 F1020
on GrailQA and MetaQA, respectively. We fur-021
ther find that performance of BYOKG reliably022
improves with continued exploration as well as023
improvements in the base LLM, notably out-024
performing a state-of-the-art fine-tuned model025
by 7.08 F1 on a sub-sampled zero-shot split026
of GrailQA. Lastly, we verify our universal-027
ity claim by evaluating BYOKG on a domain-028
specific materials science KG and show that it029
improves zero-shot performance by 46.33 F1.030

1 Introduction031

The ability to query structured data stores such as032

knowledge graphs (KGQA) via natural language is033

crucial for making the information within them ac-034

cessible (Liang, 2016; Das, 2022). However, most035

prior works that aim to create such interfaces as-036

sume the availability of some training data (query-037

program pairs) (Talmor and Berant, 2018; Keysers038

et al., 2020; Gu et al., 2021; Dutt et al., 2023a;039

Sen et al., 2023), which, in practice, might be un-040

realistic. For example, in scientific domains such041

as materials science and clinical decision-making, 042

training data may be completely unavailable due 043

to high collection costs or stringent privacy reg- 044

ulations (Sima et al., 2022). Further, even when 045

training data is available, models trained on one 046

dataset may not generalize o.o.d. to other datasets 047

of the same KG (Khosla et al., 2023). 048

In this work, we, therefore, set out to answer 049

the following question—can we develop a univer- 050

sal QA system that is ready for use with any KG, 051

within a reasonable amount of time (e.g., 24 hours), 052

and without any training data? To achieve this, a 053

model must efficiently and accurately learn to rea- 054

son over a KG with no prior knowledge of the query 055

distribution or the KG semantics. 056

BYOKG takes inspiration from the human ten- 057

dency to be curious—seeking challenges and 058

developing knowledge even in the absence of 059

well-defined rewards (Oudeyer et al., 2016; 060

Di Domenico and Ryan, 2017). Given a new KG, 061

a human practitioner begins familiarizing them- 062

selves with the graph by inspecting random nodes 063

and analyzing the various properties1 found in the 064

node neighborhoods. As this process continues 065

(crucially, without a task-specific information need 066

in mind), the practitioner develops an intuition for 067

the set of questions that can be answered with the 068

information present in the KG. 069

To mechanize this human tendency, BYOKG con- 070

sists of an exploration module, which combines 071

random walks over the KG nodes with a set of 072

graph operations (e.g. COUNT, ARGMAX, >=, etc.) to 073

produce programs of varying degrees of complex- 074

ity (STAGE 1; fig. 1). Our explorer is symbolic in 075

nature and has the goal of maximizing diversity 076

within the generated programs, akin to curiosity- 077

driven human learning (Ryan and Deci, 2000). 078

After sampling a diverse set of programs, 079

BYOKG leverages the strong generalization abil- 080

1For e.g., https://prop-explorer.toolforge.org/.
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with

Random Walks Exploration Corpus

Test Question
Who acted in the drama 
movie Wuthering Heights ?

Initialize set P0  
using entity linking

P0 = {m.7152}
("Wuthering Heights")

(JOIN genre p0) 
(JOIN starred_actors p0) 
(JOIN (R directed_by) p0)

t=0 t=1

(a) Enumerate expansion candidates starting w/ each p0  P0∈
P1 =

<latexit sha1_base64="5a3jtcUqnyUp6j2FJhbbgZl2/AM=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF49V7Ae0oWy2m3bpZhN2J0IJ/QdePCji1X/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh960X664VXcOskq8nFQgR6Nf/uoNYpZGXCGT1Jiu5yboZ1SjYJJPS73U8ISyMR3yrqWKRtz42fzSKTmzyoCEsbalkMzV3xMZjYyZRIHtjCiOzLI3E//zuimG134mVJIiV2yxKEwlwZjM3iYDoTlDObGEMi3srYSNqKYMbTglG4K3/PIqaV1Uvctq7b5Wqd/kcRThBE7hHDy4gjrcQQOawCCEZ3iFN2fsvDjvzseiteDkM8fwB87nD6F6jXA=</latexit>}

<latexit sha1_base64="5a3jtcUqnyUp6j2FJhbbgZl2/AM=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF49V7Ae0oWy2m3bpZhN2J0IJ/QdePCji1X/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh960X664VXcOskq8nFQgR6Nf/uoNYpZGXCGT1Jiu5yboZ1SjYJJPS73U8ISyMR3yrqWKRtz42fzSKTmzyoCEsbalkMzV3xMZjYyZRIHtjCiOzLI3E//zuimG134mVJIiV2yxKEwlwZjM3iYDoTlDObGEMi3srYSNqKYMbTglG4K3/PIqaV1Uvctq7b5Wqd/kcRThBE7hHDy4gjrcQQOawCCEZ3iFN2fsvDjvzseiteDkM8fwB87nD6F6jXA=</latexit>

} (b) Prune P1 to top-k using similarity with test question

(JOIN genre p0) 
(JOIN starred_actors p0) 
(JOIN (R directed_by) p0)

P1 =

<latexit sha1_base64="5a3jtcUqnyUp6j2FJhbbgZl2/AM=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF49V7Ae0oWy2m3bpZhN2J0IJ/QdePCji1X/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh960X664VXcOskq8nFQgR6Nf/uoNYpZGXCGT1Jiu5yboZ1SjYJJPS73U8ISyMR3yrqWKRtz42fzSKTmzyoCEsbalkMzV3xMZjYyZRIHtjCiOzLI3E//zuimG134mVJIiV2yxKEwlwZjM3iYDoTlDObGEMi3srYSNqKYMbTglG4K3/PIqaV1Uvctq7b5Wqd/kcRThBE7hHDy4gjrcQQOawCCEZ3iFN2fsvDjvzseiteDkM8fwB87nD6F6jXA=</latexit>}

<latexit sha1_base64="5a3jtcUqnyUp6j2FJhbbgZl2/AM=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF49V7Ae0oWy2m3bpZhN2J0IJ/QdePCji1X/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh960X664VXcOskq8nFQgR6Nf/uoNYpZGXCGT1Jiu5yboZ1SjYJJPS73U8ISyMR3yrqWKRtz42fzSKTmzyoCEsbalkMzV3xMZjYyZRIHtjCiOzLI3E//zuimG134mVJIiV2yxKEwlwZjM3iYDoTlDObGEMi3srYSNqKYMbTglG4K3/PIqaV1Uvctq7b5Wqd/kcRThBE7hHDy4gjrcQQOawCCEZ3iFN2fsvDjvzseiteDkM8fwB87nD6F6jXA=</latexit>

}

0.45 
0.95

Retrieve exemplars based on 
question similarity and 
schema coverage

(JOIN genre p0) 
(JOIN starred_actors p0)

P1 =

<latexit sha1_base64="5a3jtcUqnyUp6j2FJhbbgZl2/AM=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF49V7Ae0oWy2m3bpZhN2J0IJ/QdePCji1X/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh960X664VXcOskq8nFQgR6Nf/uoNYpZGXCGT1Jiu5yboZ1SjYJJPS73U8ISyMR3yrqWKRtz42fzSKTmzyoCEsbalkMzV3xMZjYyZRIHtjCiOzLI3E//zuimG134mVJIiV2yxKEwlwZjM3iYDoTlDObGEMi3srYSNqKYMbTglG4K3/PIqaV1Uvctq7b5Wqd/kcRThBE7hHDy4gjrcQQOawCCEZ3iFN2fsvDjvzseiteDkM8fwB87nD6F6jXA=</latexit>

}(c) Score each candidate p1  P1∈
<latexit sha1_base64="5a3jtcUqnyUp6j2FJhbbgZl2/AM=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF49V7Ae0oWy2m3bpZhN2J0IJ/QdePCji1X/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh960X664VXcOskq8nFQgR6Nf/uoNYpZGXCGT1Jiu5yboZ1SjYJJPS73U8ISyMR3yrqWKRtz42fzSKTmzyoCEsbalkMzV3xMZjYyZRIHtjCiOzLI3E//zuimG134mVJIiV2yxKEwlwZjM3iYDoTlDObGEMi3srYSNqKYMbTglG4K3/PIqaV1Uvctq7b5Wqd/kcRThBE7hHDy4gjrcQQOawCCEZ3iFN2fsvDjvzseiteDkM8fwB87nD6F6jXA=</latexit>}

Inverse-Consistency Re-rankingwith

Predicted program:  
(JOIN starred_actors m.7152) 
Predicted answer on execution:  
Merle Oberon

LLM

. . .

(repeat this step until no new expansion candidate is scored higher)

<latexit sha1_base64="yGv5thbjCU58NMx8i4z9lpXwpG4=">AAAB8HicbVBNSwMxEJ2tX7V+VT16CRbBU9mVoiIIBT14rGA/pLuUbJptQ5PskmSFsvRXePGgiFd/jjf/jWm7B219MPB4b4aZeWHCmTau++0UVlbX1jeKm6Wt7Z3dvfL+QUvHqSK0SWIeq06INeVM0qZhhtNOoigWIaftcHQz9dtPVGkWywczTmgg8ECyiBFsrPR4de1nSY/5k1654lbdGdAy8XJSgRyNXvnL78ckFVQawrHWXc9NTJBhZRjhdFLyU00TTEZ4QLuWSiyoDrLZwRN0YpU+imJlSxo0U39PZFhoPRah7RTYDPWiNxX/87qpiS6DjMkkNVSS+aIo5cjEaPo96jNFieFjSzBRzN6KyBArTIzNqGRD8BZfXiats6p3Xq3d1yr12zyOIhzBMZyCBxdQhztoQBMICHiGV3hzlPPivDsf89aCk88cwh84nz+DpJA+</latexit>

:= {pi}

<latexit sha1_base64="9iKLEHAVWC5qZ0o8ce5ZDsxLyZU=">AAACAHicbZDNSsNAFIVv6l+tf1EXLtwMFsFVSaSoy6IblxVsLbSxTKaTduhkEmYmQgnZ+CpuXCji1sdw59s4aYNo64GBj3PvZe49fsyZ0o7zZZWWlldW18rrlY3Nre0de3evraJEEtoiEY9kx8eKciZoSzPNaSeWFIc+p3f++Cqv3z1QqVgkbvUkpl6Ih4IFjGBtrL590AuxHhHM02Z2/8OdrG9XnZozFVoEt4AqFGr27c/eICJJSIUmHCvVdZ1YeymWmhFOs0ovUTTGZIyHtGtQ4JAqL50ekKFj4wxQEEnzhEZT9/dEikOlJqFvOvMV1XwtN/+rdRMdXHgpE3GiqSCzj4KEIx2hPA00YJISzScGMJHM7IrICEtMtMmsYkJw509ehPZpzT2r1W/q1cZlEUcZDuEITsCFc2jANTShBQQyeIIXeLUerWfrzXqftZasYmYf/sj6+AZ5Bpb8</latexit>

PX

<latexit sha1_base64="LLb6YdCg1uBnzqjEr2JEklwll80=">AAAB8nicbVDLSsNAFL2pr1pfVZduBovgqiQi6rKgC5cV7APaUCbTSTt0MgkzN0IJ/Qw3LhRx69e482+ctFlo64GBwzn3MueeIJHCoOt+O6W19Y3NrfJ2ZWd3b/+genjUNnGqGW+xWMa6G1DDpVC8hQIl7yaa0yiQvBNMbnO/88S1EbF6xGnC/YiOlAgFo2ilXj+iOGZUZt3ZoFpz6+4cZJV4BalBgeag+tUfxiyNuEImqTE9z03Qz6hGwSSfVfqp4QllEzriPUsVjbjxs3nkGTmzypCEsbZPIZmrvzcyGhkzjQI7mUc0y14u/uf1Ugxv/EyoJEWu2OKjMJUEY5LfT4ZCc4ZyagllWtishI2ppgxtSxVbgrd88ippX9S9q/rlw2WtcVfUUYYTOIVz8OAaGnAPTWgBgxie4RXeHHRenHfnYzFacoqdY/gD5/MHlsmReQ==</latexit>X <latexit sha1_base64="jnwRNPfJEzwJG2A/0mv6/Yd94/M=">AAACGHicbZDLSgMxFIYz9VbrbdSlm2ARKkidkaIiCEU3LivYC3RqyaRpG5rJxCQjlHH6Fm58FTcuFHHbnW9jekG0+kPg4z/nkHN+XzCqtON8Wqm5+YXFpfRyZmV1bX3D3tyqqDCSmJRxyEJZ85EijHJS1lQzUhOSoMBnpOr3Lkf16j2Riob8RvcFaQSow2mbYqSN1bQPz86hF+fumuIAiv3Bw0BAj3LoBUh3MWJxKbn95lriJU076+SdseBfcKeQBVOVmvbQa4U4CgjXmCGl6q4jdCNGUlPMSJLxIkUEwj3UIXWDHAVENeLxYQncM04LtkNpHtdw7P6ciFGgVD/wTedoSTVbG5n/1eqRbp82YspFpAnHk4/aEYM6hKOUYItKgjXrG0BYUrMrxF0kEdYmy4wJwZ09+S9UjvLucb5wXcgWL6ZxpMEO2AU54IITUARXoATKAINH8AxewZv1ZL1Y79bHpDVlTWe2wS9Zwy8KLp/b</latexit>

:= {(qp, p) | p 2 PX }

Figure 1: Overview. Given a new KG, a symbolic graph explorer generates diverse programs. Next, an LLM
generates questions for the programs using descriptions of schema items, which are then stored in an exploration
corpus. This process is done once for a KG. To answer a given question, BYOKG adopts a grounded reasoning
approach that iteratively synthesizes the correct program using retrieved exemplars from the exploration corpus.

ity of large language models (LLMs) (Brown et al.,081

2020; Wei et al., 2022; Touvron et al., 2023) to082

generate questions for each program (STAGE 2).083

However, we find that LLM outputs are often se-084

mantically inaccurate with respect to the program,085

particularly in the zero-shot setting. To improve086

LLM generation, we, thus, develop a novel inverse-087

consistency re-ranking method, which computes088

scores for generated queries based on the likeli-089

hood of the query re-generating the program. We090

also incorporate least-to-most (L2M) prompting091

(Zhou et al., 2023) to improve generation for multi-092

hop programs. Empirically, we find that both tech-093

niques greatly improve the accuracy of question094

generation and are essential in allowing us to oper-095

ate within our unsupervised setting.096

Finally, BYOKG uses the explored query-097

program pairs to perform reasoning in order to098

answer user queries (STAGE 3). With the motiva-099

tion of designing a QA system that can work on100

any KG, we opt for a semi-parametric approach101

instead of KG-specific fine-tuning. In particular,102

we build upon Pangu (Gu et al., 2023), an LLM-103

based discriminative procedure that iteratively syn-104

thesizes the predicted program guided by retrieved105

exemplars from the training data. We introduce sev-106

eral modifications, including a pruning step, which107

dramatically reduces runtime (by 88%) as well as 108

increases accuracy. 109

In summary, our contributions are as follows— 110

(a) we introduce BYOKG, a method that allows 111

practitioners to “bring their own KG” with no train- 112

ing data and have a natural language query inter- 113

face ready within a day. (b) Inspired by intrin- 114

sic motivation, we develop an LLM-backed explo- 115

ration module, which explores the KG to gather 116

query-program exemplars. We demonstrate that 117

ICL-based models that use our exploration perform 118

competitively with models that use annotated train- 119

ing data. (c) We show that our proposed inverse- 120

consistency re-ranking and L2M prompting greatly 121

improve the quality of zero-shot generation. (d) We 122

demonstrate that BYOKG is effective on both small- 123

(MoviesKG; 105 edges) and large-scale KGs (Free- 124

base; 3×109 edges). On GrailQA and MetaQA, 125

BYOKG provides dramatic improvements of 27.89 126

and 59.88 F1, respectively, over a zero-shot base- 127

line. (e) We show that BYOKG scales with model 128

size and even outperforms a state-of-the-art fine- 129

tuned model on zero-shot queries by 7.08 F1 on 130

GrailQA using a larger LM (GPT-3.5). (f) Finally, 131

we demonstrate that BYOKG is able to operate in 132

arbitrary domains without training data, showing a 133

strong 46.33 F1 gain using a materials science KG. 134
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2 Task Definition135

KGQA. A knowledge graph K is a set of triples,136

or facts, of the form E×R×(E ∪ L ∪ C), where E ,137

R, L, and C denote entities, binary relations, liter-138

als, and classes (entity types), respectively. KGQA139

is then defined as the task of finding a set of an-140

swers A over graph K for a natural language ques-141

tion q. In program synthesis, the task is evaluated142

as mapping q to a program pq (e.g. SPARQL or143

s-expression (Su et al., 2016)), which can deter-144

ministically be executed using a query engine to145

generate the answer set, i.e. evalK(pq) = Aq.146

Unsupervised KGQA. We define unsupervised147

KGQA as a zero-shot setting where no query su-148

pervision over the target distribution is available2.149

Unsupervised KGQA jointly addresses multiple150

dimensions of generalization—linguistic variabil-151

ity (Khosla et al., 2023), query complexity (Key-152

sers et al., 2020; Gu et al., 2021; Sen et al.,153

2023), domain transfer (Gu et al., 2021; Baek154

et al., 2023), and schema generalization (Das et al.,155

2021; Badenes-Olmedo and Corcho, 2023)—each156

of which has individually been shown to pose chal-157

lenges to current QA systems.158

3 Method159

BYOKG consists of three stages—graph explo-160

ration (§3.1), query generation (§3.2), and rea-161

soning (§3.3). First, our method explores the KG162

to enumerate a diverse set of executable programs.163

Next, each explored program is converted into a nat-164

ural language question by prompting an LLM with165

schema descriptions of the relations and classes166

in the program. Finally, BYOKG leverages its ac-167

quired knowledge from exploration to ground a168

bottom-up inference procedure to iteratively gener-169

ate the final program.170

3.1 Symbolic Graph Exploration171

The goal of graph exploration is to enumerate pos-172

sible programs that may be queried at test time.173

However, exhaustive enumeration is often imprac-174

tical with real-world KGs due to limited compute175

and time budgets. Instead, we construct a set of ex-176

plored programs PX that provides approximate177

coverage of query patterns supported by the KG.178

BYOKG uses a symbolic, graph-based (Su et al.,179

2This is a stronger generalization requirement than prior
work (Gu et al., 2021), where queries with even a single
schema item unseen at training are considered zero-shot.

2016) random walk procedure to enumerate a di- 180

verse set of executable programs. 181

Concretely, a symbolic agent begins exploration 182

by initializing a sub-program p0 at t = 0 with 183

a class c0 ∼ C. Next, the agent determines 184

Sp0 := {s
∣∣ s ∈ R ∪ C : reachable(p0, s)}, 185

the set of schema items reachable from p0. The 186

agent then picks an item s0 ∼ Sp0 to extend the 187

sub-program into p1. This process is repeated until 188

the desired complexity of the program (i.e. rela- 189

tion count) is satisfied. The agent then, option- 190

ally, samples a program function f ∼ F to apply 191

over pt, where F contains operators such as COUNT, 192

comparatives, and superlatives. To encourage di- 193

versity, we discard pt and repeat the process if 194

PX already contains pt
3. Finally, we ground the 195

classes appearing in pt randomly by sampling from 196

{e
∣∣ e ∈ E : evalK(pet ) ̸= ∅}, the set of entities 197

that lead to non-empty answer sets on program 198

execution. The grounded pet is then added to PX . 199

3.2 Natural Language Query Generation 200

For each p ∈ PX , we next generate a natural lan- 201

guage question qp to build an exploration corpus 202

X := {(qp, p)
∣∣ p ∈ PX } of query-program pairs. 203

To generate questions, we prompt an LLM with in- 204

structions and textual descriptions of schema items 205

relevant to each program (see A.5). Generating 206

accurate output without in-context exemplars, how- 207

ever, is challenging. To elicit reliable zero-shot gen- 208

eration, we, therefore, utilize two techniques—(1) 209

least-to-most prompting (Zhou et al., 2023), which 210

generates outputs for complex programs in a step- 211

by-step manner, and (2) a novel inverse-consistency 212

method to re-rank LLM generations by scoring the 213

inverse task of program generation. 214

3.2.1 Least-to-Most Prompting 215

Several prior works (Jung et al., 2022; Zhou et al., 216

2023; Drozdov et al., 2023) have tackled complex 217

generative tasks by providing intermediate super- 218

vision via iteratively prompting the model with 219

its own generations as additional context. Using 220

these observations, we implement a least-to-most 221

(L2M) prompting strategy that first decomposes p 222

into simpler sub-programs (p1, p2, . . . , pn) of in- 223

creasing complexity using bottom-up parsing. We 224

then generate a question qpi for each sub-program, 225

appending each (pj , qpj ) for j < i as additional 226

3We set the max. number of programs per pattern to 5.
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demonstrations in the prompt (see E.1).4 In A.4,227

we show that L2M is crucial in unlocking deliber-228

ate, “System 2” reasoning (Kahneman, 2011) for229

complex queries in the zero-shot setting.230

3.2.2 Inverse-Consistency Re-ranking231

We observe that even when LLMs can produce the232

right answer within a top-k set of generations (e.g.,233

from beam search), they do not always rank the234

correct answer as the top prediction, particularly235

with smaller models and in the unsupervised set-236

ting, rendering their use infeasible (see F.1). To237

tackle this, we introduce a re-ranking mechanism238

that scores output sequences from an LM using the239

likelihood of an inverse task, i.e. how likely the240

input sequence is given the output.241

Concretely, consider a generative task T :=
y | I,D, x, where x is a sequence of query to-
kens, y is the target sequence of tokens to be pre-
dicted by a decoding algorithm, I is the textual
instruction for the task, and D is the set of in-
context demonstrations (D = ∅ in the unsuper-
vised setting). The prediction ypred for T is the top-
ranked sequence from a list of candidates ycands
generated by the decoding algorithm measured us-
ing length-normalized log-probability scores, i.e.
ypred := argmaxy∈ycands log Pr(y | I,D, x) / |y|.
To re-rank ycands, we now construct the following
inverse task:

T−1 := x | I−1, D−1, y,

i.e. the task of predicting the query sequence x
given an output sequence y from T , along with a
new instruction I−1 for the inverse task and, op-
tionally, an inverted demonstration set D−1. For
e.g., for the task of query generation, the inverse
task is program synthesis. The new prediction is
then given by

ypred := argmax
y∈ycands

log Pr(x | I−1, D−1, y) / |x|.

Scoring T−1 for a single y requires only one for-242

ward pass to get the next-token logit distribution at243

each position, allowing efficient computation of the244

log-probability score of the fixed-sequence x given245

y. Scores over the entire set ycands can simply be246

computed using a batched forward pass. Inverse-247

consistency indeed improves generation accuracy248

4Query decomposition with s-expressions is
straightforward—starting from the inner-most clause,
the next sub-program is generated by simply including all the
terms within the next parenthetic level.

(A.3) and enables BYOKG to use smaller models 249

to scale exploration. We also note the close rela- 250

tion with PMI-scoring (Holtzman et al., 2021), but 251

observe differing behavior in practice (see A.8). 252

3.3 Bottom-up Reasoning 253

With a corpus of query-program pairs in place, we 254

now require a method to synthesize programs given 255

natural language queries at test time. To use a 256

single model with any KG, a key desiderata is to 257

avoid KG-specific parameter tuning (Khosla et al., 258

2023). We, therefore, use an ICL approach using 259

demonstrations from the exploration corpus within 260

an enumerate-and-rank procedure. We adapt the 261

method in Gu et al. (2023) with modifications that 262

provide speed and accuracy gains to allow BYOKG 263

to operate well in the unsupervised setting. 264

Concretely, given a test question qtest, BYOKG

first instantiates a set of candidate sub-programs
P0 at t = 0 with all the topic entities, classes, and
literals found in the question, extracted using off-
the-shelf linkers (Li et al., 2020; Agarwal et al.,
2022). In each subsequent timestep t, the reasoner
determines which sub-programs from the previous
step should further be extended. To do this, we use
an LLM to compute5 the likelihood of each sub-
program being the parse for qtest conditioned on
retrieved demonstrations Dtest from exploration,
and retain the top-k candidates

Pt−1 := arg topk
pit−1∈Pt−1

LLM(pit−1, qtest, Dtest).

We additionally define

Pbest := arg topk
p∈Pbest∪Pt−1

LLM(p, qtest, Dtest)

as the best set of candidates across timesteps. After
scoring, the reasoner extends each pit−1 ∈ Pt−1 us-
ing an extensible set of program expansion heuris-
tics (Gu and Su, 2022) to construct the candidate
set for the next timestep,

Pt := {extend(pit−1, Spit−1
, Pbest)

∣∣∣ pit−1 ∈ Pt−1},

where Spit−1
is the set of schema items reach- 265

able from pit−1 and Pbest is the set of best- 266

k candidates so far. The process terminates 267

when no new sub-program is added to Pbest, at 268

which point we output the prediction ppred := 269

argmaxp∈Pbest
LLM(p, qtest, Dtest). 270

5LLM scoring tends to prefer candidates with repeated
relations. We, thus, penalize the final score based on the
count of repeated relations. We do not add this penalty on
MoviesKG due to the formulaic nature of the evaluation set.
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ICL from exploration. To make predictions us-271

ing an LLM, BYOKG takes a few-shot prompting272

approach to score candidate sub-programs condi-273

tioned on reasoning patterns for similar questions274

seen during exploration. A typical approach is to275

retrieve the k-most similar exemplars from X using276

the cosine similarity of exploration queries with the277

test query as measured using a sentence embedding278

model (Reimers and Gurevych, 2019). Follow-279

ing prior work (Thai et al., 2023), we additionally280

anonymize topic entities mentioned within ques-281

tions to retrieve similar program patterns instead282

of similar topic entities. For instance, the question283

“How many trophies has Manchester United won?”284

would be anonymized to “How many trophies has285

sports.team won?”.286

Candidate pruning. Scoring candidates can en-287

tail arbitrary latency depending on the number of288

candidates to score, making reasoning impracti-289

cally slow when the candidate set Pt to be scored290

is very large (Table 10). We, therefore, introduce a291

candidate pruning step that restricts the size of the292

candidate set to at most 10 at each step of reasoning293

based on the similarity of anonymized candidate294

programs with the anonymized natural language295

test question using the sentence embedding model296

from retrieval. To keep our setup KG-agnostic, we297

do not fine-tune this model. As shown in A.6, we298

find that not only does pruning improve efficiency,299

but it also results in more accurate reasoning.300

Inverse-consistency for candidate re-ranking.301

When schema items are completely unseen during302

exploration, we find that LLM scoring erroneously303

assigns high scores to irrelevant candidates that304

may resemble the retrieved exemplars (see F.2).305

To address this problem, we re-use inverse-306

consistency (§3.2.2) to re-rank the final candidate307

set Pbest. Concretely, we construct the inverse task,308

denoted by LLM−1(·, ·), to be one of zero-shot ques-309

tion generation. To make predictions, we use a310

weighted combination of the original and inverse311

scores using weight α6, resulting in312

rerank(p, q,D) := αLLM(p, q,D) + \313

(1− α)LLM−1(p, q),314

which leads to the final prediction

ppred := argmax
p∈Pbest

rerank(p, qtest, Dtest).

6We do not tune α, in keeping with our setting of not
assuming a dev set, and set its value to 0.5 in all experiments.

4 Experiments 315

4.1 Graphs and Datasets 316

For our larger-scale experiments, we use Free- 317

base (Bollacker et al., 2008) and evaluate QA 318

performance on the GrailQA (Gu et al., 2021) 319

dataset. For smaller, domain-specific evaluation, 320

we use MoviesKG (Miller et al., 2016) and the 321

MetaQA (Zhang et al., 2018) dataset. Note that in 322

the unsupervised setting, all datasets are o.o.d..7 323

4.2 Evaluation Metrics 324

Our primary metric is the F1-score between the 325

predicted and reference answer sets. Several prior 326

works (on MetaQA), however, only provide ranked 327

entities. To compare, we report Hits@1, assigning 328

rank 1 to each answer in our prediction set. 329

4.3 Models 330

We use MPT-Instruct (MosaicML-NLP-Team, 331

2023) (7B) for our main experiments. To demon- 332

strate the scaling behavior of BYOKG, we addi- 333

tionally use MPT-30B as well as GPT-3.5 (Brown 334

et al., 2020) with the text-davinci-003 variant8. 335

4.4 Experimental Settings 336

4.4.1 Unsupervised 337

Our main experimental setting evaluates models 338

with no access to any query supervision. 339

Zero-shot represents our bottom-up reasoning 340

procedure from §3.3 but without any in-context 341

demonstrations to score sub-programs at each step. 342

ICL + Exploration represents our proposed 343

BYOKG method. In this setting, in-context demon- 344

strations are retrieved from the exploration corpus 345

X , which we limit to 10K programs based on our 346

time and compute budget. We also include in this 347

setting results with Pangu-ICL (Gu et al., 2023), 348

the few-shot variant of a KGQA method closely 349

related to the bottom-up reasoning procedure of 350

BYOKG. 351

4.4.2 Supervised 352

To situate our evaluations in the unsupervised set- 353

ting, we also include a comparison with methods 354

that have access to curated training data. 355

ICL + Train Set is the setting where both 356

BYOKG and Pangu retrieve demonstrations from 357

7See Appendix C.1 for details on the datasets and KGs.
8Of the available variants, only text-davinci, text-curie, and

text-babbage are compatible with BYOKG since we require
access to log-probabilities to score sequences.
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Method Model Overall I.I.D. Compositional Zero-shot

Supervised Pangu-FT (SOTA) T5-3B 81.7 88.8 81.5 78.5

(w/ train set) Pangu-ICL + T1k Codex 65.0 73.7 64.9 61.1
Pangu-ICL† + T10k MPT-7B 44.67 58.15 40.90 40.15
BYOKG + T10k MPT-7B 46.61 58.29 45.14 41.89

Unsupervised Zero-shot MPT-7B 18.58 19.13 16.34 19.33
Pangu-ICL† + X MPT-7B 42.44 (∆+23.86) 45.08 38.79 42.85
BYOKG + X (OURS) MPT-7B 46.47 (∆+27.89) 48.91 43.22 46.80

Table 1: KGQA Results on GrailQA. F1-scores for BYOKG in the unsupervised setting on the GrailQA test set
compared to a zero-shot baseline and Pangu. For reference, we also report performance with models that use
training data—ICL with randomly sampled training exemplars (T1k and T10k) as well as a state-of-the-art fine-tuned
model. We find that BYOKG + X improves zero-shot performance by 2.5x (nearly matching the performance of
its supervised counterpart). BYOKG also demonstrates stable performance across generalization splits (σ = 2.35),
whereas supervised methods (σ = 7.09) show drops in performance on the compositional and zero-shot splits. (†
indicates our re-implementaton)

Model Overall I.I.D. Comp. Z-shot

Pangu-FT 81.68 92.81 79.97 73.91
Pangu-Codex 65.0 73.7 64.9 61.1

BYOKG + X (OURS)
MPT-7B 66.79 70.40 61.35 69.08
MPT-30B 69.58 (∆+2.79) 73.10 65.14 70.95
GPT-3.5 75.16 (∆+8.37) 73.89 70.33 80.99

Table 2: BYOKG Accuracy v/s Model Scale. F1-scores
for BYOKG + X using 300 randomly sampled questions
from the GrailQA dev set. (a) BYOKG shows gains in
accuracy with improvements in the underlying LLM.
(b) BYOKG with GPT-3.5 shows stable performance
across generalization splits (unlike Pangu with training
data). (c) BYOKG outperforms Pangu-FT on the zero-
shot split by 7.08 points. (∗Note: Pangu-Codex test set
results are included only to provide an estimate of ICL
performance with a similar model.)

a randomly sampled subset of 10K training ex-358

emplars T10k. On GrailQA, we also report pub-359

lished Pangu-ICL (1000-shot) results with OpenAI360

Codex (Chen et al., 2021)9.361

Fine-tuned includes Pangu-FT, a fine-tuned T5-362

3B (Raffel et al., 2020) variant of Pangu trained us-363

ing the full train set of 44K exemplars on GrailQA,364

and is currently the state-of-the-art (without ensem-365

bling). On MetaQA, we include NSM-FT (He et al.,366

2021), a fine-tuned method trained using teacher-367

student networks over 329K training exemplars.368

Although these models comprise dataset-specific369

parameters, we include them to provide an estimate370

of an upper-bound10.371

9LLM for instruction-following on code (now deprecated).
10No strict bound exists for unsupervised performance to

be lower than supervised. See Fig. 2 for scaling trends.

5 Results 372

Exploration leads to substantial gains in the 373

unsupervised setting. On both GrailQA with 374

the Freebase KG (Table 1) and MetaQA with 375

the MoviesKG (Table 3), we find that unsuper- 376

vised exploration leads to dramatic gains over 377

the zero-shot baseline. Specifically, our proposed 378

BYOKG + X results in large 27.89 F1 (2.5x) and 379

59.88 F1 (4.9x) improvements on GrailQA and 380

MetaQA, respectively. 381

BYOKG exhibits better compositional general- 382

ization than Pangu. On GrailQA, BYOKG out- 383

performs Pangu by 4.03 F1 (Table 1) and on 384

MetaQA by a large 20.63 F1 (Table 3) when evalu- 385

ated with our exploration corpus. Note that explo- 386

ration provides only partial coverage over evalua- 387

tion queries (as shown in Table 6). Therefore, mod- 388

els must compositionally assemble sub-expressions 389

from relevant exemplars to make predictions. For 390

instance, on MetaQA, we find that training data 391

provides perfect test pattern coverage, which trans- 392

lates to similar performance with both BYOKG and 393

Pangu. With the exploration corpus, however, cov- 394

erage of test patterns drops to nearly 70%, resulting 395

in a large 30.93 point drop using Pangu and only 396

6.79 with BYOKG, highlighting the strong compo- 397

sitional generalizability of our method. 398

BYOKG with exploration is competitive with su- 399

pervised ICL. We observe that BYOKG + X is 400

able to nearly match BYOKG + T10k (row 4 and 401

7 in Table 1) on GrailQA. Notably, we find that 402

unsupervised BYOKG is, in fact, able to outper- 403

form supervised Pangu when the underlying base 404

model is held constant (MPT-7B). On MetaQA, the 405
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Overall 1-hop 2-hop 3-hop

Method F1 Hits@1 F1 Hits@1 F1 Hits@1 F1 Hits@1

Supervised NSM-FT (SOTA) - 98.82 - 97.1 - 99.9 - 98.9

(w/ train set) Pangu-ICL† + T10k 85.61 92.38 97.88 98.80 93.43 94.21 69.82 86.01
BYOKG + T10k 82.10 87.31 97.95 98.27 90.24 90.76 62.57 76.08

Unsupervised Zero-shot 15.43 25.11 34.07 41.67 8.10 11.42 10.09 27.84
Pangu-ICL† + X 54.68 (∆+39.25) 64.87 59.32 63.40 62.67 66.74 44.60 63.96
BYOKG + X (OURS) 75.31 (∆+59.88) 83.01 94.83 95.25 80.28 81.85 56.54 75.69

Table 3: KGQA Results on MetaQA. F1-scores for BYOKG in the unsupervised setting on the MetaQA test
set compared to a zero-shot baseline and Pangu. For reference, we also report supervised ICL baselines with
10K randomly sampled training examples (T10k) and NSM, a state-of-the-art fine-tuned LSTM. Exploration (X )
improves zero-shot F1 performance by 3.5x using Pangu and 4.9x using BYOKG. Further, BYOKG + X closes the
gap with the best-performing supervised baseline to within only 10.3 F1. († indicates our re-implementaton; all ICL
methods are evaluated using MPT-7B.)

gap between BYOKG + X and supervised ICL is406

a larger 6.79 F1, which can be explained by the407

formulaic nature of questions in MetaQA, resulting408

in all patterns being covered by the training set (see409

Table 6). Overall, our results demonstrate that ex-410

ploration is a viable means to provide unsupervised411

grounding for reasoning.412

BYOKG with exploration leads to more consis-413

tent performance across generalization splits414

versus supervised methods. In Table 1, we find415

that BYOKG + X demonstrates low variance (2.35416

versus 7.09 standard deviation using X and T10k,417

respectively) in performance across generalization418

splits while methods using training data show fluc-419

tuations (drops) in performance on both composi-420

tional and zero-shot splits. We argue that the un-421

supervised nature of exploration allows BYOKG to422

discover reasoning patterns without additional bias423

introduced by a training distribution, thus allowing424

it to generalize well.425

BYOKG improves with model scale. To evalu-426

ate potential gains with BYOKG by improving the427

underlying LLM, we compare KGQA performance428

using MPT-7B versus MPT-30B and GPT-3.5, a429

state-of-the-art instruction-tuned LLM from Ope-430

nAI. Due to a limited budget of $100, we sample431

a small set of 300 questions from the GrailQA dev432

set and evaluate BYOKG + X . Table 2 shows that433

improving the base model indeed leads to consis-434

tent gains in KGQA performance, with MPT-30B435

and GPT-3.5 showing improvements of 2.79 and436

8.37 F1, respectively. BYOKG + GPT-3.5 addi-437

tionally demonstrates more consistent performance438

across generalization splits as compared to Pangu-439

FT (state-of-the-art) and, notably, outperforms it440

on zero-shot queries by 7.08 F1. 441

Method Overall I.I.D. Zero-shot

Zero-shot 15.92 13.75 22.42
BYOKG + X 62.25 (∆+46.33) 63.85 57.44

Table 4: KGQA Results on MatKG. F1-scores for
BYOKG with 9,445 explored programs on a test set
of 100 questions (75/25 i.i.d./zero-shot) compared to a
zero-shot baseline using MPT-7B.

Case Study: Materials Science KG. We, next, 442

evaluate the ability of BYOKG to work in arbitrary, 443

specialized domains by creating a natural language 444

interface for an unseen KG from materials science 445

using MatKG (Venugopal et al., 2022)11. Since 446

the graph is not accompanied by a set of natural 447

language questions, we randomly sample 100 pro- 448

grams up to 3-hops with unique query patterns 449

and manually annotate them to construct a test set 450

(see B). As shown in Table 4, BYOKG + X (with 451

|X | ≈ 10K) results in a large 46.33 F1 gain over 452

zero-shot reasoning that uses no exploration. 453

Analyses and ablations. (a) As show in Ap- 454

pendix A.1, it is impractical to exhaustively sample 455

all program patterns from real-world KGs when 456

operating under a time budget, resulting in lower 457

coverage with exploration compared with a cu- 458

rated training set (∆-36.94, GrailQA; ∆-30.61, 459

MetaQA). Despite this lower coverage, the com- 460

petitive performance of BYOKG (Tables 1 and 461

3) points to its strong ability to reason with un- 462

11To the best of our knowledge, this KG is not
part of the pre-training corpus for the MPT family of
models. See https://www.mosaicml.com/blog/mpt-7b#
building-with-mosaicml-platform.
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seen patterns. (b) In Appendix A.2, we show that463

BYOKG continues to scale with additional explo-464

ration, notably showing a positive slope even at465

44K programs12. Additionally, we find that inverse-466

consistency re-ranking allows BYOKG to match467

(and exceed) the performance of standard predic-468

tions with a nearly 9x reduction in exploration cost.469

(c) In Appendix A.3 and Appendix A.4, we verify470

the efficacy of inverse-consistency re-ranking and471

L2M for question generation. On human evalu-472

ations, we find that inverse-consistency provides473

a large 22.5 point gain in semantic accuracy and474

L2M results in a gain of 17.5 points. Additionally,475

we include an ablation in Appendix A.7 to show476

that inverse-consistency also improves reasoning477

accuracy (∆+4.94 and ∆+0.83 F1 on GrailQA and478

MetaQA, respectively). (d) In Appendix A.5, we479

provide an ablation to verify the beneficial effect480

of providing natural language schema descriptions481

to the LLM for question generation. (e) Finally, in482

Appendix A.6, we analyze the effect of candidate483

pruning during reasoning and find that our most484

aggressive setting (k = 10) not only reduces infer-485

ence cost/query to 13s (8x ↓ v/s no pruning) but486

also results in greater accuracy (∆+2.5 F1).487

6 Related Work13488

KGQA Generalization. KGQA beyond i.i.d.489

samples has seen progress both in terms of new490

benchmarks (Gu et al., 2021; Dutt et al., 2023b)491

as well as methods (Yu et al., 2023; Shu et al.,492

2022a; Ye et al., 2022; Gu and Su, 2022). Re-493

cently, works have also investigated generaliza-494

tion to unseen KGs (Dutt et al., 2022; Gao et al.,495

2023). However, these methods all assume access496

to some curated training data, which is completely497

unavailable in our unsupervised setting. We also498

highlight Bio-SODA (Sima et al., 2021), which499

shares our unsupervised setting. Their approach500

uses string similarity to match query tokens with501

KG schema items, rank them using a PageRank-502

based importance measure, construct a query graph503

using Steiner trees, and finally convert the graphs504

into SPARQL queries. However, this method is505

unable to handle complex queries — aggregations,506

superlatives, comparatives, conjunctions, amongst507

others. In concurrent work, Li et al. (2023b) pro-508

pose a method to train KGQA models from syn-509

12We set our maximum budget to 44K to mirror the size of
the curated training set.

13Please refer to Appendix D for further related work.

thetic data using LLMs. Unlike BYOKG, however, 510

their work utilizes unlabeled queries from the train 511

set as weak supervision and is, thus, not fully un- 512

supervised. Beyond structured queries, our work 513

is also related to PAQ (Lewis et al., 2021), which 514

over-generates questions over Wikipedia but, cru- 515

cially, returns only a cached response at test time 516

instead of reasoning as in BYOKG. 517

KGQA with ICL. Many recent works have at- 518

tempted to unify LLMs and knowledge graphs 519

(Tian et al., 2023; Tan et al., 2023; Li et al., 2023a). 520

However, most prior works require a training cor- 521

pus to retrieve in-context demonstrations, which is 522

unavailable in our setting. A prior work that does 523

operate in a completely zero-shot setting is Baek 524

et al. (2023), where triples are retrieved from the 525

KG to generate the final answer. However, this 526

method does not provide the answer text alone due 527

to a generative strategy14 making it largely incom- 528

parable with BYOKG. 529

Grounded Multi-Step Reasoning. Bottom-up 530

parsing iteratively builds a solution for complex 531

problems in several prior works in semantic pars- 532

ing (Rubin and Berant, 2021; Gu and Su, 2022; 533

Ye et al., 2022; Gu et al., 2023). BYOKG fur- 534

ther grounds each step of bottom-up parsing to the 535

KG using a case-based reasoning (CBR) approach, 536

which has widely been applied in various tasks, 537

such as link prediction (Das et al., 2022), semantic 538

parsing (Das et al., 2021; Awasthi et al., 2023), and 539

reading comprehension (Thai et al., 2023). 540

7 Conclusion 541

We introduce BYOKG—a universal KGQA system 542

to work with any target KG and without any human- 543

annotated training data. BYOKG mimics curiosity- 544

driven learning in humans by first exploring the 545

unseen KG, followed by using the acquired knowl- 546

edge to answer questions. Our method combines 547

LLMs with graph traversal to explore the KG and 548

then reason over the explored paths to answer arbi- 549

trary user queries over the graph. We further intro- 550

duce techniques to improve zero-shot performance 551

with LLMs, including an inverse-consistency re- 552

ranking method. On two popular datasets and KGs, 553

we demonstrate the efficacy of BYOKG and present 554

detailed analyses of the several design choices. 555

14They use a “generative accuracy” metric, which considers
a prediction correct if the tokens of an answer entity are found
anywhere within the generated text.
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Limitations556

While BYOKG satisfies several desiderata that we557

set out to meet, we discuss a few limitations of our558

current system, which may serve as useful future559

directions for improvement.560

Despite efforts to control generations from561

LLMs, we observe that BYOKG is susceptible to562

hallucinations. For instance, during question gener-563

ation, models may generate semantically inaccurate564

queries for their corresponding programs. While565

BYOKG is robust to some noise during exploration,566

inaccuracies at scale are crippling to the retrieval-567

augmented reasoning procedure, which relies on568

coherent exemplars to score program candidates.569

A plausible explanation for this behavior is our re-570

striction on using off-the-shelf pre-trained models571

that are not explicitly trained for KGQA. Future572

directions may explore using models pre-trained573

for KGQA or even KG-specific parameter tuning.574

Second, while we reduce latency by 8x com-575

pared to a naive implementation by introducing576

candidate pruning, our iterative “System 2” reason-577

ing may not satisfy stringent response time require-578

ments, which are better served by single-shot in-579

ference. Caching does address this limitation to an580

extent, but future work may explore how programs581

can be synthesized more efficiently for complex,582

multi-hop queries.583

Third, the primary goal of BYOKG is to provide584

a query interface without any human intervention.585

However, as a prerequisite, we assume the avail-586

ability of a schema enumerating the classes and587

relations present in the KG along with their natural588

language descriptions. Our assumption is based589

on the common availability of such a file accom-590

panying most real-world KGs. In the absence of591

this data, BYOKG would, thus, currently require592

human annotations. Further leaning on the broad-593

spectrum generalization abilities of LLMs, future594

work may explore automatically generating such595

schema descriptions.596

Lastly, we find that while inverse-consistency597

does reliably improve the quality of both question598

generation as well candidate scoring during reason-599

ing in aggregate, it can result in converting a pre-600

viously correct vanilla prediction into an error. To601

further improve the accuracy of BYOKG, it would602

thus be a promising direction to determine when603

and when not to use inverse-consistency re-ranking.604

Broader Impact 605

The methodology we use in BYOKG has the poten- 606

tial to improve information access in several do- 607

mains that contain structured information but may 608

lack the expertise or resources to construct complex 609

query interfaces, dramatically improving the avail- 610

ability of information in previously opaque settings. 611

This democratization of access, particularly in the 612

public domain, also holds promise to empower reg- 613

ular individuals to be better-informed about poli- 614

cies and activities that directly affect them and may, 615

consequently, improve their participation to build 616

more egalitarian societies. 617

However, we caution that systems that build 618

upon large language models should be deployed in 619

real-world settings with utmost care. In particular, 620

due to a growing trend of closed-source develop- 621

ment and release of models, unaccompanied by 622

refereed technical documents, it is not always ap- 623

parent as to the nature of the data that LLMs are 624

pre-trained on. This has the potential of perpetuat- 625

ing factual inaccuracies and biases prevalent in cor- 626

pora collected from the internet. Indeed, BYOKG 627

is not immune to these pathologies and future work 628

should study and address methods to detect and 629

prevent such behavior. 630

References 631

Dhruv Agarwal, Rico Angell, Nicholas Monath, and 632
Andrew McCallum. 2022. Entity linking via ex- 633
plicit mention-mention coreference modeling. In 634
Proceedings of the 2022 Conference of the North 635
American Chapter of the Association for Computa- 636
tional Linguistics: Human Language Technologies, 637
pages 4644–4658, Seattle, United States. Association 638
for Computational Linguistics. 639

Abhijeet Awasthi, Soumen Chakrabarti, and Sunita 640
Sarawagi. 2023. Structured case-based reason- 641
ing for inference-time adaptation of text-to-sql 642
parsers. In Proceedings of the Thirty-Seventh AAAI 643
Conference on Artificial Intelligence and Thirty- 644
Fifth Conference on Innovative Applications of 645
Artificial Intelligence and Thirteenth Symposium 646
on Educational Advances in Artificial Intelligence, 647
AAAI’23/IAAI’23/EAAI’23. AAAI Press. 648

Carlos Badenes-Olmedo and Oscar Corcho. 2023. 649
Muheqa: Zero-shot question answering over mul- 650
tiple and heterogeneous knowledge bases. Semantic 651
Web, (Preprint). 652

Jinheon Baek, Alham Fikri Aji, and Amir Saffari. 2023. 653
Knowledge-augmented language model prompting 654
for zero-shot knowledge graph question answering. 655
arXiv preprint arXiv:2306.04136. 656

9

https://doi.org/10.18653/v1/2022.naacl-main.343
https://doi.org/10.18653/v1/2022.naacl-main.343
https://doi.org/10.18653/v1/2022.naacl-main.343
https://doi.org/10.1609/aaai.v37i11.26476
https://doi.org/10.1609/aaai.v37i11.26476
https://doi.org/10.1609/aaai.v37i11.26476
https://doi.org/10.1609/aaai.v37i11.26476
https://doi.org/10.1609/aaai.v37i11.26476


Kurt Bollacker, Colin Evans, Praveen Paritosh, Tim657
Sturge, and Jamie Taylor. 2008. Freebase: a collabo-658
ratively created graph database for structuring human659
knowledge. In Proceedings of the 2008 ACM SIG-660
MOD international conference on Management of661
data, pages 1247–1250.662

Tom Brown, Benjamin Mann, Nick Ryder, Melanie663
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind664
Neelakantan, Pranav Shyam, Girish Sastry, Amanda665
Askell, et al. 2020. Language models are few-shot666
learners. In Neurips.667

Mark Chen, Jerry Tworek, Heewoo Jun, Qiming668
Yuan, Henrique Ponde de Oliveira Pinto, Jared Ka-669
plan, Harri Edwards, Yuri Burda, Nicholas Joseph,670
Greg Brockman, et al. 2021. Evaluating large671
language models trained on code. arXiv preprint672
arXiv:2107.03374.673

Mike Conover, Matt Hayes, Ankit Mathur, Jianwei Xie,674
Jun Wan, Sam Shah, Ali Ghodsi, Patrick Wendell,675
Matei Zaharia, and Reynold Xin. 2023. Free dolly:676
Introducing the world’s first truly open instruction-677
tuned llm.678

Rajarshi Das. 2022. Nonparametric Contextual Reason-679
ing for Question Answering over Large Knowledge680
Bases. Doctoral dissertation.681

Rajarshi Das, Shehzaad Dhuliawala, Manzil Zaheer,682
Luke Vilnis, Ishan Durugkar, Akshay Krishnamurthy,683
Alex Smola, and Andrew McCallum. 2018. Go for a684
walk and arrive at the answer: Reasoning over paths685
in knowledge bases using reinforcement learning. In686
International Conference on Learning Representa-687
tions.688

Rajarshi Das, Ameya Godbole, Ankita Naik, Elliot689
Tower, Manzil Zaheer, Hannaneh Hajishirzi, Robin690
Jia, and Andrew McCallum. 2022. Knowledge base691
question answering by case-based reasoning over692
subgraphs. In International conference on machine693
learning, pages 4777–4793. PMLR.694

Rajarshi Das, Manzil Zaheer, Dung Thai, Ameya God-695
bole, Ethan Perez, Jay Yoon Lee, Lizhen Tan, Lazaros696
Polymenakos, and Andrew McCallum. 2021. Case-697
based reasoning for natural language queries over698
knowledge bases. In Proceedings of the 2021 Confer-699
ence on Empirical Methods in Natural Language Pro-700
cessing, pages 9594–9611, Online and Punta Cana,701
Dominican Republic. Association for Computational702
Linguistics.703

Xiang Deng, Yu Gu, Boyuan Zheng, Shijie Chen,704
Samuel Stevens, Boshi Wang, Huan Sun, and Yu Su.705
2023. Mind2web: Towards a generalist agent for the706
web. arXiv preprint arXiv:2306.06070.707

Stefano I Di Domenico and Richard M Ryan. 2017. The708
emerging neuroscience of intrinsic motivation: A new709
frontier in self-determination research. Frontiers in710
human neuroscience.711

Andrew Drozdov, Nathanael Schärli, Ekin Akyürek, 712
Nathan Scales, Xinying Song, Xinyun Chen, Olivier 713
Bousquet, and Denny Zhou. 2023. Compositional 714
semantic parsing with large language models. In 715
The Eleventh International Conference on Learning 716
Representations. 717

Ritam Dutt, Kasturi Bhattacharjee, Rashmi Gangadhara- 718
iah, Dan Roth, and Carolyn Rose. 2022. PerKGQA: 719
Question answering over personalized knowledge 720
graphs. In Findings of the Association for Compu- 721
tational Linguistics: NAACL 2022, pages 253–268, 722
Seattle, United States. Association for Computational 723
Linguistics. 724

Ritam Dutt, Sopan Khosla, Vinayshekhar Bannihatti Ku- 725
mar, and Rashmi Gangadharaiah. 2023a. Designing 726
harder benchmarks for evaluating zero-shot general- 727
izability in question answering over knowledge bases. 728
In ACL 2023 Workshop on Natural Language Rea- 729
soning and Structured Explanations. 730

Ritam Dutt, Sopan Khosla, Vinayshekhar Bannihatti 731
Kumar, and Rashmi Gangadharaiah. 2023b. Design- 732
ing harder benchmarks for evaluating zero-shot gen- 733
eralizability in question answering over knowledge 734
bases. 735

Mikhail Galkin, Xinyu Yuan, Hesham Mostafa, Jian 736
Tang, and Zhaocheng Zhu. 2023. Towards founda- 737
tion models for knowledge graph reasoning. arXiv 738
preprint arXiv:2310.04562. 739

Deep Ganguli, Liane Lovitt, Jackson Kernion, Amanda 740
Askell, Yuntao Bai, Saurav Kadavath, Ben Mann, 741
Ethan Perez, Nicholas Schiefer, Kamal Ndousse, 742
et al. 2022. Red teaming language models to re- 743
duce harms: Methods, scaling behaviors, and lessons 744
learned. arXiv preprint arXiv:2209.07858. 745

Jianfei Gao, Yangze Zhou, and Bruno Ribeiro. 2023. 746
Double permutation equivariance for knowledge 747
graph completion. arXiv preprint arXiv:2302.01313. 748

Yu Gu, Xiang Deng, and Yu Su. 2023. Don’t generate, 749
discriminate: A proposal for grounding language 750
models to real-world environments. In Proceedings 751
of the 61st Annual Meeting of the Association for 752
Computational Linguistics (Volume 1: Long Papers), 753
pages 4928–4949, Toronto, Canada. Association for 754
Computational Linguistics. 755

Yu Gu, Sue Kase, Michelle Vanni, Brian Sadler, Percy 756
Liang, Xifeng Yan, and Yu Su. 2021. Beyond iid: 757
three levels of generalization for question answering 758
on knowledge bases. In Web Conference. 759

Yu Gu and Yu Su. 2022. ArcaneQA: Dynamic program 760
induction and contextualized encoding for knowl- 761
edge base question answering. In Proceedings of 762
the 29th International Conference on Computational 763
Linguistics, pages 1718–1731, Gyeongju, Republic 764
of Korea. International Committee on Computational 765
Linguistics. 766

10

https://openreview.net/forum?id=Syg-YfWCW
https://openreview.net/forum?id=Syg-YfWCW
https://openreview.net/forum?id=Syg-YfWCW
https://openreview.net/forum?id=Syg-YfWCW
https://openreview.net/forum?id=Syg-YfWCW
https://doi.org/10.18653/v1/2021.emnlp-main.755
https://doi.org/10.18653/v1/2021.emnlp-main.755
https://doi.org/10.18653/v1/2021.emnlp-main.755
https://doi.org/10.18653/v1/2021.emnlp-main.755
https://doi.org/10.18653/v1/2021.emnlp-main.755
https://openreview.net/forum?id=gJW8hSGBys8
https://openreview.net/forum?id=gJW8hSGBys8
https://openreview.net/forum?id=gJW8hSGBys8
https://doi.org/10.18653/v1/2022.findings-naacl.19
https://doi.org/10.18653/v1/2022.findings-naacl.19
https://doi.org/10.18653/v1/2022.findings-naacl.19
https://doi.org/10.18653/v1/2022.findings-naacl.19
https://doi.org/10.18653/v1/2022.findings-naacl.19
https://doi.org/10.18653/v1/2023.acl-long.270
https://doi.org/10.18653/v1/2023.acl-long.270
https://doi.org/10.18653/v1/2023.acl-long.270
https://doi.org/10.18653/v1/2023.acl-long.270
https://doi.org/10.18653/v1/2023.acl-long.270
https://aclanthology.org/2022.coling-1.148
https://aclanthology.org/2022.coling-1.148
https://aclanthology.org/2022.coling-1.148
https://aclanthology.org/2022.coling-1.148
https://aclanthology.org/2022.coling-1.148


Gaole He, Yunshi Lan, Jing Jiang, Wayne Xin Zhao, and767
Ji-Rong Wen. 2021. Improving multi-hop knowledge768
base question answering by learning intermediate769
supervision signals. In Proceedings of the 14th ACM770
international conference on web search and data771
mining, pages 553–561.772

Ari Holtzman, Jan Buys, Li Du, Maxwell Forbes, and773
Yejin Choi. 2020. The curious case of neural text de-774
generation. In International Conference on Learning775
Representations.776

Ari Holtzman, Peter West, Vered Shwartz, Yejin Choi,777
and Luke Zettlemoyer. 2021. Surface form competi-778
tion: Why the highest probability answer isn’t always779
right. arXiv preprint arXiv:2104.08315.780

Wenlong Huang, Pieter Abbeel, Deepak Pathak, and781
Igor Mordatch. 2022a. Language models as zero-782
shot planners: Extracting actionable knowledge for783
embodied agents. In International Conference on784
Machine Learning, pages 9118–9147. PMLR.785

Wenlong Huang, Fei Xia, Ted Xiao, Harris Chan, Jacky786
Liang, Pete Florence, Andy Zeng, Jonathan Tomp-787
son, Igor Mordatch, Yevgen Chebotar, Pierre Ser-788
manet, Noah Brown, Tomas Jackson, Linda Luu,789
Sergey Levine, Karol Hausman, and Brian Ichter.790
2022b. Inner monologue: Embodied reasoning791
through planning with language models. In arXiv792
preprint arXiv:2207.05608.793

Jaehun Jung, Lianhui Qin, Sean Welleck, Faeze Brah-794
man, Chandra Bhagavatula, Ronan Le Bras, and795
Yejin Choi. 2022. Maieutic prompting: Logically796
consistent reasoning with recursive explanations. In797
Proceedings of the 2022 Conference on Empirical798
Methods in Natural Language Processing, pages799
1266–1279, Abu Dhabi, United Arab Emirates. Asso-800
ciation for Computational Linguistics.801

Daniel Kahneman. 2011. Thinking, fast and slow.802
macmillan.803

Daniel Keysers, Nathanael Schärli, Nathan Scales,804
Hylke Buisman, Daniel Furrer, Sergii Kashubin,805
Nikola Momchev, Danila Sinopalnikov, Lukasz806
Stafiniak, Tibor Tihon, Dmitry Tsarkov, Xiao Wang,807
Marc van Zee, and Olivier Bousquet. 2020. Measur-808
ing compositional generalization: A comprehensive809
method on realistic data. In ICLR.810

Sopan Khosla, Ritam Dutt, Vinayshekhar Bannihatti Ku-811
mar, and Rashmi Gangadharaiah. 2023. Exploring812
the reasons for non-generalizability of KBQA sys-813
tems. In The Fourth Workshop on Insights from Nega-814
tive Results in NLP, pages 88–93, Dubrovnik, Croatia.815
Association for Computational Linguistics.816

Kalpesh Krishna, Yapei Chang, John Wieting, and Mo-817
hit Iyyer. 2022. RankGen: Improving text gener-818
ation with large ranking models. In Proceedings819
of the 2022 Conference on Empirical Methods in820
Natural Language Processing, pages 199–232, Abu821
Dhabi, United Arab Emirates. Association for Com-822
putational Linguistics.823

Patrick Lewis, Yuxiang Wu, Linqing Liu, Pasquale Min- 824
ervini, Heinrich Küttler, Aleksandra Piktus, Pontus 825
Stenetorp, and Sebastian Riedel. 2021. PAQ: 65 mil- 826
lion probably-asked questions and what you can do 827
with them. Transactions of the Association for Com- 828
putational Linguistics, 9:1098–1115. 829

Belinda Z. Li, Sewon Min, Srinivasan Iyer, Yashar 830
Mehdad, and Wen-tau Yih. 2020. Efficient one-pass 831
end-to-end entity linking for questions. In Proceed- 832
ings of the 2020 Conference on Empirical Methods 833
in Natural Language Processing (EMNLP), pages 834
6433–6441, Online. Association for Computational 835
Linguistics. 836

Tianle Li, Xueguang Ma, Alex Zhuang, Yu Gu, Yu Su, 837
and Wenhu Chen. 2023a. Few-shot in-context learn- 838
ing on knowledge base question answering. In Pro- 839
ceedings of the 61st Annual Meeting of the Associa- 840
tion for Computational Linguistics (Volume 1: Long 841
Papers), pages 6966–6980, Toronto, Canada. Associ- 842
ation for Computational Linguistics. 843

Zhenyu Li, Sunqi Fan, Yu Gu, Xiuxing Li, Zhichao 844
Duan, Bowen Dong, Ning Liu, and Jianyong Wang. 845
2023b. Flexkbqa: A flexible llm-powered framework 846
for few-shot knowledge base question answering. 847

Chen Liang, Jonathan Berant, Quoc Le, Kenneth D For- 848
bus, and Ni Lao. 2016. Neural symbolic machines: 849
Learning semantic parsers on freebase with weak 850
supervision. arXiv preprint arXiv:1611.00020. 851

Percy Liang. 2016. Learning executable semantic 852
parsers for natural language understanding. CACM. 853

Chin-Yew Lin. 2004. ROUGE: A package for auto- 854
matic evaluation of summaries. In Text Summariza- 855
tion Branches Out, pages 74–81, Barcelona, Spain. 856
Association for Computational Linguistics. 857

Ximing Lu, Sean Welleck, Peter West, Liwei Jiang, 858
Jungo Kasai, Daniel Khashabi, Ronan Le Bras, Lian- 859
hui Qin, Youngjae Yu, Rowan Zellers, Noah A. Smith, 860
and Yejin Choi. 2022. NeuroLogic a*esque decoding: 861
Constrained text generation with lookahead heuris- 862
tics. In Proceedings of the 2022 Conference of the 863
North American Chapter of the Association for Com- 864
putational Linguistics: Human Language Technolo- 865
gies, pages 780–799, Seattle, United States. Associa- 866
tion for Computational Linguistics. 867

Alexander H Miller, Adam Fisch, Jesse Dodge, Amir- 868
Hossein Karimi, Antoine Bordes, and Jason Weston. 869
2016. Key-value memory networks for directly read- 870
ing documents. In EMNLP. 871

MosaicML-NLP-Team. 2023. Introducing mpt-30b: 872
Raising the bar for open-source foundation models. 873

P-Y Oudeyer, Jacqueline Gottlieb, and Manuel Lopes. 874
2016. Intrinsic motivation, curiosity, and learning: 875
Theory and applications in educational technologies. 876
Progress in brain research. 877

11

https://openreview.net/forum?id=rygGQyrFvH
https://openreview.net/forum?id=rygGQyrFvH
https://openreview.net/forum?id=rygGQyrFvH
https://doi.org/10.18653/v1/2022.emnlp-main.82
https://doi.org/10.18653/v1/2022.emnlp-main.82
https://doi.org/10.18653/v1/2022.emnlp-main.82
https://doi.org/10.18653/v1/2023.insights-1.11
https://doi.org/10.18653/v1/2023.insights-1.11
https://doi.org/10.18653/v1/2023.insights-1.11
https://doi.org/10.18653/v1/2023.insights-1.11
https://doi.org/10.18653/v1/2023.insights-1.11
https://doi.org/10.18653/v1/2022.emnlp-main.15
https://doi.org/10.18653/v1/2022.emnlp-main.15
https://doi.org/10.18653/v1/2022.emnlp-main.15
https://doi.org/10.1162/tacl_a_00415
https://doi.org/10.1162/tacl_a_00415
https://doi.org/10.1162/tacl_a_00415
https://doi.org/10.1162/tacl_a_00415
https://doi.org/10.1162/tacl_a_00415
https://doi.org/10.18653/v1/2020.emnlp-main.522
https://doi.org/10.18653/v1/2020.emnlp-main.522
https://doi.org/10.18653/v1/2020.emnlp-main.522
https://doi.org/10.18653/v1/2023.acl-long.385
https://doi.org/10.18653/v1/2023.acl-long.385
https://doi.org/10.18653/v1/2023.acl-long.385
http://arxiv.org/abs/2308.12060
http://arxiv.org/abs/2308.12060
http://arxiv.org/abs/2308.12060
https://aclanthology.org/W04-1013
https://aclanthology.org/W04-1013
https://aclanthology.org/W04-1013
https://doi.org/10.18653/v1/2022.naacl-main.57
https://doi.org/10.18653/v1/2022.naacl-main.57
https://doi.org/10.18653/v1/2022.naacl-main.57
https://doi.org/10.18653/v1/2022.naacl-main.57
https://doi.org/10.18653/v1/2022.naacl-main.57


Kishore Papineni, Salim Roukos, Todd Ward, and Wei-878
Jing Zhu. 2002. Bleu: a method for automatic evalu-879
ation of machine translation. In Proceedings of the880
40th Annual Meeting of the Association for Compu-881
tational Linguistics, pages 311–318, Philadelphia,882
Pennsylvania, USA. Association for Computational883
Linguistics.884

Adam Paszke, Sam Gross, Francisco Massa, Adam885
Lerer, James Bradbury, Gregory Chanan, Trevor886
Killeen, Zeming Lin, Natalia Gimelshein, Luca887
Antiga, et al. 2019. Pytorch: An imperative style,888
high-performance deep learning library. Advances in889
neural information processing systems, 32.890

Colin Raffel, Noam Shazeer, Adam Roberts, Kather-891
ine Lee, Sharan Narang, Michael Matena, Yanqi892
Zhou, Wei Li, and Peter J. Liu. 2020. Exploring the893
limits of transfer learning with a unified text-to-text894
transformer. Journal of Machine Learning Research,895
21(140):1–67.896

Nils Reimers and Iryna Gurevych. 2019. Sentence-897
BERT: Sentence embeddings using Siamese BERT-898
networks. In Proceedings of the 2019 Conference on899
Empirical Methods in Natural Language Processing900
and the 9th International Joint Conference on Natu-901
ral Language Processing (EMNLP-IJCNLP), pages902
3982–3992, Hong Kong, China. Association for Com-903
putational Linguistics.904

Ohad Rubin and Jonathan Berant. 2021. SmBoP: Semi-905
autoregressive bottom-up semantic parsing. In Pro-906
ceedings of the 2021 Conference of the North Amer-907
ican Chapter of the Association for Computational908
Linguistics: Human Language Technologies, pages909
311–324, Online. Association for Computational Lin-910
guistics.911

Richard M Ryan and Edward L Deci. 2000. Intrinsic912
and extrinsic motivations: Classic definitions and913
new directions. Contemporary educational psychol-914
ogy, 25(1):54–67.915

Devendra Sachan, Mike Lewis, Mandar Joshi, Armen916
Aghajanyan, Wen-tau Yih, Joelle Pineau, and Luke917
Zettlemoyer. 2022. Improving passage retrieval with918
zero-shot question generation. In Proceedings of919
the 2022 Conference on Empirical Methods in Nat-920
ural Language Processing, pages 3781–3797, Abu921
Dhabi, United Arab Emirates. Association for Com-922
putational Linguistics.923

Devendra Singh Sachan, Mike Lewis, Dani Yogatama,924
Luke Zettlemoyer, Joelle Pineau, and Manzil Zaheer.925
2023. Questions are all you need to train a dense926
passage retriever. Transactions of the Association for927
Computational Linguistics, 11:600–616.928

Priyanka Sen, Sandeep Mavadia, and Amir Saffari. 2023.929
Knowledge graph-augmented language models for930
complex question answering. In Workshop on NL931
Reasoning and Structured Explanation.932

Noah Shinn, Beck Labash, and Ashwin Gopinath. 933
2023. Reflexion: an autonomous agent with dy- 934
namic memory and self-reflection. arXiv preprint 935
arXiv:2303.11366. 936

Yiheng Shu, Zhiwei Yu, Yuhan Li, Börje Karlsson, 937
Tingting Ma, Yuzhong Qu, and Chin-Yew Lin. 2022a. 938
TIARA: Multi-grained retrieval for robust question 939
answering over large knowledge base. In Proceed- 940
ings of the 2022 Conference on Empirical Methods 941
in Natural Language Processing, pages 8108–8121, 942
Abu Dhabi, United Arab Emirates. Association for 943
Computational Linguistics. 944

Yiheng Shu, Zhiwei Yu, Yuhan Li, Börje F Karlsson, 945
Tingting Ma, Yuzhong Qu, and Chin-Yew Lin. 2022b. 946
Tiara: Multi-grained retrieval for robust question an- 947
swering over large knowledge bases. arXiv preprint 948
arXiv:2210.12925. 949

Ana Claudia Sima, Tarcisio Mendes de Farias, Maria 950
Anisimova, Christophe Dessimoz, Marc Robinson- 951
Rechavi, Erich Zbinden, and Kurt Stockinger. 2021. 952
Bio-soda: Enabling natural language question an- 953
swering over knowledge graphs without training data. 954
In Proceedings of the 33rd International Conference 955
on Scientific and Statistical Database Management, 956
SSDBM ’21, page 61–72, New York, NY, USA. As- 957
sociation for Computing Machinery. 958

Ana Claudia Sima, Tarcisio Mendes de Farias, Maria 959
Anisimova, Christophe Dessimoz, Marc Robinson- 960
Rechavi, Erich Zbinden, and Kurt Stockinger. 2022. 961
Bio-soda ux: enabling natural language question 962
answering over knowledge graphs with user disam- 963
biguation. Distributed and Parallel Databases. 964

Yu Su, Huan Sun, Brian Sadler, Mudhakar Srivatsa, 965
Izzeddin Gür, Zenghui Yan, and Xifeng Yan. 2016. 966
On generating characteristic-rich question sets for 967
QA evaluation. In Proceedings of the 2016 Con- 968
ference on Empirical Methods in Natural Language 969
Processing, pages 562–572, Austin, Texas. Associa- 970
tion for Computational Linguistics. 971

Alon Talmor and Jonathan Berant. 2018. The web as 972
a knowledge-base for answering complex questions. 973
In NAACL. 974

Chuanyuan Tan, Yuehe Chen, Wenbiao Shao, and Wen- 975
liang Chen. 2023. Make a choice! knowledge base 976
question answering with in-context learning. arXiv 977
preprint arXiv:2305.13972. 978

Dung Thai, Dhruv Agarwal, Mudit Chaudhary, Rajarshi 979
Das, Manzil Zaheer, Jay-Yoon Lee, Hannaneh Ha- 980
jishirzi, and Andrew McCallum. 2023. Machine 981
reading comprehension using case-based reasoning. 982
arXiv preprint arXiv:2305.14815. 983

Yijun Tian, Huan Song, Zichen Wang, Haozhu Wang, 984
Ziqing Hu, Fang Wang, Nitesh V Chawla, and Pan- 985
pan Xu. 2023. Graph neural prompting with large 986
language models. arXiv preprint arXiv:2309.15427. 987

12

https://doi.org/10.3115/1073083.1073135
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.3115/1073083.1073135
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/2021.naacl-main.29
https://doi.org/10.18653/v1/2021.naacl-main.29
https://doi.org/10.18653/v1/2021.naacl-main.29
https://doi.org/10.18653/v1/2022.emnlp-main.249
https://doi.org/10.18653/v1/2022.emnlp-main.249
https://doi.org/10.18653/v1/2022.emnlp-main.249
https://doi.org/10.1162/tacl_a_00564
https://doi.org/10.1162/tacl_a_00564
https://doi.org/10.1162/tacl_a_00564
https://doi.org/10.18653/v1/2022.emnlp-main.555
https://doi.org/10.18653/v1/2022.emnlp-main.555
https://doi.org/10.18653/v1/2022.emnlp-main.555
https://doi.org/10.1145/3468791.3469119
https://doi.org/10.1145/3468791.3469119
https://doi.org/10.1145/3468791.3469119
https://doi.org/10.18653/v1/D16-1054
https://doi.org/10.18653/v1/D16-1054
https://doi.org/10.18653/v1/D16-1054


Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier988
Martinet, Marie-Anne Lachaux, Timothée Lacroix,989
Baptiste Rozière, Naman Goyal, Eric Hambro,990
Faisal Azhar, et al. 2023. Llama: Open and effi-991
cient foundation language models. arXiv preprint992
arXiv:2302.13971.993

Vineeth Venugopal, Sumit Pai, and Elsa Olivetti. 2022.994
The largest knowledge graph in materials science -995
entities, relations, and link prediction through graph996
representation learning. In AI for Accelerated Mate-997
rials Design NeurIPS 2022 Workshop.998

Guanzhi Wang, Yuqi Xie, Yunfan Jiang, Ajay Man-999
dlekar, Chaowei Xiao, Yuke Zhu, Linxi Fan, and1000
Anima Anandkumar. 2023. Voyager: An open-ended1001
embodied agent with large language models. arXiv1002
preprint arXiv:2305.16291.1003

Yushi Wang, Jonathan Berant, and Percy Liang. 2015.1004
Building a semantic parser overnight. In Proceedings1005
of the 53rd Annual Meeting of the Association for1006
Computational Linguistics and the 7th International1007
Joint Conference on Natural Language Processing1008
(Volume 1: Long Papers), pages 1332–1342, Beijing,1009
China. Association for Computational Linguistics.1010

Jason Wei, Yi Tay, Rishi Bommasani, Colin Raffel,1011
Barret Zoph, Sebastian Borgeaud, Dani Yogatama,1012
Maarten Bosma, Denny Zhou, Donald Metzler, et al.1013
2022. Emergent abilities of large language models.1014
TMLR.1015

Thomas Wolf, Lysandre Debut, Victor Sanh, Julien1016
Chaumond, Clement Delangue, Anthony Moi, Pier-1017
ric Cistac, Tim Rault, Remi Louf, Morgan Funtow-1018
icz, Joe Davison, Sam Shleifer, Patrick von Platen,1019
Clara Ma, Yacine Jernite, Julien Plu, Canwen Xu,1020
Teven Le Scao, Sylvain Gugger, Mariama Drame,1021
Quentin Lhoest, and Alexander Rush. 2020. Trans-1022
formers: State-of-the-art natural language processing.1023
In Proceedings of the 2020 Conference on Empirical1024
Methods in Natural Language Processing: System1025
Demonstrations, pages 38–45, Online. Association1026
for Computational Linguistics.1027

Wenhan Xiong, Thien Hoang, and William Yang Wang.1028
2017. DeepPath: A reinforcement learning method1029
for knowledge graph reasoning. In Proceedings of1030
the 2017 Conference on Empirical Methods in Nat-1031
ural Language Processing, pages 564–573, Copen-1032
hagen, Denmark. Association for Computational Lin-1033
guistics.1034

Shunyu Yao, Jeffrey Zhao, Dian Yu, Nan Du, Izhak1035
Shafran, Karthik R Narasimhan, and Yuan Cao. 2023.1036
React: Synergizing reasoning and acting in language1037
models. In The Eleventh International Conference1038
on Learning Representations.1039

Xi Ye, Semih Yavuz, Kazuma Hashimoto, Yingbo Zhou,1040
and Caiming Xiong. 2022. RNG-KBQA: Generation1041
augmented iterative ranking for knowledge base ques-1042
tion answering. In Proceedings of the 60th Annual1043
Meeting of the Association for Computational Lin-1044
guistics (Volume 1: Long Papers), pages 6032–6043,1045

Dublin, Ireland. Association for Computational Lin- 1046
guistics. 1047

Donghan Yu, Sheng Zhang, Patrick Ng, Henghui 1048
Zhu, Alexander Hanbo Li, Jun Wang, Yiqun Hu, 1049
William Yang Wang, Zhiguo Wang, and Bing Xiang. 1050
2023. DecAF: Joint decoding of answers and log- 1051
ical forms for question answering over knowledge 1052
bases. In The Eleventh International Conference on 1053
Learning Representations. 1054

Manzil Zaheer, Kenneth Marino, Will Grathwohl, John 1055
Schultz, Wendy Shang, Sheila Babayan, Arun Ahuja, 1056
Ishita Dasgupta, Christine Kaeser-Chen, and Rob 1057
Fergus. 2022. Learning to navigate wikipedia by tak- 1058
ing random walks. Advances in Neural Information 1059
Processing Systems, 35:1529–1541. 1060

Tianyi Zhang*, Varsha Kishore*, Felix Wu*, Kilian Q. 1061
Weinberger, and Yoav Artzi. 2020. Bertscore: Eval- 1062
uating text generation with bert. In International 1063
Conference on Learning Representations. 1064

Yuyu Zhang, Hanjun Dai, Zornitsa Kozareva, Alexan- 1065
der J Smola, and Le Song. 2018. Variational reason- 1066
ing for question answering with knowledge graph. In 1067
AAAI. 1068

Denny Zhou, Nathanael Schärli, Le Hou, Jason Wei, 1069
Nathan Scales, Xuezhi Wang, Dale Schuurmans, 1070
Claire Cui, Olivier Bousquet, Quoc V Le, and Ed H. 1071
Chi. 2023. Least-to-most prompting enables com- 1072
plex reasoning in large language models. In The 1073
Eleventh International Conference on Learning Rep- 1074
resentations. 1075

13

https://openreview.net/forum?id=xyJ_0-WCIZN
https://openreview.net/forum?id=xyJ_0-WCIZN
https://openreview.net/forum?id=xyJ_0-WCIZN
https://openreview.net/forum?id=xyJ_0-WCIZN
https://openreview.net/forum?id=xyJ_0-WCIZN
https://doi.org/10.3115/v1/P15-1129
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/D17-1060
https://doi.org/10.18653/v1/D17-1060
https://doi.org/10.18653/v1/D17-1060
https://openreview.net/forum?id=WE_vluYUL-X
https://openreview.net/forum?id=WE_vluYUL-X
https://openreview.net/forum?id=WE_vluYUL-X
https://doi.org/10.18653/v1/2022.acl-long.417
https://doi.org/10.18653/v1/2022.acl-long.417
https://doi.org/10.18653/v1/2022.acl-long.417
https://doi.org/10.18653/v1/2022.acl-long.417
https://doi.org/10.18653/v1/2022.acl-long.417
https://openreview.net/forum?id=XHc5zRPxqV9
https://openreview.net/forum?id=XHc5zRPxqV9
https://openreview.net/forum?id=XHc5zRPxqV9
https://openreview.net/forum?id=XHc5zRPxqV9
https://openreview.net/forum?id=XHc5zRPxqV9
https://openreview.net/forum?id=SkeHuCVFDr
https://openreview.net/forum?id=SkeHuCVFDr
https://openreview.net/forum?id=SkeHuCVFDr
https://openreview.net/forum?id=WZH7099tgfM
https://openreview.net/forum?id=WZH7099tgfM
https://openreview.net/forum?id=WZH7099tgfM


Appendices1076

We provide several supplementary details of our1077

work and organize them as follows:1078

• Appendix A: Analyses and Ablations1079

• Appendix B: MatKG Dataset1080

• Appendix C: Implementation Details1081

• Appendix D: Related Work1082

• Appendix E: Language Model Prompts1083

• Appendix F: Qualitative Examples1084

A Appendix: Analyses and Ablations1085

In this section, we present a detailed analysis of1086

the design choices made in BYOKG and how they1087

affect downstream QA performance.1088

A.1 KG and Query Coverage with1089

Exploration1090

Exploration statistics. Table 5 shows the results1091

of unsupervised KG exploration on Freebase (Com-1092

mons) as well as MoviesKG, including the distribu-1093

tion of programs of different complexity as well as1094

the wall-clock time taken for the procedure. While1095

program generation is inexpensive, the cost of ques-1096

tion generation restricts the number of programs1097

we can explore. We stop at 10K to meet our stated1098

goal of readying a QA system within a day.

(budget of 10k programs) Freebase MoviesKG

Programs 10,000 10,000
1-hop 6,933 222
2-hop 2,589 1,779
3-hop 426 4,290
4-hop 52 3,709

Relations 4,178 18
Classes 1,681 7
Patterns 7,193 3,658
Sub-expressions 7,741 71
Time

Exploration (mins) 46.5 24.4
Query Generation (hours) 10.4 24.0

Table 5: Exploration Statistics on Freebase and
MoviesKG for a budget of 10K programs (capped at
5 programs per query pattern) using 3 Amazon EC2
p3dn.24xlarge machines. (Note: relation counts listed
also include reverse relations.)

1099

GrailQA MetaQA

(in dev set) T X T X

Relations 82.49 76.89 100.00 100.00
Classes 85.43 91.56 100.00 100.00
Patterns 70.93 13.94 100.00 69.39
Sub-expressions 79.24 49.43 100.00 100.00

Table 6: Distribution Coverage with Exploration (X )
versus the full training data (T ) for queries in the devel-
opment sets. On MetaQA, X provides high coverage
(though nearly 30 points below T on query pattern cov-
erage) due to the small size of MoviesKG. On GrailQA,
with the larger Freebase KG, X shows a huge 56.99
points drop in query pattern coverage as well as a 29.81
drop for sub-expressions, leading to several queries be-
ing zero-shot versus when using the training data.

Distribution coverage. To effectively ground 1100

reasoning in BYOKG, exploration must be able to 1101

provide sufficient coverage over the queries be- 1102

ing evaluated. We analyze how well our random 1103

exploration strategy with a budget of 10K per- 1104

forms compared to a curated training set in provid- 1105

ing coverage over the evaluation distribution. Ta- 1106

ble 6 shows our results for coverage over relations, 1107

classes, program patterns, and sub-expressions 1108

(e.g. “(COUNT #var)”, “(ARGMIN type.datetime 1109

#var)”) found in the gold logical programs from 1110

the dev sets of GrailQA and MetaQA. 1111

On MetaQA, we find that while exploration can 1112

find all schema items and sub-expressions, it misses 1113

nearly 30% of program patterns in the test distri- 1114

bution while the training set has perfect coverage. 1115

On GrailQA, both sub-expression and pattern cov- 1116

erage are much lower than training, with X ob- 1117

serving 5x fewer test patterns and 1.6x fewer test 1118

sub-expressions than the training data. These gaps 1119

explain the difference in performance between su- 1120

pervised methods and BYOKG + X , which is com- 1121

pletely zero-shot (Table 1 and Table 3). This gap 1122

also highlights a future direction for improving 1123

BYOKG by incorporating more guidance into ex- 1124

ploration that goes beyond diversity alone. 1125

A.2 QA Accuracy v/s Exploration Budget 1126

As shown in Table 6, real-world KGs, such as 1127

Freebase, are intractable to exhaustively explore 1128

resulting in only approximate coverage. Here, 1129

we evaluate the budget-accuracy trade-off of 1130

BYOKG, i.e. how the amount of exploration 1131

affects downstream QA performance. For this 1132

analysis, we randomly sub-sample multiple sets 1133

Xk of varying sizes k from X , which we then 1134
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Figure 2: Accuracy v/s Exploration Budget. F1-scores
with BYOKG + Xk using MPT-7B. BYOKG shows con-
sistent gains with increasing exploration budget, notably
showing a positive slope even at the maximum bud-
get, indicating room for further improvement. Further,
inverse-consistency candidate re-ranking improves per-
formance at all budget levels and outperforms standard
predictions at Xk = 10K with only 500 programs (20x
reduction) and Xk = 44K with only 5K programs (9x
reduction).

use to answer questions over a sub-sampled1135

set of 3,000 questions (1k from each split)1136

from the GrailQA dev set. In Fig 2, we plot1137

F1-scores for BYOKG + Xk. BYOKG shows steady1138

improvements with more exploration, notably1139

showing a positive slope even at 44K programs1140

(our maximum due to budget constraints).1141

1142

Inverse-consistency. Additionally, Fig. 2 shows1143

that re-ranking improves performance at all budget1144

levels. Notably, re-ranking recovers (and exceeds)1145

the performance of standard predictions at the max-1146

imum budget with only a small set of 500 programs,1147

i.e. a 20x reduction in exploration cost, which trans-1148

lates to a wall-clock setup time of only 1.6 hours1149

(versus 1.3 days for 10K programs). Additionally,1150

performance at the maximum budget of 44K pro-1151

grams can be matched using only 5K programs1152

with inverse-consistency (9x reduction).1153

A.3 Inverse-Consistency for Question1154

Generation1155

We evaluate the effect of inverse-consistency re-1156

ranking on the quality of question generation. Ta-1157

ble 7 shows a comparison between the top-1 genera-1158

tion from a standard beam-search procedure versus1159

the inverse-consistency re-ranked output on 3,0001160

randomly sampled questions from the GrailQA dev1161

set. We use three automatic generation metrics1162

– ROUGE-1 (Lin, 2004), BLEU (Papineni et al., 1163

2002), and BERTscore (Zhang* et al., 2020) – com- 1164

puted with respect to the human-annotated gold 1165

references in the dataset. Our results show that 1166

inverse-consistency indeed improves generation 1167

quality, as measured on all metrics. We further 1168

inspect 40 randomly sampled questions for seman- 1169

tic accuracy using both methods, and find inverse- 1170

consistency generates accurate output for 70% of 1171

questions, 22.5 points more than standard beam- 1172

search.

Metrics Standard Inverse-Consistency

ROUGE-1 48.17 52.81 (∆+4.64)
BLEU 31.54 38.63 (∆+7.09)
BERTscore 87.17 88.33 (∆+1.16)
Human Evaluation 47.50 70.00 (∆+22.50)

Table 7: Inverse-Consistency for Question Genera-
tion. Generation quality with inverse-consistency re-
ranking compared with standard top-1 predictions from
beam search using MPT-7B. Inverse-consistency im-
proves generation quality as measured on both auto-
matic and human evaluation metrics.

1173

Model Standard Least-to-Most

MPT-7B 55.0 70.0
MPT-30B 60.0 80.0

Mean 57.5 75.0 (∆+17.5)

Table 8: L2M Question Generation. Human-evaluated
semantic accuracy of question generation using L2M
prompting versus standard single-shot generation over
a random sample of 40 questions from the GrailQA dev
set. L2M prompting improves accuracy of generated
questions by a significant 17.5 points.

A.4 L2M for Question Generation 1174

Here, we analyze the effect of L2M-prompting 1175

for question generation compared with standard, 1176

single-shot prompting. To conduct this analysis, 1177

we annotate a set of 40 questions and verify the 1178

semantic accuracy of the generated questions with 1179

respect to the corresponding logical programs. Ta- 1180

ble 8 shows our results, where we find that L2M 1181

prompting provides an 18.7 point improvement 1182

over standard decoding. 1183

A.5 Schema Supervision for Question 1184

Generation 1185

We evaluate the effect of providing natural lan- 1186

guage schema descriptions to the LLM during ques- 1187

tion generation. As shown in Table 9, we find that 1188
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Standard Schema

ROUGE-1 51.40 52.81 (∆+1.41)
BLEU 35.99 38.63 (∆+2.64)
BERTscore 87.59 88.33 (∆+0.74)

Table 9: Schema Supervision for Question Gener-
ation. Generation quality with schema descriptions
injected into the prompt compared with standard pre-
diction with only the query using MPT-7B over 3,000
randomly sampled questions from the GrailQA dev set.

schema supervision improves generation quality as1189

measured by each automatic metric.1190

k Answer-Recall Answer-F1 Latency (sec/q)

∞ (Pangu) 100.00 59.70 110.1
50 98.67 63.07 20.2
20 95.33 62.95 15.1
10 84.67 62.20 13.2

Table 10: Effect of Candidate Pruning. Performance
of BYOKG + X on a sub-sampled set of 300 questions
from the GrailQA dev set at different pruning thresholds
k for candidate set Pt. Answer-recall is the oracle recall
of the gold program, answer-F1 measures KGQA perfor-
mance, and latency is the average time per question over
300 questions. Evaluation is run with one Amazon EC2
p3dn.24xlarge machine using MPT-7B without inverse-
consistency re-ranking and without caching. Aggressive
pruning at k = 10 results in the most efficient reasoning
with an accuracy gain of 2.5 F1 over no pruning.

A.6 Candidate Pruning for Reasoning1191

As noted in §3.3, we introduce candidate pruning1192

in BYOKG in order to bound the latency at each1193

reasoning step. This is in contrast to Pangu, which1194

incurs high latency due to scoring every enumer-1195

ated candidate. We analyze the effect of pruning in1196

Table 10 on (1) the reachability of the gold program1197

(answer-recall), (2) KGQA F1-scores, and (3) the1198

latency per question15. With no pruning (Pangu),1199

we encounter prohibitive runtimes of nearly 2 min-1200

utes per query, which is substantially reduced at1201

k = 10 to 13s (8x speed-up). Surprisingly, we also1202

find that aggressive pruning (k = 10) results in im-1203

proved reasoning accuracy (+2.5 F1 v/s at k = ∞).1204

In practice, we note that the latency of BYOKG will1205

continue to improve as more queries are served due1206

to caching results from SPARQL executions.1207

15In practice, we cache responses from the SPARQL engine
to improve latency over time, but turn caching off for this
evaluation. Also, k = ∞ refers to no pruning.

Dataset Standard Inverse-Consistency

GrailQA 61.58 66.52 (∆+4.94)
MetaQA 82.22 83.05 (∆+0.83)

Table 11: Candidate Re-ranking with Inverse-
Consistency. F1-scores of BYOKG + X with inverse-
consistency re-ranking compared to standard top-1 pre-
dictions over a sub-sampled set of 3K questions from
the GrailQA dev set and the MetaQA test set. Inverse-
consistency improves performance on both datasets.

A.7 Inverse-Consistency for Candidate 1208

Re-ranking 1209

As described in §3.3, we find that inverse- 1210

consistency re-ranking during reasoning helps re- 1211

cover from errors where exploration does not pro- 1212

vide coverage over the test questions. Table 11 1213

shows a comparison of F1 accuracy with stan- 1214

dard scoring v/s inverse-consistency re-ranked out- 1215

puts. Re-ranked programs Pbest are computed us- 1216

ing rerank(·, ·) with α = 0.5. We find that re- 1217

ranking provides a significant gain of 4.94 F1 on 1218

GrailQA, while MetaQA performance increases 1219

by 0.83. The modest gains on MetaQA, may be 1220

attributed to higher pattern and sub-expression cov- 1221

erage during exploration as compared to GrailQA 1222

(Table 6), resulting in fewer instances where re- 1223

ranking is required. 1224

A.8 Inverse-Consistency v/s PMI 1225

Inverse-Consistency PMIDC

ROUGE-1 52.71 42.97 (∆-9.74)
BLEU 39.94 23.52 (∆-16.42)
BERTscore 88.64 85.78 (∆-2.86)

Table 12: Re-ranking with Inverse-Consistency v/s
PMIDC for Question Generation. Generation quality
as measured using automatic metrics using MPT-7B
over 100 randomly sampled questions from the GrailQA
dev set.

Inverse-Consistency PMIDC

F1-score 66.52 65.02 (∆-1.5)

Table 13: Re-ranking with Inverse-Consistency v/s
PMIDC for Reasoning. F1-scores using MPT-7B over
3K randomly sampled questions from the GrailQA dev
set.

Holtzman et al. (2021) propose the domain- 1226

conditional pointwise mutual information (PMIDC) 1227

scoring function, i.e. log Pr(y|x) / Pr(y|xdomain) 1228
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to address the “surface form competition” hypoth-1229

esis, which aims to explain miscalibrated outputs1230

from LLMs, resulting in low accuracy in zero-shot1231

settings. While our inverse-consistency formu-1232

lation log Pr(x|y) should, in theory, provide the1233

same ordering as PMIDC, we evaluate how these1234

methods compare as re-ranking techniques in prac-1235

tice. We run evaluations on sub-sampled examples1236

from the GrailQA dev set for both question gen-1237

eration (Table 12) and candidate re-ranking dur-1238

ing reasoning (Table 13). For question generation,1239

we set xdomain to “### English Question:\n” and for1240

reasoning, we set xdomain to “### Logical Form:\n1241

”. We find that in practice the methods exhibit1242

different behaviors, with inverse-consistency out-1243

performing PMIDC on both question generation and1244

reasoning. A possible explanation for this variation1245

is LLM sensitivity to the choice of prompt con-1246

structions to calculate the terms in the re-ranked1247

expressions.1248

B Appendix: MatKG Dataset1249

Annotation Procedure. To evaluate BYOKG1250

using MatKG, we annotate a set of 100 programs1251

with natural language questions using 2 researchers1252

from our team. In particular, we take our set of1253

10K explored programs and randomly sample 1001254

programs such that 75 programs are i.i.d. for the1255

exploration set, while 25 are o.o.d. or unseen.1256

We then randomly split the 100 questions into1257

two sets and iteratively provide each annotator1258

the sampled program text, natural language1259

descriptions for the relations in the program, and1260

natural language descriptions for the classes in1261

the program. The annotator is then prompted to1262

enter a natural language question based on this1263

information. We release our annotated dataset for1264

reproducibility and future research under the MIT1265

License: https://drive.google.com/file/d/1266

1o8CG9isSOScTZ3Ji1-71EzBEZoZqvnCR/view?1267

usp=drive_link.1268

Annotation Examples. We provide a few exam-1269

ples from the annotated test set:1270

Program: (AND material (AND (JOIN material.1271
descriptor \"Bars\") (JOIN (R synthesis_method.1272
material) \"Ccs\")))1273
Query: which materials have been synthesized1274
using ccs and can be described as bars?1275

1276
Program: (COUNT (AND descriptor (AND (JOIN (R1277
property.descriptor) \"Free Energy Diagram\") (1278
JOIN (R characterization_method.descriptor) \"1279
SEM Surface\"))))1280

Query: how many descriptors have property free 1281
energy diagram and have characterization method 1282
sem surface? 1283

1284
Program: (AND application (JOIN (R 1285
characterization_method.application) (JOIN (R 1286
property.characterization_method) \"Basalts\"))) 1287
Query: the characterization method of basalts 1288
has what all applications? 1289

C Appendix: Implementation Details 1290

C.1 Graphs and Datasets 1291

Split GrailQA MetaQA MatKG

|Q|
Train 44,337 329,282 -
Dev 6,763 39,138 -
Test 13,231 39,093 100

|R| All 3,720 9 21
|C| All 1,534 7 7
|E| All 32,585 43,692 70,002

Table 14: GrailQA, MetaQA, and MatKG Statistics.
Note that the relation counts do not include inverse
relations.

Freebase (Bollacker et al., 2008) is a large-scale, 1292

open-domain KG containing over 100 domains, 45 1293

million entities, and 3 billion facts. We use the 1294

GrailQA (Gu et al., 2021) dataset, which evaluates 1295

three levels of generalization—i.i.d., compositional 1296

(novel combinations of seen constructs), and zero- 1297

shot (unseen schema items)—and also features di- 1298

verse questions of varying complexity (up to 4-hop) 1299

and aggregation functions (e.g. COUNT and compar- 1300

atives). GrailQA was constructed with the help of 1301

6,685 crowdworkers and restricts the KG to a high- 1302

quality Commons subset, which covers 86 unique 1303

domains. 1304

MoviesKG is a small-scale, domain-specific KG 1305

provided by the WikiMovies dataset (Miller et al., 1306

2016), containing triples that map movies to at- 1307

tributes such as actors, genres, and ratings. Unlike 1308

previous work, we convert the provided triples of 1309

entity labels into a structured store where entities 1310

with the same label name may be assigned different 1311

entity IDs if they represent unique concepts.16 The 1312

accompanying dataset we use is MetaQA (Zhang 1313

et al., 2018), which consists of more than 400K 1314

multi-hop (up to 3-hop) questions. 1315

16For e.g., “Jungle Book” may either refer to the 1967 or
the 2016 movie, but would incorrectly be considered the same
entity in past work. We will release a corrected set of triples
and a new set of answers for MetaQA based on this change.
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MatKG (Venugopal et al., 2022) represents the1316

largest KG in the materials science and was auto-1317

matically generated using LLMs from 4 million1318

scientific papers resulting in 70K entities and 5.41319

million unique triples, including chemistry, struc-1320

ture, property, application, synthesis, and charac-1321

terization data as of our study (we use version 1.21322

of the KG).1323

C.2 Models1324

MPT-Instruct (MosaicML-NLP-Team, 2023) is a1325

decoder-style transformer pre-trained on 1T tokens1326

of English text and code, followed by instruction1327

fine-tuning on the Databricks-Dolly-15k (Conover1328

et al., 2023) and Anthropic Helpful and Harmless1329

datasets (Ganguli et al., 2022). We use the 7B1330

model for our main experiments and also show1331

a small-scale experiment with 30B to verify the1332

efficacy of BYOKG at scale.1333

1334

GPT-3.5 (Brown et al., 2020) is a state-of-the-art,1335

closed-source model from OpenAI. We conduct1336

a small-scale experiment (constrained by budget)1337

using the text-davinci-003 variant to demonstrate1338

the scaling behaviors of BYOKG (§5).1339

C.3 Computing Infrastructure & Software1340

For compute, we have access to 3 Amazon1341

EC2 p3dn.24xlarge instances (see https://aws.1342

amazon.com/ec2/instance-types/p3/). Our1343

experiments are run using PyTorch (Paszke et al.,1344

2019) and utilize the Huggingface Transformers1345

library (Wolf et al., 2020) and models hosted on1346

Huggingface to access the LLMs in our work. For1347

executing logical programs on the KG, we use the1348

OpenLink Virtuoso SPARQL Engine using one of1349

our EC2 machines (recommended RAM is 100G).1350

While querying the SPARQL server, we limit each1351

request to timeout after 5s. For further details about1352

how to set up Virtuoso, we point to the following1353

documentation: https://github.com/dki-lab/1354

Freebase-Setup/. We additionally note that we1355

will provide detailed instructions for our setup in1356

the code repository that will be released publicly.1357

C.4 LLM Decoding Parameters1358

We use the following decoding arguments1359

with the generate() call of HuggingFace’s1360

AutoModelForCausalLM:1361

default_decoding_args = {1362
"max_new_tokens": 100,1363
"do_sample": False, # enable sampling1364

"top_p": 0.9, # nucleus sampling 1365
"temperature": 0.6, # lower makes the 1366
distribution sharper 1367
"min_length": None, 1368
"use_cache": True, 1369
"top_k": 100, # restrict to top-k probability 1370
tokens 1371
"repetition_penalty": 1., # 1 means no 1372
penalty; up to inf 1373
"length_penalty": 1., # length_penalty > 0.0 1374
== longer sequences; length_penalty < 0.0 == 1375
shorter sequences 1376
"num_beams": 10, # beam search 1377
"num_return_sequences": 10, # number of beams 1378
to return 1379
"no_repeat_ngram_size": 10, 1380
"renormalize_logits": True 1381

} 1382

C.5 Reasoning Implementation 1383

Program Expansion Heuristics. We re- 1384

implement the Freebase-based expansion 1385

heuristics detailed in Gu et al. (2023), to allow 1386

operating with arbitrary KGs that may then be 1387

setup with just a file of triples. 1388

Entity Linking. For GrailQA, we utilize the en- 1389

tity linking results from Shu et al. (2022b) made 1390

available by Gu et al. (2023). For MetaQA, a sim- 1391

ple string-matching approach results in perfect EL 1392

accuracy. For MatKG, we only evaluate with gold 1393

entity links, which are made available when auto- 1394

matically sampling programs. 1395

D Appendix: Related Work 1396

KGQA Generalization. Another line of work 1397

investigates pipelines for constructing semantic 1398

parsers for new KGs by generating training data au- 1399

tomatically (Wang et al., 2015; Liang et al., 2016; 1400

Su et al., 2016; Gu et al., 2021). Each of these meth- 1401

ods, however, includes a human annotation step to 1402

generate the final training data whereas BYOKG is 1403

able to operate without any supervision. 1404

Galkin et al. (2023) recently introduced a foun- 1405

dational model to learn transferable representations 1406

for KGQA that allows them to generalize to unseen 1407

graphs without any training data. While similar in 1408

motivation to BYOKG, they do not handle natural 1409

language queries. 1410

Planning and RL. Reasoning in BYOKG can be 1411

seen as iteratively constructing a plan to navigate 1412

the KG conditioned on a test query. Many prior 1413

works take a similar view and use reinforcement 1414

learning to construct path-finding algorithms for 1415

KGQA (Xiong et al., 2017; Das et al., 2018). These 1416
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methods, however, were not designed to handle nat-1417

ural language queries. Several recent works also1418

investigate the use of LMs as planners to navigate1419

environments other than KGs, such as in robotics1420

(Huang et al., 2022b,a), unstructured reasoning (Za-1421

heer et al., 2022; Yao et al., 2023; Shinn et al.,1422

2023), game environments (Wang et al., 2023), and1423

web navigation (Deng et al., 2023).1424

LM Generation Re-ranking. Beyond LM de-1425

coding (Holtzman et al., 2020; Lu et al., 2022),1426

recent work has also studied how to best rank se-1427

quences generated by LMs. For instance, Krishna1428

et al. (2022) train an encoder model to score gen-1429

erations given a prefix using contrastive learning.1430

Holtzman et al. (2021) instead propose an alter-1431

native PMI-based scoring function to address the1432

“surface form competition” hypothesis, which is re-1433

lated to our inverse-consistency methodology. Prior1434

work in information retrieval (Sachan et al., 2022,1435

2023) also makes use of a similar idea to re-rank1436

retrieved passages for QA. Our method, however,1437

does not require any training and also demonstrates1438

better accuracy than PMI (see Appendix A.8).1439

E Appendix: Language Model Prompts1440

E.1 Question Generation: L2M1441

Logical program:1442

(AND meteorology.tropical_cyclone (AND (JOIN1443
meteorology.tropical_cyclone.category (JOIN1444
meteorology.tropical_cyclone_category.1445
tropical_cyclones "Tropical Storm Linda")) (JOIN1446
meteorology.tropical_cyclone.affected_areas "1447
turks & caicos islands")))1448

Prompt (for the last L2M iteration):1449

### Instructions:1450
Translate the following logical form query into1451
a natural language question in English. The1452
generated question must have the same meaning as1453
the logical query. The generated question must1454
cover all and only the information present in1455
the logical query. The generated question should1456
use the schema which describes the entities,1457
relations, and functions present in the logical1458
query. Use each previous query and solution as a1459
hint to solve the next query.1460

1461
### Logical Query:1462
(AND meteorology.tropical_cyclone_category (JOIN1463
meteorology.tropical_cyclone_category.1464
tropical_cyclones "Tropical Storm Linda"))1465
### Schema:1466
meteorology.tropical_cyclone=tropical cyclone;1467
meteorology.tropical_cyclone_category=tropical1468
cyclone category; meteorology.1469
tropical_cyclone_category.tropical_cyclones=1470
tropical cyclones1471
### English Question:1472

what is the tropical cyclone category of 1473
tropical storm linda? 1474

1475
### Logical Query: 1476
(AND meteorology.tropical_cyclone (JOIN 1477
meteorology.tropical_cyclone.category (JOIN 1478
meteorology.tropical_cyclone_category. 1479
tropical_cyclones "Tropical Storm Linda"))) 1480
### Schema: 1481
meteorology.tropical_cyclone=tropical cyclone; 1482
meteorology.tropical_cyclone_category=tropical 1483
cyclone category; meteorology. 1484
tropical_cyclone_category.tropical_cyclones= 1485
tropical cyclones; meteorology.tropical_cyclone. 1486
category=category 1487
### English Question: 1488
what category of tropical cyclone is tropical 1489
storm linda in? 1490

1491
### Logical Query: 1492
(AND meteorology.tropical_cyclone (JOIN 1493
meteorology.tropical_cyclone.affected_areas " 1494
turks & caicos islands")) 1495
### Schema: 1496
meteorology.tropical_cyclone=tropical cyclone; 1497
meteorology.tropical_cyclone.affected_areas= 1498
affected areas 1499
### English Question: 1500
what tropical cyclones have affected the turks & 1501
caicos islands? 1502

1503
### Logical Query: 1504
(AND (JOIN meteorology.tropical_cyclone.category 1505
(JOIN meteorology.tropical_cyclone_category. 1506
tropical_cyclones "Tropical Storm Linda")) (JOIN 1507
meteorology.tropical_cyclone.affected_areas " 1508
turks & caicos islands")) 1509
### Schema: 1510
meteorology.tropical_cyclone=tropical cyclone; 1511
meteorology.tropical_cyclone_category=tropical 1512
cyclone category; meteorology. 1513
tropical_cyclone_category.tropical_cyclones= 1514
tropical cyclones; meteorology.tropical_cyclone. 1515
category=category; meteorology.tropical_cyclone. 1516
affected_areas=affected areas 1517
### English Question: 1518
which tropical cyclones in the tropical storm 1519
linda category have affected the turks & caicos 1520
islands 1521

1522
### Logical Query: 1523
(AND meteorology.tropical_cyclone (AND (JOIN 1524
meteorology.tropical_cyclone.category (JOIN 1525
meteorology.tropical_cyclone_category. 1526
tropical_cyclones "Tropical Storm Linda")) (JOIN 1527
meteorology.tropical_cyclone.affected_areas " 1528
turks & caicos islands"))) 1529
### Schema: 1530
meteorology.tropical_cyclone=tropical cyclone; 1531
meteorology.tropical_cyclone_category=tropical 1532
cyclone category; meteorology. 1533
tropical_cyclone_category.tropical_cyclones= 1534
tropical cyclones; meteorology.tropical_cyclone. 1535
category=category; meteorology.tropical_cyclone. 1536
affected_areas=affected areas 1537
### English Question: 1538

Generation (natural language question): 1539

all tropical cyclones in the tropical storm 1540
linda categories that have affected the turks & 1541
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caicos islands1542

E.2 Question Generation:1543

Inverse-Consistency Re-ranking1544

Generated question to re-rank:1545

what is the tropical cyclone category of1546
tropical storm linda?1547

Prompt:1548

### Instructions:1549
Translate the following question into its1550
semantic parse.1551

1552
### Question:1553
what is the tropical cyclone category of1554
tropical storm linda?1555
### Semantic Parse:1556

Completion to score (logical program):1557

(AND meteorology.tropical_cyclone_category (JOIN1558
meteorology.tropical_cyclone_category.1559
tropical_cyclones "Tropical Storm Linda"))1560

E.3 Reasoning1561

Test question:1562

which movies was Rob Williams the writer of?1563

Prompt:1564

### Instructions:1565
Write a logical form expression using only1566
elements mentioned in the provided natural1567
language question. An "R" before a relation in1568
the logical expression may be used to indicate a1569
reverse or inverse relation.1570

1571
### Question:1572
which movies did bernard girard write the script1573
for1574
### Logical Form:1575
(AND movie.movie (JOIN movie.written_by "Bernard1576
Girard"))1577

1578
### Question:1579
what movies was paul solet the director of1580
### Logical Form:1581
(AND movie.movie (JOIN movie.directed_by "Paul1582
Solet"))1583

1584
### Question:1585
which movies starred amy poehler and were also1586
written by the people who directed them1587
### Logical Form:1588
(AND movie.movie (AND (JOIN movie.starred_actors1589
"Amy Poehler") (JOIN movie.written_by (JOIN (R1590
movie.directed_by) movie.movie))))1591

1592
### Question:1593
what movies did matt reeves direct and write the1594
script1595
### Logical Form:1596
(AND movie.movie (AND (JOIN movie.directed_by "1597
Matt Reeves") (JOIN movie.written_by "Matt1598
Reeves")))1599

1600

### Question: 1601
how many movies did gary k. wolf write the 1602
scripts for 1603
### Logical Form: 1604
(COUNT (AND movie.movie (JOIN movie.written_by " 1605
Gary K. Wolf"))) 1606

1607
### Question: 1608
which movies was Rob Williams the writer of 1609
### Logical Form: 1610

E.4 Reasoning: Inverse-Consistency 1611

Re-ranking 1612

Candidate program to re-rank: 1613

(AND travel.travel_destination (JOIN (R book. 1614
book_edition.place_of_publication) (JOIN (R book. 1615
audio_book_reader.audio_books_read) m.09qbn3))) 1616

Prompt: 1617

### Instructions: 1618
Write a plausible question in English that can 1619
be formed from the provided logical query as a 1620
starting point. The question must contain at 1621
least all of the information present in the 1622
logical query. 1623

1624
### Logical Query: 1625
(AND travel.travel_destination (JOIN (R book. 1626
book_edition.place_of_publication) (JOIN (R book. 1627
audio_book_reader.audio_books_read) m.09qbn3))) 1628
### Plausible Question: 1629

Completion to score (test question): 1630

what is the name of the travel destination where 1631
mircea cartarescu is published? 1632

F Appendix: Qualitative Examples 1633

F.1 Inverse-Consistency Re-ranking for 1634

Question Generation 1635

F.1.1 Re-ranking sequences returned by beam 1636

search 1637

Program: 1638
(AND religion.founding_figure (JOIN religion. 1639
founding_figure.religion_founded (JOIN religion. 1640
religion.founding_figures "st. peter"))) 1641

1642
Standard predictions (top-5, in order of log- 1643
probability scores): 1644
who is paul the apostle? 1645
who founded christianity? 1646
who was the founder of christianity? 1647
who are the founding figures of the religion 1648
founded by st. peter? 1649
who is the founding figure of the religion 1650
founded by st. peter? 1651

1652
Inverse-consistency predictions (top-5, in order 1653
of inverse-task log-probability scores): 1654
who is the founding figure of the religion 1655
founded by st. peter? 1656
who are the founding figures of the religion 1657
founded by st. peter? 1658
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who was the founder of christianity?1659
who founded christianity?1660
who is paul the apostle?1661

F.1.2 Prediction Examples1662

Program:1663
(COUNT (AND biology.breed_temperament (AND (JOIN1664
biology.breed_temperament.breeds (JOIN biology.1665
animal_breed.place_of_origin "swiss1666
confederation")) (JOIN biology.breed_temperament.1667
breeds "Toy Bulldog"))))1668

1669
Standard prediction:1670
how many dog breeds are native to switzerland?1671

1672
Inverse-consistency prediction:1673
how many are the breed temperaments of the1674
animal breeds originated from the swiss1675
confederation and the toy bulldog breed?1676

1677
---1678

1679
Program:1680
(AND medicine.medical_trial (JOIN medicine.1681
medical_trial.treatment_being_tested "Stavudine1682
"))1683

1684
Standard prediction:1685
what treatments are being tested in medical1686
trials?1687

1688
Inverse-consistency prediction:1689
in which medical trials is stavudine the1690
treatment being tested?1691

1692
---1693

1694
Program:1695
(AND medicine.contraindication (JOIN medicine.1696
contraindication.contraindication_for (JOIN1697
medicine.medical_treatment.contraindications (1698
JOIN medicine.contraindication.1699
contraindication_for "Teriparatide"))))1700

1701
Standard prediction:1702
why is teriparatide contraindicated?1703

1704
Inverse-consistency prediction:1705
what are the contraindications for teriparatide?1706

1707
---1708

1709
Program:1710
(AND measurement_unit.volume_unit (JOIN1711
measurement_unit.volume_unit.measurement_system1712
(JOIN measurement_unit.measurement_system.1713
molar_heat_capacity_units "Joule per mole per1714
kelvin")))1715

1716
Standard prediction:1717
what is the molar heat capacity of joule per1718
molecule per kelvin?1719

1720
Inverse-consistency prediction:1721
which units of volume have a molar heat capacity1722
units of 'joules per mole per kelvin'?1723

F.2 Inverse-Consistency Re-ranking for 1724

Reasoning 1725

Test Query: 1726
what fictional universe does the harry potter 1727
take place in? 1728

1729
Standard predictions (top-5, in order of log- 1730
probability scores): 1731
(AND fictional_universe.work_of_fiction (JOIN (R 1732
fictional_universe.fictional_universe. 1733
literary_series_set_here) (JOIN (R 1734
fictional_universe.work_of_fiction. 1735
part_of_these_fictional_universes) m.078ffw))) 1736
(AND fictional_universe.fictional_universe (JOIN 1737
fictional_universe.fictional_universe. 1738
literary_series_set_here m.078ffw)) 1739
(JOIN (R fictional_universe.work_of_fiction. 1740
part_of_these_fictional_universes) m.078ffw) 1741
(AND fictional_universe.fictional_universe (JOIN 1742
(R book.literary_series.fictional_universe) m 1743
.078ffw)) 1744

1745
Inverse-consistency predictions (top-5, in order 1746
of inverse-task log-probability scores): 1747
(AND fictional_universe.fictional_universe (JOIN 1748
fictional_universe.fictional_universe. 1749
literary_series_set_here m.078ffw)) 1750
(JOIN (R fictional_universe.work_of_fiction. 1751
part_of_these_fictional_universes) m.078ffw) 1752
(AND fictional_universe.fictional_universe (JOIN 1753
(R book.literary_series.fictional_universe) m 1754
.078ffw)) 1755
(AND fictional_universe.work_of_fiction (JOIN (R 1756
fictional_universe.fictional_universe. 1757
literary_series_set_here) (JOIN (R 1758
fictional_universe.work_of_fiction. 1759
part_of_these_fictional_universes) m.078ffw))) 1760

1761
--- 1762

1763
Test Query: 1764
the website which had the api digg api was owned 1765
by who? 1766

1767
Standard predictions (top-5, in order of log- 1768
probability scores): 1769
(JOIN (R internet.api.site) m.02hz97f) 1770
(JOIN (R internet.website.owner) (JOIN (R 1771
internet.api.site) m.02hz97f)) 1772
(JOIN (R internet.api.protocols) m.02hz97f) 1773
(JOIN (R internet.website.owner) (JOIN internet. 1774
website.api (JOIN (R internet.api.protocols) m 1775
.02hz97f))) 1776

1777
Inverse-consistency predictions (top-5, in order 1778
of inverse-task log-probability scores): 1779
(JOIN (R internet.website.owner) (JOIN (R 1780
internet.api.site) m.02hz97f)) 1781
(JOIN (R internet.website.owner) (JOIN internet. 1782
website.api (JOIN (R internet.api.protocols) m 1783
.02hz97f))) 1784
(JOIN (R internet.api.site) m.02hz97f) 1785
(JOIN (R internet.api.protocols) m.02hz97f) 1786

1787
--- 1788

1789
Test Query: 1790
name the measurement system that uses newton per 1791
metre as a surface tension unit. 1792
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1793
Standard predictions (top-5, in order of log-1794
probability scores):1795
(JOIN (R measurement_unit.surface_tension_unit.1796
tension_in_newtons_per_meter) m.02sj4sk)1797
(JOIN measurement_unit.measurement_system.1798
surface_tension_units m.02sj4sk)1799
(AND (JOIN measurement_unit.measurement_system.1800
surface_tension_units m.02sj4sk) (JOIN (R1801
measurement_unit.surface_tension_unit.1802
measurement_system) m.02sj4sk))1803
(JOIN (R measurement_unit.surface_tension_unit.1804
measurement_system) m.02sj4sk)1805

1806
1807

Inverse-consistency predictions (top-5, in order1808
of inverse-task log-probability scores):1809
(JOIN (R measurement_unit.surface_tension_unit.1810
measurement_system) m.02sj4sk)1811
(JOIN measurement_unit.measurement_system.1812
surface_tension_units m.02sj4sk)1813
(AND (JOIN measurement_unit.measurement_system.1814
surface_tension_units m.02sj4sk) (JOIN (R1815
measurement_unit.surface_tension_unit.1816
measurement_system) m.02sj4sk))1817
(JOIN (R measurement_unit.surface_tension_unit.1818
tension_in_newtons_per_meter) m.02sj4sk)1819

1820
---1821

1822
Test Query:1823
kg/m3 is the density units for which system of1824
measurement?1825

1826
Standard predictions (top-5, in order of log-1827
probability scores):1828
(AND measurement_unit.unit_of_density (JOIN1829
measurement_unit.unit_of_density.1830
measurement_system (JOIN measurement_unit.1831
measurement_system.density_units m.0d1kg)))1832
(AND measurement_unit.unit_of_surface_density (1833
JOIN measurement_unit.unit_of_surface_density.1834
measurement_system (JOIN measurement_unit.1835
measurement_system.density_units m.0d1kg)))1836
(JOIN measurement_unit.unit_of_density.1837
measurement_system (JOIN measurement_unit.1838
measurement_system.density_units m.0d1kg))1839
(JOIN measurement_unit.measurement_system.1840
density_units m.0d1kg)1841

1842
Inverse-consistency predictions (top-5, in order1843
of inverse-task log-probability scores):1844
(JOIN measurement_unit.measurement_system.1845
density_units m.0d1kg)1846
(AND measurement_unit.unit_of_density (JOIN1847
measurement_unit.unit_of_density.1848
measurement_system (JOIN measurement_unit.1849
measurement_system.density_units m.0d1kg)))1850
(JOIN measurement_unit.unit_of_density.1851
measurement_system (JOIN measurement_unit.1852
measurement_system.density_units m.0d1kg))1853
(AND measurement_unit.unit_of_surface_density (1854
JOIN measurement_unit.unit_of_surface_density.1855
measurement_system (JOIN measurement_unit.1856
measurement_system.density_units m.0d1kg)))1857

1858
---1859

1860
Test Query:1861
what is the name of the exhibition that has the1862

same exhibition curator with y lle celf? 1863
1864

Standard predictions (top-5, in order of log- 1865
probability scores): 1866
(AND exhibitions.exhibition_curator (JOIN 1867
exhibitions.exhibition_curator. 1868
exhibitions_curated m.0w031yl)) 1869
(AND exhibitions.exhibition (JOIN exhibitions. 1870
exhibition.curators (JOIN exhibitions. 1871
exhibition_curator.exhibitions_curated m.0w031yl 1872
))) 1873
(JOIN (R exhibitions.exhibition.curators) m.0 1874
w031yl) 1875
(JOIN exhibitions.exhibition.curators (JOIN 1876
exhibitions.exhibition_curator. 1877
exhibitions_curated m.0w031yl)) 1878

1879
Inverse-consistency predictions (top-5, in order 1880
of inverse-task log-probability scores): 1881
(AND exhibitions.exhibition (JOIN exhibitions. 1882
exhibition.curators (JOIN exhibitions. 1883
exhibition_curator.exhibitions_curated m.0w031yl 1884
))) 1885
(AND exhibitions.exhibition_curator (JOIN 1886
exhibitions.exhibition_curator. 1887
exhibitions_curated m.0w031yl)) 1888
(JOIN (R exhibitions.exhibition.curators) m.0 1889
w031yl) 1890
(JOIN exhibitions.exhibition.curators (JOIN 1891
exhibitions.exhibition_curator. 1892
exhibitions_curated m.0w031yl)) 1893
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