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Abstract

Object hallucination has been an Achilles’ heel001
which hinders the broader applications of large002
vision-language models (LVLMs). Object hal-003
lucination refers to the phenomenon that the004
LVLMs claim non-existent objects in the image.005
To mitigate the object hallucinations, instruc-006
tion tuning and external model-based detection007
methods have been proposed, which either re-008
quire large-scare computational resources or de-009
pend on the detection result of external models.010
However, there remains an under-explored field011
to utilize the LVLM itself to alleviate object hal-012
lucinations. In this work, we adopt the intuition013
that the LVLM tends to respond logically con-014
sistently for existent objects but inconsistently015
for hallucinated objects. Therefore, we propose016
a Logical Closed Loop-based framework for017
Object Hallucination Detection and Mitigation,018
namely LogicCheckGPT. In specific, we de-019
vise logical consistency probing to raise ques-020
tions with logical correlations, inquiring about021
attributes from objects and vice versa. Whether022
their responses can form a logical closed loop023
serves as an indicator of object hallucination.024
As a plug-and-play method, it can be seam-025
lessly applied to all existing LVLMs. Com-026
prehensive experiments conducted on three027
benchmarks across four LVLMs have demon-028
strated significant improvements brought by029
our method, indicating its effectiveness and030
generality.031

1 Introduction032

With the great advancement of large language mod-033

els (LLMs) (Ouyang et al., 2022; Touvron et al.,034

2023; Zhao et al., 2023), they have showcased im-035

pressive abilities, such as text generation, instruc-036

tion following. Recent studies have been devoted037

to introduce the general artificial intelligence of038

LLMs to the field of multimodal models. Em-039

powered by LLMs, large vision-language models040

(LVLMs) (Liu et al., 2023; Ye et al., 2023; Zhu041

et al., 2023; Li et al., 2023; Bai et al., 2023; Dai042

The image shows an old, well-maintained 
wooden kitchen …The kitchen is well-
equipped with a dining table and chairs. 
There is a bowl of bananas on the table 
and a large and ripe apple near the bananas.  
A curious boy is reaching eagerly for the 
fruits.

Please describe this image in detail.

Could you please describe the apple in the image?

There is a large, ripe, and red apple displayed on the table 
in the image.

What is red in the image?
Attribute

Object

A red stool and a red dining table.

Object
Hallucination

Could you please describe the banana in the image?

There is a banana on the table near the center, adding color 
to the room.

What is on the table in the image?
Attribute

Object

A bowl of bananas.

Existence

Figure 1: An example of object hallucinations. Halluci-
nated objects are highlighted in red. The LVLM shows
different logical consistency to hallucinated object “ap-
ple” and existent object “banana”.

et al., 2023) are facilitated to perform strong multi- 043

modal understanding and reasoning. 044

Despite the exciting breakthrough in LVLMs, 045

they all suffer from hallucination issues inevitably, 046

particularly object hallucination. Object halluci- 047

nation refers to the phenomenon that the LVLMs 048

generate inconsistent descriptions of the given im- 049

age, for example, making up non-existent objects. 050

Taking Fig. 1 as an example, the LVLM halluci- 051

nates several objects which are not existent in the 052

image, including an apple and a boy. This issue 053

hinders more widespread application of LVLMs. 054

In safety-related scenarios, the consequences of 055

hallucinations would be unbearable. 056

There have been several efforts made to alleviate 057

hallucinations in LVLMs. Generally, these meth- 058
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ods can be categorized into three groups. The first059

as well as the most popular approach (Liu et al.,060

2024; Lee et al., 2023) mainly resorts to instruction061

tuning or specific retraining to facilitate LVLMs062

to generate less hallucinated contents. The second063

approach (Yin et al., 2023; Zhou et al., 2024) in-064

corporates external detection models or specific065

LVLMs to enhance visual understanding, thereby066

refining the outputs of the original LVLMs. The067

last approach (Huang et al., 2023; Leng et al., 2023)068

investigates the decoding process of LVLMs and069

device novel decoding strategies to avoid hallucina-070

tions. Although these methods have achieved some071

effectiveness in alleviating hallucinations, there are072

still some drawbacks: requiring significant compu-073

tational resources, depending on external models,074

or necessitating access to the internal parameters075

of the model.076

However, we argue that the logical consistency077

of LVLM behaviors have the potential to elucidate078

the underlying hallucination it encapsulates. As079

illustrated in Fig. 1, we first obtain the attributes080

“red” for “apple” and “on the table” for “banana”081

by inquiring the LVLM. Subsequently, when we in-082

quire about which object possesses these attributes,083

the LVLM can correctly respond with “banana” but084

fails to answer for the hallucinated object “apple”.085

It demonstrates that when we pose a series of log-086

ically connected questions about a particular ob-087

ject, the LVLM exhibits better logical consistency088

for existing objects, while its performance tends089

to degrade for hallucinated objects. It is reason-090

able because the described attributes of halluci-091

nated objects primarily originate from two sources:092

attributes from other objects in the image, or fabri-093

cated attributes absent in the image. Consequently,094

the model may fail to answer the hallucinated ob-095

ject when we question what possesses these at-096

tributes.097

Inspired by this observation, we propose a novel098

and effective framework called Logic Closed Loop099

for Object Hallucination Detection and Mitigation,100

namely LogicCheckGPT, which is training-free101

and only requires language interaction. Our aim is102

to formulate two types of questions in two stages:103

the first stage involves inquiring attributes based104

on objects, followed by inquiring objects based105

on attributes. Whether their responses can form a106

logical closed loop serves as an indicator of object107

hallucination.108

In specific, according to the different stages of109

questioning, we divide our framework into 5 steps:110

(1) Object extraction extracts objects in the re- 111

sponses of LVLMs. (2) Object-to-Attribute inquir- 112

ing inquiries into the detailed attributes of the target 113

objects. (3) Attribute-to-Object inquiring further 114

formulates follow-up questions to inquire what ob- 115

ject possesses the attributes mentioned in previous 116

answers. (4) Logic closed loop check examines 117

whether the logical relationships from objects to at- 118

tributes and attributes to objects can form a closed 119

loop. (5) Hallucination detection and mitigation 120

rectifies hallucinated objects if the ratio of closed 121

loops to the total number of questions exceeds a 122

certain threshold. Our method is a plug-and-play 123

approach that can be applied to various LVLMs 124

without training or relying on external detection 125

models. Furthermore, the question-answer process 126

in natural language enhances its interpretability. 127

We evaluated the effectiveness of our framework 128

across multiple advanced LVLMs on several bench- 129

marks (Yifan Li and Wen, 2023; Fu et al., 2023), 130

as well as GPT-4v assisted evaluation(Liu et al., 131

2024; Yin et al., 2023). Our method demonstrates 132

significant improvements across state-of-the-art 133

LVLMs, including a 31.33%/10.00% improvement 134

on the POPE dataset for mPLUG-Owl (Ye et al., 135

2023)/MiniGPT-4 (Zhu et al., 2023). 136

Overall, our main contributions can be summa- 137

rized as follows: 138

• We are the first to adopt the logical closed 139

loop in the context of object hallucination al- 140

leviation in LVLMs. 141

• We propose a novel framework LogicCheck- 142

GPT for detecting and mitigating object hal- 143

lucinations in LVLMs, which is training- 144

free and offers language interaction for user- 145

friendly interpretation. 146

• Comprehensive experiments are conducted 147

to validate the effectiveness of our method, 148

where the results demonstrate the superiority 149

and universality. 150

2 Related Work 151

2.1 Large Vision-Language Models 152

With the surge in the capabilities of large language 153

models (LLMs) (Ouyang et al., 2022; Zhao et al., 154

2023; Brown et al., 2020), there is currently a grow- 155

ing interest in how to integrate the general arti- 156

ficial intelligence of LLMs into the multimodal 157

domains. In consequence, large vision-language 158
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models (LVLMs) powered by LLMs are proposed159

(Ye et al., 2023; Zhu et al., 2023; Liu et al., 2023; Li160

et al., 2023; Dai et al.; Bai et al., 2023), which can161

understand multimodal contents and perform multi-162

modal tasks under instructions. In general, existing163

LVLMs follow the following paradigm: leverag-164

ing a multimodal alignment module to comprehend165

multimodal inputs, followed by utilizing a LLM to166

generate responses. Therefore, the training process167

of LVLMs typically involves modalities alignment168

pre-training and instruction tuning. Specifically,169

mPLUG-Owl (Ye et al., 2023) pre-trains the en-170

coder and alignment module, and then finetunes171

LLaMa (Touvron et al., 2023) by low-rank adap-172

tion. In contrast, LLaVA (Liu et al., 2023) only173

pre-trains the alignment network and finetunes the174

alignment network and Vicuna (Chiang et al., 2023)175

on constructed instructions. MiniGPT-4 (Zhu et al.,176

2023) only finetunes the cross-modal alignment177

network with other modules frozen.178

2.2 Hallucination in LVLMs179

Despite the strong capabilities of these LVLMs,180

they all grapple with hallucination issues unexpect-181

edly. To tackle with this issue, several benchmarks182

(Fu et al., 2023; Xu et al., 2023; Yifan Li and Wen,183

2023; Lovenia et al., 2023) have been proposed to184

provide detailed evaluations of the hallucination185

degree exhibited by LVLMs.186

Existing hallucination mitigation strategies for187

LVLMs can be roughly divided into three groups.188

The first and most widely adopted approach (Liu189

et al., 2024; Gunjal et al., 2023; Lee et al., 2023;190

Wang et al., 2023) primarily relies on instruction191

tuning and retraining. LRV-Instruction (Liu et al.,192

2024) introduces a comprehensive instruction tun-193

ing dataset encompassing positive and negative in-194

structions. (Wang et al., 2023) adopts an iterative195

instruction generation strategy to improve diversity196

and accuracy of instructions. Volcano (Lee et al.,197

2023) facilitates the model with the ability to uti-198

lize self-feedback to self-revise responses through199

training. However, these methods heavily depend200

on the quality of instruction data construction and201

require substantial computational resources.202

The second group of approaches, exemplified by203

Woodpecker (Yin et al., 2023) and LURE (Zhou204

et al., 2024), aim to integrate external detection205

models or specific LVLMs as revisors to enhance206

accurate visual understanding, thereby refining207

base LVLMs’ hallucinated generation. Neverthe-208

less, these approaches rely on external models and209

fail to explore the intrinsic capabilities of the base 210

model. 211

The third group of approaches aim to devise de- 212

coding strategies to mitigate hallucinations during 213

the process of decoding. OPERA (Huang et al., 214

2023) propose a penalty-based decoding method 215

along with roll-back strategy to avoid over-trust 216

during decoding. On the other hand, VCD (Leng 217

et al., 2023) introduces contrastive decoding to re- 218

duce over-reliance on spurious bias and learned pri- 219

ors. However, obtaining internal states of LVLMs 220

during the decoding process poses a challenge for 221

common users. 222

Compared to existing approaches, our proposed 223

method is training-free and mitigates hallucinations 224

solely through language interactions. It not only 225

explores the potential of LVLMs to alleviate hallu- 226

cinations but also offers better interpretability. 227

2.3 Consistency Checking for Hallucination 228

Detection 229

There have also been some works on hallucination 230

detection in LLMs (Manakul et al., 2023; Kuhn 231

et al., 2022; Lin et al., 2023), which view the con- 232

sistency of responses reflects the model’s uncer- 233

tainty. (Kuhn et al., 2022) propose semantic en- 234

tropy to measure the degree of semantic divergence 235

among responses to accommodate semantic equiv- 236

alence in free-form text. SelfCheckGPT (Manakul 237

et al., 2023) extend the method to black-box LLMs, 238

eliminating the need for tokens’ probability. (Lin 239

et al., 2023) introduce and compare various uncer- 240

tainty estimation metrics for black-box LLMs. In 241

contrast to prior works that focus on consistency 242

among responses to the same question, we pro- 243

pose LogicCheckGPT, a logic consistency-based 244

method that involves logic-related questions and an- 245

swers. LogicCheckGPT is more capable of delving 246

deeper into the internal uncertainty and the degree 247

of hallucination within the LVLMs. 248

3 Method 249

In this section, we first introduce the overall frame- 250

work of LogicCheckGPT, and then elaborate each 251

component. Our framework is shown in Fig. 2. 252

3.1 Overall 253

To alleviate object hallucinations, we delve into the 254

logical consistency of LVLMs’ responses. Specif- 255

ically, we examine whether the responses demon- 256

strate logical coherence. For each object mentioned 257
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The image features a snowy mountain 

slope with a person skiing down the hill. 

The skier is wearing a red jacket and is 

making their way down the mountain.  

As the skier gracefully maneuvers 

down the mountain, a car parked at the 

base awaits their return. Meanwhile, a 

dog bounds alongside the skier, its 

excitement mirroring the joy of its 

human companion.

Object-to-Attribute Inquiring

Attribute-to-Object Inquiring

Logical Closed Loop Checking

Hallucination Detection and MitigationObject Extraction

Please describe this image.

Logical Closed Loop for Hallucination Detection and Mitigation

mountain

person

jacket

car

dog

….

The car is red.

It is with its doors open.

It is parked near the edge of a mountain.

… 

Tell me all the objects that are red in the image?

A red ski pants and a red jacket.

Yes/No.

Describe the car in the image.

Attribute

Object

Closed Loop Rate

mountain: xx
person: xx
car: xx

Attribute

Object

The image captures a snowy mountain 

slope with a person wearing a red 

jacket skiing down the hill. As the 

skier gracefully maneuvers down the 

mountain, There is no car or dog in 

the image.

Logical Closed Loop 

ChatGPT

ChatGPT

ChatGPT

ChatGPT

Interaction

The image captures a snowy 

mountain slope with a person 

wearing a red jacket skiing down 

the hill. As the skier gracefully 

maneuvers down the mountain, 

There is no car or dog in the image.

Figure 2: The proposed framework LogicCheckGPT. For LVLM responses to multimodal instructions, Logic-
CheckGPT employs the following five steps to alleviate object hallucinations: object extraction, object-to-attribute
inquiring, attribute-to-object inquiring, logical close loop checking, and hallucination detection and mitigation.

in a response, we pose two types of sequential ques-258

tions: one regarding the attributes of the object,259

and another about which object possesses those260

attributes. The logical consistency of the LVLM’s261

responses, i.e., whether they form a closed loop of262

logical reasoning, serves as an indicator of object263

hallucination. Here, the “logical closed loop” refers264

to the subsequent object answered being consistent265

with the initial object.266

This process is decomposed into the following267

steps: object extraction, object-to-attribute inquir-268

ing, attribute-to-object inquiring, logical closed269

loop checking, and hallucination detection and mit-270

igation.271

3.2 Object Extraction272

To determine the object hallucination, we first need273

to extract candidate objects from the responses of274

LVLMs for further querying and checking. For275

simplicity and versatility, we adopt an LLM to276

complete each sub-task, including object extraction.277

Specifically, we employ GPT-3.5 1 as our LLM278

because of its strong capabilities. The prompt we279

used can be referred in Appendix C.1.280

3.3 Object-to-Attribute Inquiring281

As discussed in Section 3.1, the primary step in-282

volves constructing object-to-attribute questions to283

inquire about the attributes of the object. However,284

1https://platform.openai.com/docs/models/gpt-3-5-turbo

it is impractical to enumerate all possible attributes, 285

given their infinite nature. Additionally, it is chal- 286

lenging to create generic attribute question tem- 287

plates applicable to all objects, as different objects 288

typically possess their own specific attributes. For 289

example, attributes related to material for a “dining 290

table” differ from those related to clothing for a 291

“person”. 292

For better flexibility and adaptability, we prompt 293

the LVLM to provide a detailed description of the 294

object in free-form text. The template question 295

is formulated as follows: "Could you please de- 296

scribe the object in the image?" We ask the LVLM 297

to respond multiple times. This approach allows 298

us to obtain detailed and specific attribute descrip- 299

tions from the LVLM regarding the object, thereby 300

facilitating the construction of attribute-to-object 301

questions in subsequent steps. 302

3.4 Attribute-to-Object Inquiring 303

In the attribute-to-object inquiring stage, our goal 304

is to formulate questions from the attributes to the 305

object, in contrast to Section 3.3. After obtaining 306

the attribute descriptions of the object, follow-up 307

questions can be raised based on them. Rather than 308

directly prompting the LLM to formulate questions 309

from the descriptions, we break down this task into 310

two subtasks: attribute extraction and question for- 311

mulation. This approach avoids potential issues of 312

misleading the LLM to not follow instructions and 313
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inadvertently revealing object identity in the ques-314

tions. It has also been observed that decomposing315

a task into several simple sub-tasks for LLMs to316

fulfill yields better performance (Wei et al., 2022;317

Zhao et al., 2023).318

In specific, we prompt the LLM to extract at-319

tributes of the target object from the description,320

wherein the target object is represented as "The321

object". For instance, extracted attributes such as322

"The object is made of wood in the image", "The323

object is red in color". Detailed prompting instruc-324

tions can be found in Appendix C.2.1.325

Subsequently, we instruct the LLM to convert326

these extracted attributes into questions that inquire327

about what object possesses the specific attributes.328

However, we have noticed that asking questions329

like "What is/has {attribute} in the image?" often330

yield answers about the most obvious objects with331

the target attributes, potentially leading to the omis-332

sion of other less conspicuous yet existent objects.333

To deal with this issue, we frame our questions in334

the format "Could you tell me all the objects that335

{attribute} in the image?". The ablation study of336

this prompt design can be referred in Section 4.3.337

This format enables the LVLM to comprehensively338

cover objects that meet the specified attribute con-339

straints. Detailed prompting instructions can be340

found in Appendix C.2.2.341

3.5 Logical Closed Loop Checking342

After obtaining the answers from the attribute-to-343

object inquiring stage, we can assess whether each344

answer forms a logical closed loop, meaning that345

the object mentioned in the answer is consistent346

with the examinee object. In specific, we prompt347

the LLM to check whether the examinee object is348

covered in each LVLM’s response. The judgement349

is limited to "Yes" and "No". For the i-th examinee350

object, the judgement of the j-th answer is mapped351

into score xij through the mapping {Yes: 1.0, No:352

0.0}. The prompt is listed in Appendix C.3.353

3.6 Hallucination Detection and Mitigation354

Finally, the logical closed loop rate for each exami-355

nee object, defined as the number of logical closed356

loops divided by the total number of attribute-to-357

object question-answer pairs N , can be formulated358

as359

S(i) = 1

N

N∑
j

xij (1)360

where S(i) denotes the logical closed loop rate 361

for the i-th object, N signifies the total number of 362

attribute-to-object question-answer tuples. 363

As discussed before, the object is likely to be 364

hallucinated when S(i) is low. On the other hand, 365

when it’s close to 1, it’s more likely that the object 366

truly exists. Therefore, S(i) serves as an indicator 367

of object hallucination. Through a valid hallucina- 368

tion threshold λ, our method can effectively detect 369

objects that are likely to be hallucinated, i.e., S(i) 370

is below λ. 371

After identifying hallucinated objects, we guide 372

the LLM to eliminate contents related to halluci- 373

nated objects, aiming to minimize hallucinations. 374

The detailed prompt can be found in Appendix C.4. 375

4 Experiment 376

4.1 Experimental Setup 377

4.1.1 Dataset 378

POPE (Yifan Li and Wen, 2023) is proposed to 379

provide a detailed evaluation of object hallucina- 380

tion in LVLMs, by querying the models about the 381

presence of specific objects in given images. POPE 382

adopts three sampling settings to construct negative 383

samples: random, popular, and adversarial. The 384

random setting selects non-present objects at ran- 385

dom, whereas the popular setting chooses from a 386

list of frequently occurring but absent objects, and 387

the adversarial method selects based on common 388

co-occurrence in contexts despite the absence in 389

the target image. For each sampling setting, we 390

sample 50 images and 6 questions for each image, 391

with an even distribution of positive and negative 392

samples (50% - 50%). Accuracy and F1-score are 393

employed as the evaluation metrics. 394

MME (Fu et al., 2023) serves as a comprehen- 395

sive benchmark for evaluating the perecptual and 396

cognitive capabilities of LVLMs across a wide spec- 397

trum of tasks. For the purpose of this study, we 398

only utilize the existence subset to evaluate the phe- 399

nomenon of object-level hallucination within these 400

models. This approach mirrors the methodology 401

employed in the POPE framework, wherein each 402

subset consists of binary "Yes-or-No" questions. 403

We use accuracy and accuracy+ as metrics, where 404

the former is calculated based on each question, 405

while the latter is based on each image, requiring 406

both questions to be answered correctly. 407

GPT-4v Assisted Evaluation To assess the effec- 408

tiveness of our method for hallucination mitigation 409
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Model Method
Adversarial Popular Random
Acc F1 Acc F1 Acc F1

mPLUG-Owl

vanilla 50.67 66.81 51.66 67.26 55.33 68.98
LRV-Instruction 59.67 69.21 68.33 74.11 74.33 77.94
SelfCheck 66.67 74.09 72.00 77.29 70.66 75.82
LURE 72.40 77.60 78.60 80.29 79.67 78.75
LogicCheckGPT 82.00 82.23 84.66 84.45 91.00 90.84

MiniGPT-4

vanilla 72.67 75.88 78.33 79.87 84.33 84.59
LRV-Instruction 74.00 71.11 80.33 78.70 81.67 80.97
SelfCheck 73.00 72.72 76.67 75.86 76.00 73.53
LURE 76.20 78.04 80.67 80.67 83.67 84.14
LogicCheckGPT 82.67 80.59 83.67 81.51 86.67 85.29

LLaVA-1.5

vanilla 83.33 84.84 84.67 85.89 93.00 93.02
SelfCheck 88.67 88.27 88.67 88.59 90.33 89.53
LURE 84.54 85.04 85.51 84.32 89.67 89.70
LogicCheckGPT 90.00 89.58 91.67 91.40 93.33 93.00

QWEN-VL-Chat

vanilla 86.67 86.67 86.33 86.37 90.67 90.28
SelfCheck 87.67 87.54 87.67 87.87 91.13 91.45
LURE 87.00 87.62 87.33 87.16 88.67 88.28
LogicCheckGPT 89.00 88.00 89.67 88.64 91.33 90.71

Table 1: The performance comparison between our proposed method LogicCheckGPT and baselines on POPE. The
best result is highlighted in boldface.

in open-ended generation, we adopted the GPT-4v410

Assisted Evaluation, inspired by Yin et al. (2023)411

and Liu et al. (2024). Our evaluation samples a412

set of 50 images from the COCO 2014 validation413

dataset, and asks the model to generate detailed414

descriptions. Subsequently, we prompt GPT-4v to415

score original outputs and our outputs in accuracy416

and relevancy, based on the image and instruction.417

The detailed prompt example is shown in Appendix418

C.5.419

4.1.2 Baselines420

We selected several widely used open-source421

LVLMs as backbones to evaluate the effective-422

ness of our LogicCheckGPT, including mPLUG-423

Owl (mplug-owl-llama-7b) (Ye et al., 2023),424

LLaVA (llava-1.5-7b) (Liu et al., 2023), MiniGPT-425

4 (vicuna-13b) (Zhu et al., 2023), QWEN-VL-Chat426

(Bai et al., 2023).427

We also compare our method with advanced hal-428

lucination detection and mitigation methods, in-429

cluding LRV-Instruction (Liu et al., 2024), LURE430

(Zhou et al., 2024) and SelfCheckGPT (Manakul431

et al., 2023). IRV-Instruction constructs a compre-432

hensive instruction dataset for instruction tuning.433

However, as they only released the checkpoints of 434

fine-tuned mPLUG-Owl and MiniGPT-4, we re- 435

port the results of these two models. LURE trains a 436

LVLM revisor to post-hoc rectify the hallucinated 437

outputs of base models. SelfCheckGPT employs 438

semantic uncertainty to detect hallucinations. We 439

integrate it into our framework to fulfill hallucina- 440

tion mitigation. In addition, the base LVLMs are 441

referred to as vanilla. 442

4.2 Experimental Results 443

Results on POPE The overall performance of 444

our proposed method LogicCheckGPT on POPE is 445

shown in Table 1, from which we have the follow- 446

ing observations: 447

Firstly, our LogicCheckGPT consistently demon- 448

strates significant performance improvements 449

across various LVLMs under different settings. It 450

can be observed that there is a significant perfor- 451

mance decline of LVLMs as we transition from 452

random to popular and adversarial settings, indi- 453

cating that LVLMs tend to hallucinate non-existent 454

objects that are related to the input image. In 455

specific, mPLUG-Owl only achieved accuracies 456

of 50.67%, 51.66%, and 55.33% across the three 457
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Model Method Acc Acc+

mPLUG-Owl

vanilla 65.00 35.00
LRV-Instruction 83.33 66.67
SelfCheck 85.00 73.33
LURE 80.00 60.00
LogicCheckGPT 96.67 93.33

MiniGPT-4

vanilla 78.33 56.67
LRV-Instruction 83.33 66.67
SelfCheck 80.00 60.00
LURE 85.00 70.00
LogicCheckGPT 86.67 73.33

LLaVA-1.5

vanilla 96.67 93.33
SelfCheck 96.67 93.33
LURE 93.33 86.67
LogicCheckGPT 96.67 93.33

QWEN-VL-Chat

vanilla 88.33 80.00
SelfCheck 93.33 86.67
LURE 90.00 80.00
LogicCheckGPT 95.00 90.00

Table 2: The performance comparison between our pro-
posed method LogicCheckGPT and baselines on MME
Existence subset. The best result on each dataset is high-
lighted in boldface.

settings. For MiniGPT-4, its performance in ad-458

versarial settings is over 10% lower compared to459

that in random settings. However, with the help460

of LogicCheckGPT, all LVLMs outperform the461

vanilla ones significantly under all settings. More462

specifically, mPLUG-Owl equipped with Logic-463

CheckGPT achieves an accuracy enhancement ex-464

ceeding 30% across three settings. Despite the465

already promising performance of LLaVA-1.5, our466

method still brings a substantial improvement to it,467

achieving about a 6.67% increase in accuracy. This468

demonstrates the effectiveness and robustness of469

our approach.470

Secondly, our proposed LogiCheckGPT outper-471

forms other competitors by a significant margin.472

While LRV-Instruction facilitates robust instruc-473

tion tuning of LVLMs, it remains challenging to474

completely eliminate potential hallucination issues475

within the model. Due to that SelfCheckGPT re-476

lies on semantic consistency in model responses,477

it is difficult to detect hallucinated objects when478

the LVLM is overconfident. LURE demonstrates479

significant improvements on models like mPLUG-480

Owl and MiniGPT-4, but shows only marginal481

enhancements on more powerful models such as482

LLaVA-1.5 and QWEN-VL-Chat. We attribute483

this to the fact that LURE is built upon MiniGPT-484

4, thus inheriting the limitations of the underlying485

Model Method Acc Rel

mPLUG-Owl
vanilla 3.44 8.78
LogicCheckGPT 4.32 8.74

MiniGPT-4
vanilla 5.00 7.96
LogicCheckGPT 6.02 8.38

LLaVA-1.5
vanilla 5.22 7.24
LogicCheckGPT 6.50 7.64

QWEN-VL-Chat
vanilla 8.36 9.96
LogicCheckGPT 8.58 9.96

Table 3: The performance of our proposed method Log-
icCheckGPT over base LVLMs on GPT-4v assisted eval-
uation. The best result on each dataset is highlighted in
boldface.

model. By contrast, our LogicCheckGPT yields the 486

most substantial improvements across all LVLMs, 487

indicating the superiority of our method. 488

Results on MME Existence Subset As shown 489

in Table 2, we also evaluate our method on MME 490

existence subset, which focuses on the object ex- 491

istence hallucination. It can be observed that, al- 492

though mPLUG-Owl performs worst, our method 493

results in substantial increases in both accuracy and 494

accuracy+, by 31.67% and 58.33%, respectively, 495

achieving remarkably high levels of performance. 496

It also demonstrates mPLUG-Owl inherently con- 497

tains information pertaining to object hallucina- 498

tions, which can be unearthed by our method. In ad- 499

dition, LogicCheckGPT consistently brings signifi- 500

cant improvement for MiniGPT-4 and QWEN-VL- 501

Chat, while maintaining the strong performance of 502

LLaVA-1.5. 503

Results on GPT-4v Assisted Evaluation Apart 504

from "Yes" or "No" questions in POPE and MME, 505

we employed GPT-4v to assist in evaluating our 506

LogicCheckGPT for open-text generation, follow- 507

ing previous works (Liu et al., 2024; Yin et al., 508

2023). The results are summarized in Table 3. It 509

can be observed that our method significantly en- 510

hances the accuracy of each model, demonstrating 511

the effectiveness of our approach in object halluci- 512

nation mitigation. In addition, as LogicCheckGPT 513

can remove irrelevant hallucinated information and 514

preserving fluent language structures, it can main- 515

tain or even improve relevancy. 516

4.3 Ablation Study 517

We conduct ablation study for several variants, as 518

illustrated in Fig. 4. vanilla adopts no halluci- 519
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Yes, there is a dining table in the 
image. 

Is there a dining table in the 
image?

Attribute

Object

No, there is no dining table in the 
image. 

The dining table in the picture is a wooden table 
with an umbrella on it. It is located in a city 
street, and there are two women walking on the 
sidewalk near the table.

Could you please describe the dining table in 
the picture?

Could you tell me all the objects that are made 
of wood in the image?

Could you tell me all the objects that are 
located in a city street in the image?

Could you tell me all the objects that have two 
women walking on the sidewalk near them in 
the image?

… two umbrellas made of 
wood.

… a table and a chair.

…a woman walking with 
an umbrella, a car, a truck, 
a bus, a traffic light, and a 
stop sign.

… there are two women 
walking on the sidewalk 
near a parking lot.

Closed Loop Rate
Dining table: 0.0

Result: 
Hallucination!

Could you tell me all the objects that have an 
umbrella on them in the image?

(a) Yes-or-No question.

The image features a teddy bear 
hanging from a tree branch, with its 
head facing downwards. The bear is 
sitting on a branch, with its legs 
dangling down…
There are several other objects in the 
scene, including a car parked nearby, 
a bench situated to the left of the tree, 
and a handbag placed on the ground 
near the tree…

Please describe this image in 
detail.

Attribute

Object

The image features a teddy bear 
hanging from a tree branch, with its 
head facing downwards. The bear is 
sitting on a branch. The tree is located 
in a park. Surrounding the tree, there 
are no other objects in the scene. 

The car in the picture is a pink car, which is 
hanging from a tree branch. It is located in a 
park, and the car is dangling from a tree limb.

Could you please describe the car in the picture?

Could you tell me all the objects that are pink in 
the image?

Could you tell me all the objects that are 
located in a park in the image?

Could you tell me all the objects that are 
dangling from a tree limb in the image?

… a teddy bear and a 
branch.

… a pink teddy bear, and a 
brown bear.

… a park with a tree, a 
bench, a swing, and a 
teddy bear hanging from 
a branch.

… One is a pink teddy 
bear, and the other is a 
brown bear.

Closed Loop Rate
Car: 0.0

Result: 
Hallucination!

Could you tell me all the objects that are 
hanging from a tree branch in the image?

(b) Open-ended question.

Figure 3: The visualization of two representative examples of our LogicCheckGPT for mPLUG-Owl. The
hallucinated objects are highlighted in red and attributes are highlighted in magenta.

mPLUG MiniGPT-4 LLaVA-1.5 QWEN-VL-Chat
40

50

60

70

80

90

Ac
cu

ra
cy

vanilla FreeCheck w/o AOP w/o LCL LogicCheckGPT

Figure 4: The performance comparison between Log-
icCheckGPT and several variants, vanilla, FreeCheck,
LogicCheckGPT w/o AOP (w/o AOP) and LogicCheck-
GPT w/o LCL (w/o LCL) across LVLMs on POPE
adversarial setting.

nation mitigation method. FreeCheck employs520

an LLM (GPT-3.5) to autonomously interrogate521

LVLMs through multi-turn interactions, similiar to522

(Cohen et al., 2023). LogicCheckGPT w/o AOP523

refers to replacing the Attribute-to-Object prompt524

in Section 3.4 to inquire only object instead of cov-525

ering all objects, e.g. What is/has {attribute} in526

the image?. LogicCheckGPT w/o LCL employs an527

LLM to determine the logical consistency directly528

without Logical Closed Loop rate.529

We can observe that FreeCheck performs worse530

for most LVLMs, primarily because the LLM fails531

to raise valuable questions to detect hallucinations.532

LogicCheckGPT w/o AOP brings significant im-533

provements to several models but still falls below534

our method, indicating that covering a sufficient535

number of objects is beneficial. Though Logic-536

CheckGPT w/o LCL falls between vanilla and w/o537

AOP, demonstrating the effectiveness of calculating538

logical closed loop rate. For the powerful QWEN-539

VL-Chat, which has already achieved impressive540

performance, only our LogicCheckGPT can en- 541

hance its capabilities. 542

4.4 Case Study 543

In this section, we have selected two representative 544

examples for mPLUG-Owl covering distinct types 545

of questions, including a binary question, "Is there 546

a dining table in the image?" and an open-ended 547

query, "Please describe this image in detail.", as 548

illustrated in Fig 3. In the first case 3(a), the model 549

answers "yes" to the binary question, while our 550

method detects that dining table is hallucinated and 551

corrects the output. As for open-ended text gener- 552

ation, the models tends to hallucinate nonexistent 553

objects as the length of the generated sequence 554

increases. However, our method is capable of indi- 555

vidually verifying the existence of objects, thereby 556

mitigating hallucinations. 557

5 Conclusion 558

We propose a novel logical closed loop-based 559

framework LogicCheckGPT for object hallucina- 560

tion mitigation in LVLMs. Our motivation stems 561

from the observation that LVLMs often exhibit logi- 562

cally inconsistent responses to hallucinated objects. 563

Therefore, we devise logic consistency probing, 564

which involves asking questions with logical cor- 565

relations, such as inquiring about attributes from 566

objects and vice versa. Specifically, we break down 567

this process into several steps: object extraction, 568

object-to-attribute inquiring, attribute-to-object in- 569

quiring, logical closed-loop checking, and hallu- 570

cination detection and mitigation. Comprehen- 571

sive experiments conducted on several benchmarks 572

demonstrate the superiority of our framework. 573

8



Limitations574

In this work, we propose a logical closed loop-575

based framework for object hallucination mitiga-576

tion. However, our method still has the following577

two limitations. Firstly, adopting our framework578

inevitably incurs costs, as we rely on the GPT-3.5579

API. Secondly, our work only focuses on address-580

ing object hallucinations. There are also other types581

of hallucinations, including attribute hallucinations582

and knowledge hallucinations. Therefore, extend-583

ing our framework to encompass a broader range584

of hallucination mitigation represents our future585

directions.586
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Figure 5: The performance of different threshold λ.

A Implementation Details 737

In this work, LogicCheckGPT was constructed 738

utilizing the PyTorch framework (Paszke et al., 739

2019), incorporating capabilities from Hugging- 740

Face’s Transformers library (Wolf et al., 2019). The 741

large language model (LLM) we adopted is GPT- 742

3.5-turbo, to help fulfill each subtask of hallucina- 743

tion mitigation. All base LVLMs and hallucination 744

mitigation methods are re-implemented according 745

to their literature. We maintain the default hyper- 746

parameter settings for all backbone LVLMs and 747

baselines. The experiments were conducted using 748

an NVIDIA A100 GPU and an AMD EPYC 7763 749

CPU. The hallucination threshold λ is searched 750

within [0.0, 0.9]. 751

B Hyperparameter Analysis 752

In this section, we conduct experiments on POPE 753

under adversarial and popular setting to analyze the 754

performance fluctuation of LogicCheckGPT with 755

different values of threshold λ ranging from 0.0 756

to 0.9, as shown in Figure 5. There is a signifi- 757

cant increase when threshold λ is increasing from 758

0.0 initially for all models with LogicCheckGPT 759

under both settings. It indicates that our method 760

can significantly distinguish existent objects and 761

hallucinated objects by valid threshold, as models 762

tend to provide logically consistent responses for 763

existent objects. 764

Subsequently, these these models reach their re- 765

spective performance peaks. For instance, the per- 766

formance of mPLUG-Owl achieves the best when 767

λ is 0.3 under both settings, while the best λ for 768

LLaVA is 0.5. For MiniGPT-4, the λ at which 769

it reached its performance peak varied across dif- 770

ferent settings, 0.2 and 0.1 respectively. With the 771

continued increase of the threshold, a noticeable 772

decrease in performance can be observed. This is 773

reasonable, as it leads to the misclassification of a 774

large number of existent objects as non-existent. 775
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C Prompts776

C.1 Object Extraction777

The prompt for object extraction is illustrated in778

Fig. 6.779

C.2 Attribute-to-Object Inquiring780

C.2.1 Attribute Extraction781

The prompt for attribute extraction in attribute-to-782

object inquiring is illustrated in Fig. 7.783

C.2.2 Question Formulation784

The prompt for question formulation in attribute-785

to-object inquiring is illustrated in Fig. 8.786

C.3 Logical Closed Loop Checking787

The prompt for logical closed loop checking is788

illustrated in Fig. 9.789

C.4 Hallucination Detection and Mitigation790

The prompt for hallucination dection and mitiga-791

tion is illustrated in Fig. 10.792

C.5 GPT-4V Assisted Evaluation793

The prompt for hallucination dection and mitiga-794

tion is illustrated in Fig. 11.795
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System prompt

Prompt

You are a language assistant that helps to extract information from given sentences.

You are given a sentence, extract the entities within the sentence for me.

[Task]
Your task is to extract the common objects and summarize them as general categories without repetition, merging essentially similar objects. 
Avoid extracting abstract or non-specific entities. Extract entity in the singular form. Output all the extracted types of items in one line and 
separate each object type with a period. If there is nothing to output, then output a single "None". DO NOT RESPOND WITH ANYTHING ELSE.

Here are some examples:
{In-context examples}

Now complete the following:

[Sentence]
{sentence}

[Response]

Figure 6: Prompt template of object extraction.

You will receive a piece of text that describes an object, and the given object.

[Task]
Your task is to accurately identify and extract every attribute associated with the given object in the provided text. Each claim should be concise 
(less than 15 words) and self-contained, corresponding to only one attribute. You MUST only respond in the format as required. Each line should 
contain the original claim and the modified claim with all the mentions of the given object being replaced with "the object". DO NOT RESPOND 
WITH ANYTHING ELSE. ADDING ANY OTHER EXTRA NOTES THAT VIOLATE THE RESPONSE FORMAT IS BANNED.

[Response Format]
original claim and modified claim

Here are some examples:
{In-context examples}

Now complete the following:

[Text]
{sentence}

[Entity]
{entity}

[Response]

System prompt

Prompt

You are a language assistant that helps to extract information from given sentences.

Figure 7: Prompt template of attribute-to-object question (1).
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You will receive a list of statements of objects in an image.

[Task]
Your task is to rephrase each line of statement into a question following the below question template.
In specific, extract attributes of the object to fill in the attribute slot of the template to form questions.
DO NOT RESPOND WITH ANYTHING ELSE.  DO NOT CHANGE THE QUESTION TEMPLATE.

[Response Format]
Could you tell me all the objects that {ATTRIBUTE SLOT} in the image?

Here are some examples:
{In-context examples}

Now complete the following:

[Statements]
{statement}

[Response]

System prompt

Prompt

You are a language assistant that helps to extract information from given sentences.

Figure 8: Prompt template of attribute-to-object question (2).

You are given a statement and a question.

[Task]
Your task is to answer the question based on the statement. The statement is about some objects. The question is to ask whether some specific 
object exists.
1. Your response should be limited to one of the following two choices: "Yes"/"No".
2. Note that instances of a certain category can also belong to its super-categories. For example, a baseball is a subclass of the sports ball.
3. Note that the table is equivalent to the dining table here.
4. DO NOT RESPOND WITH ANYTHING ELSE.

[Response Format]
Yes/No

Here are some examples:
{In-context examples}

Now complete the following:

[Statement]
{statement}

[Question]
Is there a {object} in the statement?

[Response]

System prompt

Prompt

You are a language assistant that helps to extract information from given sentences.

Figure 9: Prompt template of logic closed loop check.
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You are given a query, a passage and supplementary information.

[Task]
You are required to correct and output the refined passage in a fluent and natural style, following these rules:
1. Correct the sentences in the passage if they are inconsistent with the supplementary information.
2. Do not modify correct sentences and introduce additional information.
3. When giving refined passage, also pay attention to the given query. The refined passage should be reasonable answers to the query.
4. Note the dining table is equivalent to the table.
Output only the corrected passage, without introducing extra contents.

Here are some examples:
{In-context examples}

Now complete the following:

[Query]
{query}

[Passage]
{passage}

[Supplementary Information]
{supplementary_information}

[Response]

System prompt

Prompt

You are a language assistant that helps to extract information from given sentences.

Figure 10: Prompt template of refinement.

You should pay extra attention to the hallucination, which refers to the part of descriptions that are inconsistent with the image content, such as 
claiming the existence of something not present in the image or describing incorrectly in terms of the counts, positions, or colors of objects in 
the image. Please rate the responses of the assistants on a scale of 1 to 10, where a higher score indicates better performance, according to the 
following criteria:

1: Accuracy: 
whether the response is accurate with respect to the image content. Responses with fewer hallucinations should be given higher scores.

2: Relevancy: 
whether the response directly follows the instruction. 

Please output the scores for each criterion, containing only two values indicating the scores for Assistant 1 and 2, respectively.  The two scores 
are separated by a space. Following the scores, please provide an explanation of your evaluation, avoiding any potential bias and ensuring that 
the order in which the responses were presented does not affect your judgment.

[Assistant 1]
{answer_1}
[End of Assistant 1]

[Assistant 2] 
{answer_2}
[End of Assistant 2]

Output format:

Accuracy: <Scores of the two answers>
Reason:

Relevancy: <Scores of the two answers>
Reason: 

System prompt

Prompt

You are required to score the performance of two AI assistants in describing a given image.

Figure 11: Prompt template of GPT-4v Assisted Evaluation.
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