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**ABSTRACT**

Self-supervised learning (SSL) has shown its powerful ability in discriminative representations for various visual, audio, and video applications. However, most recent works still focus on the different paradigms of spatial-level SSL on video representations. How to self-supervised learn the inherent representation on the temporal dimension is still unrevealed. In this work we propose self-supervised temporal learning (SSTL), aiming at learning spatial-temporal-invariance. Inspired by spatial-based contrastive SSL, we show that significant improvement can be achieved by a proposed temporal-based contrastive learning approach, which includes three novel and efficient modules: temporal augmentations, temporal memory bank and SSTL loss. The temporal augmentations include three operators – temporal crop, temporal dropout, and temporal jitter. Besides the contrastive paradigm, we observe the temporal contents vary between each layer of the temporal pyramid. The SSTL extends the upper-bound of the current SSL approaches by $\sim6\%$ on the famous video classification tasks and surprisingly improves the current state-of-the-art approaches by $\sim100\%$ on some famous video retrieval tasks. The code of SSTL is released with this draft, hoping to nourish the progress of the booming self-supervised learning community.

1 **INTRODUCTION**

With the explosive growth of unlabeled video data, self-supervised representation learning of videos has been drawing increasing attention from the vision community, aims at leveraging the information from unlabelled data to learn discriminative video representations. Recent advances (He et al. (2020); Tian et al. (2019); Doersch et al. (2015); Zhang et al. (2016); Noroozi & Favaro (2016)) in self-supervised representation learning for images have demonstrated promising developments. But progress on learning from the videos is less investigated in depth, especially for learning from the temporal information. Compared with single images, videos consist of a temporal sequence of image frames, and are more suitable sources for self-supervised representation learning as the contiguous frames are naturally correlated along the temporal dimension.

Over the past few years, researchers try to tackle the problem of self-supervised learning of videos along two research directions: (1) pretext tasks, such as future frame prediction (Han et al. (2020)), rotation transformation prediction (Jing et al. (2018)), and video order prediction (Xu et al. (2019)); (2) contrastive learning, including (Zhuang et al. (2020); Qian et al. (2020)). However, designing proper training supervisions for videos (especially for temporal information) is challenging and non-trivial, and many previous works still focus on variants of the spatial-level supervisions.

In this work, we analyze the characteristics of feature distribution extracted from a fully-supervised model in videos, and would like our unsupervised model to follow the similar characteristics. We make three observations: (1) As shown in Figure 1, the features from a fully-supervised model are insensitive to such sight temporal disturbances. This phenomenon also accords with our perception: when humans watch short videos, some slight temporal disturbances would not cause noticeable impacts to the correct understanding of the videos. (2) In Figure 2(a), the inter-video similarities are significantly higher than those of intra-video ones. (3) As the temporal distance increases, the similarity between pairs of clips within the same video (Figure 2(b)) gradually decreases.

Based on the above observations, we propose a contrastive learning framework learning feature representations to follow the same characteristics of a fully-supervised video representation model, which includes three important modules – temporal-level augmentation, temporal memory bank,
and SSTL loss. We hope that the similarity between two clips which have a little difference on the temporal dimension becomes higher. So some novel temporal augmentations (i.e., temporal crop, dropout, and jitter) are introduced to create more difficulties for distinguishing the positive and negative pairs, which can improve the quality of learned representations. Considering the observation that the similarity between clips within the same videos but are temporally far-away usually relatively low, we propose the temporal memory bank which can store more than one slot for each video, and each slot only stores the feature of a video segment. The temporal memory bank not only provides more representative and accurate features of negative samples, but also help the model capture long-range temporal information across the entire video. With the statistical priors that the inter-video similarities are significantly higher than those of intra-video ones, we define the clip-to-video loss to encourage the distance between the clip and the video belonging to the same clip become closer in the latent space, which is the key component of the SSTL loss.

2 RELATED WORK

Self-supervised learning from images Self-supervised learning or unsupervised learning leverages information from unlabeled data to train models. Recently, a number of self-supervised learning tasks are based on pretext tasks. These methods designed auxiliary tasks with pseudo training labels from the data itself to supervise the training of the network. Spyros et al. designed a pretext task which recognizes the rotation angle of the transformed images [Gidaris et al. (2018)]. Another line of self-supervised learning is known as contrastive learning. These methods learn representations...
by contrasting between congruent and incongruent representations of the same image or scene. The instance discrimination method \((\text{Wu et al. (2018)})\) presented an unsupervised feature learning approach to maximize distinction between instances via a novel non-parametric softmax formulation. CPC \((\text{Oord et al. (2018)})\) learns from continuous views, like the past and future or the sequential data in space. CMC \((\text{Tian et al. (2019)})\) apply contrastive learning to the multiview setting. Moco \((\text{He et al. (2020)})\) builds a dynamic dictionary with a queue and a moving-averaged encoder to facilitate contrastive unsupervised learning.

**Self-supervised learning from videos** Compared with 2D static images, the large number of videos with a temporal dimension can provide extra supervision signals. Meantime, a series of deep learning methods were proposed to focus on video understanding \((\text{Wang et al. (2016); Lin et al. (2019); Shao et al. (2020); Feichtenhofer et al. (2019); Feichtenhofer (2020)})\); Most of the prior work still focuses on various pretext task to learn self-supervised spatiotemporal representations. The rotation angles of the transformed video clips could be used as a supervisory signal \((\text{Jing et al. (2018)})\). In the work of \((\text{Xu et al. (2019); Kim et al. (2019)})\), the learning of spatiotemporal representation driven by predicting orders of video clips at temporal or spatial dimensions. \((\text{Benaim et al. (2020)})\) trains a deep network by detecting if a video is playing at a normal rate, or it is sped up. As shown in \((\text{Han et al. (2019)})\), 3D CNN models are trained by recurrently predicting future representations of spatiotemporal blocks. \((\text{Yao et al. (2020)})\) proposes to produce self-supervision signals about video playback rates from representation model learning. The approach of \((\text{Han et al. (2020)})\) trains the unsupervised model with a predictive attention mechanism over the set of compressed memories.

3 OUR APPROACH

Our proposed framework SSTL learns representations in a self-supervised manner to make the learned feature representations have the desired characteristics that we observed from a fully-supervised model. In recent image-based self-supervised learning methods, contrastive learning has made a great success. We also choose to adopt contrastive learning in our framework but the learning is conducted by distinguishing the positive samples from a group of negative samples from the temporal dimension to capture temporal variations of videos. The challenge is how to create appropriate training sample pairs to provide supervisory signals. To achieve this goal, we propose three novel modules: temporal augmentations, temporal memory bank, and SSTL loss. Based on our observations on fully-supervised features in Figure 1, the learned feature similarity between two clips that are temporally close within the same video should large, while those of other clip pairs should have small similarities. We therefore design three novel temporal augmentations and require the cosine similarity between pairs of augmented clips from the same videos to be larger. The traditional memory bank in image-based contrastive learning usually adopted a container to store negative samples. As videos introduce the additional temporal dimension, the feature similarity decrease as the inter-clip temporal distance increases in Figure 2(b). With this observation, we propose the temporal memory bank that stores each video as a series of memory features in the memory slots, and each slot only stores the features of a clip covering a short time span of the videos. The features from the memory are more representative for creating negative training samples. We also find that the inter-video similarities are significantly higher than those of intra-video ones, as shown in Figure 2(a). Two possible strategies are adopted to define positive samples in our work: the pair with different data augmentations applied to the same clip, the clip and the video to which the same clip belongs. We call the combination of the above two losses as our SSTL loss.

3.1 TEMPORAL DATA AUGMENTATION

Data augmentation aims at transforming the clips without changing its semantic contents. It creates positive and negative pairs of clips as training supervisions. We consider two types of augmentations in our framework. The first type of augmentation involves transformations on the temporal dimension. We take three kinds of temporal transforms in our framework: temporal random cropping, temporal random drop, and playback rate distortion:

**Playback rate distortion:** Similar to random spatial resizing of images, we introduce the playback rate distortion (“resizing”) along the temporal dimension. A random distortion factor from 1.0 to 1.25 is chosen as the target playback rate \(p\). Then we randomly drop frames with probability \(1 - 1/p\) and the maximum number of dropped frames is also limited.
**Temporal random dropout.** For each input clip, we randomly drop out a fixed number of non-continuous frames. This augmentation is inspired by our observation on temporal disturbance, which shows that dropping out some non-continuous frames would not much affect the semantic contents.

**Temporal random crop.** For each input clip, we choose a random subset of consequent 16 frames from all input frames, and this is the last part of the three temporal augmentations.

The second type of augmentation conducts spatial transformations of the video frames, which are similar to those of existing unsupervised learning approaches for still images and include random resizing, random cropping, color distortion, Gaussian blur, and random horizontal flip. To avoid different augmentations damage the underlying smoothness image structures of consecutive frames in videos, we make the spatial augmentation hyper-parameters to be fixed for all clips of a video.

### 3.2 Temporal Contrastive Learning

![Figure 3: Overview of the proposed self-supervised temporal learning (SSTL) framework.](fn)

We randomly one clip from a short video, and then get two processed clips through applying twice temporal augmentation and spatial augmentation for each clip. Finally, we feed it to a 3D backbone with an MLP head and a speed predictor head. The contrastive loss is used to train the network to maximize agreement between differently augmented views of the same clip and minimize agreement between different clips. Some repeated connection lines are not drew in the figure.

The framework of the proposed approach is illustrated in Fig 3. Given a video dataset \( V = \{v_i| i = 1, \ldots, N\} \), we randomly sample some clips of shape \( \mathbb{R}^{(T+e) \times H \times W} \) from different videos to create a training mini-batch. Here \( T, H, W, e \) denote clip temporal span, frame height, frame weight, and the buffer frames for potential frame cropping or dropping, which will be used in the following augmentations. Given each sampled clip from the videos, we apply a series of specifically designed temporal and spatial augmentations to the clip and obtain pairs of training clips, denoted \( v_i^x \) and \( v_i^y \). The clip’s temporal range becomes \( T \) because temporal augmentations will drop some frame of it and make the number of remaining frames equal to the number of model input. Our encoder \( f(\cdot) \) is composed of a base video backbone (e.g., R3D-18 (Tran et al., 2018; Xie et al., 2018)) and a non-linear projection head. It encodes the input augmented clips into representation vectors: \( h_i,x = f(v_i^x) \). Other than the contrastive loss which is computed with the extracted features and our temporal memory bank, we also introduce a playback rate prediction branch for the encoder to estimate the input clip’s playback rate as an auxiliary task.

**Temporal Memory bank** Unlike the common memory bank with the “key-value” structure, where one video corresponds to only one feature vector. Considering the temporal smoothness of the contents in videos, we design a temporal-oriented memory bank for creating more informative training pairs. Our memory bank is a two-dimensional matrix, which contains \( N \) rows and \( L \) columns. Each row means one video in the dataset and each column denotes a fixed temporal interval in one video (e.x. from 0 frames to 60 frames), and each memory cell stores the representation of a video segment. The \( l \)-th column is to represent the temporal interval \( ((l-1)/LT, l/LT) \) in the \( T \)-frames video. We define \( t/T \) as the clip’s temporal position where \( t \) represents the position of the center frame and \( T \) denotes the total frames of the video. When the memory bank is updated with the new extracted feature from the clip, there are two updating strategies: 1) If the temporal interval of the cell contains the clip’s temporal position, it will update with the fixed momentum. 2) The second
strategy conducts memory feature updating not only at the input clip’s corresponding temporal interval but also neighboring intervals’ features with an updating rate inversely proportional to the distance to the clip. The memory updating rule for \( l \)-th column in our memory bank is defined as:

\[
\theta_i^l \leftarrow \frac{\hat{m}\theta_i^l + (1 - \hat{m})h_i}{\|\hat{m}\theta_i^l + (1 - \hat{m})h_i\|_2}
\]  

\[\hat{m} = \begin{cases} 
    m & \text{if } t/T \in ((l - 1)/L, l/L) \\
    (1 - |(2l - 1)/2L - t/T|)c & \text{if } t/T \notin ((l - 1)/L, l/L),
\end{cases}
\]

where \( m \in [0, 1] \) is a momentum coefficient, \( c \in (0, 1) \) denotes attenuation coefficient, \( \theta_i^l \) refers to the feature stored in \( n \)-th row and \( l \)-th column of the memory bank. We empirically set \( c \) to be 0.6, and \( L \) to be 2 when trained in K-400. Apart from the input videos, the features from the rest videos in any column of the memory bank can be used as a negative sample when calculating contrastive loss.

**Contrastive Learning** We propose to adopt SSTL loss for supervising the learning of the video representations: clip-to-clip and clip-to-video. For clip-to-clip contrastive loss, we adopt InfoNCE, which is defined as:

\[
L_{i,x} = -\log \frac{\exp (\mathbf{sim}(h_{i,x}, h_{i,y}) / \tau)}{\sum_{k=1}^{N} \mathbb{1}_{[k \neq i]} \exp (\mathbf{sim}(h_{i,x}, h_{k,x}) / \tau) + \exp (\mathbf{sim}(h_{i,x}, h_{k,y}) / \tau)},
\]

\[
\mathcal{L}_{ctr} = \frac{1}{2N} \left( \sum_i L_{i,x} + \sum_i L_{i,y} \right),
\]

where \( \mathbb{1}_{[k \neq i]} \in \{0, 1\} \) is an indicator function, which outputs 1 if \( k \neq i \), and \( \tau \) is a temperature parameter. The cosine similarity is adopted to measure inter-clip similarity \( \mathbf{sim}(a, b) = a^T b / \|a\| \|b\| \). The overall loss \( \mathcal{L}_{ctr} \) is computed with all positive pairs in a mini-batch, both \((x, y)\) and \((y, x)\).

The video-level feature can be obtained by average pooling the features from all cells in one row of the temporal memory bank. It can be seen as a positive sample to provide a supervision signal for the extracted feature from the same video. The clip-to-video loss is defined as:

\[
L_{video} = 1 - \frac{h_i^l \left( \frac{1}{L} \sum_{n=1}^{L} \theta_n^l \right)^T}{\|h_i^l\| \left( \frac{1}{L} \sum_{n=1}^{L} \theta_n^l \right)}
\]

The loss function is based on cosine similarity, and it encourages the distance between the clip and the video belonging to the same clip become closer in the latent space. Another intuitive aspect of optimizing this loss is to group representations of the clips sampled from the same video.

**Playback rate prediction** We also propose an auxiliary task on predicting the playback rate \( s \) of the input video clips, which varies from 1.0× to 1.25× and we have the ground-truth playback rate of the augmented video clips. Such a playback rate prediction task encourages the neural network to learn generic transferable video representations. We assume that the network can only recognize the actual video speed when it understands the potential video information. Our playback rate prediction branch is composed of two fully-connected layers and one ReLU non-linearity layer in-between. We use the flatten features of the backbone’s last layer as the module’s input, and the output is the predicted playback rate. The branch is trained with an MSE loss as \( \mathcal{L}_{spd} = \frac{1}{2}(\hat{s} - s)^2 \)

The overall loss By jointly optimizing the video speed regression objective and the contrastive objective, the final training loss is defined as

\[
\mathcal{L} = \lambda_{ctr} \mathcal{L}_{ctr} + \lambda_{spd} \mathcal{L}_{spd} + \lambda_{video} \mathcal{L}_{video}
\]

Where \( \lambda_{ctr} \), \( \lambda_{spd} \), and \( \lambda_{video} \) are the hyperparameter to balance different training objectives. In this work, \( \lambda_{ctr} \), \( \lambda_{spd} \), and \( \lambda_{video} \) are set to 1.0, 0.1, and 0.2 respectively.

4 Experiments

In this section, we conduct experiments to evaluate our proposed SSTL’s effectiveness for action recognition and the quality of the learned spatiotemporal feature representations.
Table 1: Performance comparison of self-supervised methods for Spatio-temporal representation learning on UCF101 and HMDB51 dataset (Pre-trained on RGB modality only). *The input video clips contain 64 frames. † The backbone is Resnet(V2)3D-18.

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>Input Size</th>
<th>Training Data</th>
<th>UCF101</th>
<th>HMDB51</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scratch</td>
<td>R3D-18</td>
<td>112 × 112</td>
<td>-</td>
<td>51.6</td>
<td>19.3</td>
</tr>
<tr>
<td>3D RotNet [2018 Arxiv]</td>
<td>R3D-18</td>
<td>112 × 112</td>
<td>Kinetics-400</td>
<td>62.9</td>
<td>33.7</td>
</tr>
<tr>
<td>VCOP [2019 CVPR]</td>
<td>R3D-18</td>
<td>112 × 112</td>
<td>UCF101</td>
<td>64.9</td>
<td>29.5</td>
</tr>
<tr>
<td>ST-Puzzle [2019 AAAI]</td>
<td>R3D-18</td>
<td>112 × 112</td>
<td>Kinetics-400</td>
<td>65.8</td>
<td>33.7</td>
</tr>
<tr>
<td>DPC [2019 Arxiv]</td>
<td>R3D-18(*)</td>
<td>128 × 128</td>
<td>Kinetics-400</td>
<td>68.2</td>
<td>34.5</td>
</tr>
<tr>
<td>PRP [2020 CVPR]</td>
<td>R3D-18</td>
<td>112 × 112</td>
<td>Kinetics-400</td>
<td>66.5</td>
<td>29.7</td>
</tr>
<tr>
<td>VIE [2020 CVPR]</td>
<td>R3D-18(†)</td>
<td>112 × 112</td>
<td>Kinetics-400</td>
<td>75.5</td>
<td>44.6</td>
</tr>
<tr>
<td>Speednet [2020 CVPR]</td>
<td>I3D</td>
<td>224 × 224</td>
<td>Kinetics-400</td>
<td>66.7</td>
<td>43.7</td>
</tr>
<tr>
<td>MemDPC [2020 ECCV]</td>
<td>R2D3D-34</td>
<td>224 × 224</td>
<td>Kinetics-400</td>
<td>78.1</td>
<td>41.2</td>
</tr>
<tr>
<td>VRLPP [2020 ECCV]</td>
<td>R(2+1)D-18</td>
<td>112 × 112</td>
<td>Kinetics-400</td>
<td>77.1</td>
<td>36.6</td>
</tr>
<tr>
<td>SSTL</td>
<td>R3D-18</td>
<td>112 × 112</td>
<td>Kinetics-400</td>
<td>79.1</td>
<td>49.7</td>
</tr>
</tbody>
</table>

4.1 DATASETS
We conduct experiments on four action recognition datasets, Kinetics-400 [2017], UCF101 [2012], HMDB51 [2011]. Kinetics-400 (K-400) is a large-scale action dataset that has about 300k videos of 400 classes. In this work, we use the training split (around 240k video samples) without any annotation as the pre-training dataset, to validate the proposed approach. UCF101 contains 13K videos spanning of 101 human action classes. The dataset is divided into 3 splits and following prior works, we use split 1 for pre-training and evaluation in this paper. HMDB51 is a relatively small action recognition dataset, which consists of about 7k videos of 51 classes, we still use split 1 for downstream task evaluation.

4.2 IMPLEMENTATION DETAILS

Self-Supervised Learning In our experiment, we use R3D-18 [2018] as the backbone. When pre-training on the K-400 dataset, we sample consecutive 16-frame video clips from the videos. For data augmentation, we firstly resize the short size of the input frames to 112. Then we randomly crop the video clip to 112 × 112. The batch size is 2048 on 32 GPUs and we use SGD as optimizer with an initial learning rate 2.0, momentum 0.9 and weight decay $10^{-6}$. A cosine learning rate decay strategy [2016] was used to pre-train for 300 epochs. Note that, we apply a max pooling operation with a stride of 2 after the first convolution layer to have a batchsize of 64 which is 8 × than before. The temperature used in the contrastive loss is 0.1.

Transfer Learning During the fine-tuning stage for action recognition, weights of convolutional layers are retained from the self-supervised learning networks and weights of fully-connected layers are randomly initialized. The way of image pre-processing is the same as the previous self-supervised pre-training stage. We also use SGD with an initial learning rate of 0.02 and a weight decay of 0.01. We train the models for 120 epochs, with the learning rate multiplied by 0.15 at the 50, 80 and 100 epochs on 16 GPUs.

Evaluation We sample 5 clips uniformly from each video in the testing set of UCF101 and HMDB51. For each clip, the center crop is applied. The predicted label of each video is generated by averaging the softmax probabilities of all clips in the video.

4.3 ACTION RECOGNITION
In this section, We compare our approach with other methods on the action recognition task. We performed self-supervised pre-training on Kinetics-400, and then we fine-tune all the layers for action recognition on target datasets. As shown in Table 1, our model achieves state-of-the-art results with the same amount of un-annotated data and RGB-only clips on both UCF101 and HMDB51 datasets. With the R3D-18 backbone, our method achieves 22.9% (74.5% vs. 51.6%) and 26.6% (44.5% vs. 19.3%) improvement over the random initialization. Our approach also obtains 6.1% compared with the current best-performing method PRP [2020].
Table 2: Comparison with state-of-the-art methods for nearest neighbor retrieval on the UCF101 dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Network</th>
<th>Top1</th>
<th>Top5</th>
<th>Top10</th>
<th>Top20</th>
<th>Top50</th>
</tr>
</thead>
<tbody>
<tr>
<td>VCOP</td>
<td>R3D-18</td>
<td>14.1</td>
<td>30.3</td>
<td>40.4</td>
<td>51.1</td>
<td>66.5</td>
</tr>
<tr>
<td>PRP</td>
<td>R3D-18</td>
<td>22.8</td>
<td>38.5</td>
<td>46.7</td>
<td>55.2</td>
<td>69.1</td>
</tr>
<tr>
<td>VRLPP</td>
<td>R3D-18</td>
<td>23.8</td>
<td>38.1</td>
<td>46.4</td>
<td>56.6</td>
<td>69.8</td>
</tr>
<tr>
<td>Speednet</td>
<td>S3D-G</td>
<td>13.1</td>
<td>28.1</td>
<td>37.5</td>
<td>49.5</td>
<td>65.6</td>
</tr>
<tr>
<td>MemDPC</td>
<td>R2D3D-34</td>
<td>20.2</td>
<td>40.4</td>
<td>52.4</td>
<td>64.7</td>
<td>-</td>
</tr>
<tr>
<td>Scratch</td>
<td>R3D-18</td>
<td>9.9</td>
<td>18.9</td>
<td>26.5</td>
<td>35.5</td>
<td>51.9</td>
</tr>
<tr>
<td>SSTL (w/o temp)</td>
<td>R3D-18</td>
<td>25.4</td>
<td>47.3</td>
<td>57.9</td>
<td>68.7</td>
<td>69.5</td>
</tr>
<tr>
<td>SSTL</td>
<td>R3D-18</td>
<td>44.5</td>
<td>57.4</td>
<td>63.5</td>
<td>70.0</td>
<td>79.0</td>
</tr>
</tbody>
</table>

Table 3: Comparison with state-of-the-art methods for nearest neighbor retrieval task on HMDB51 dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Network</th>
<th>Top1</th>
<th>Top5</th>
<th>Top10</th>
<th>Top20</th>
<th>Top50</th>
</tr>
</thead>
<tbody>
<tr>
<td>VCOP</td>
<td>R3D-18</td>
<td>7.6</td>
<td>22.9</td>
<td>34.4</td>
<td>48.8</td>
<td>68.9</td>
</tr>
<tr>
<td>PRP</td>
<td>R3D-18</td>
<td>8.2</td>
<td>25.8</td>
<td>38.5</td>
<td>53.5</td>
<td>75.9</td>
</tr>
<tr>
<td>VRLPP</td>
<td>R3D-18</td>
<td>9.6</td>
<td>26.9</td>
<td>41.1</td>
<td>56.1</td>
<td>76.5</td>
</tr>
<tr>
<td>MemDPC</td>
<td>R2D3D-34</td>
<td>7.7</td>
<td>25.7</td>
<td>40.6</td>
<td>57.7</td>
<td>-</td>
</tr>
<tr>
<td>Scratch</td>
<td>R3D-18</td>
<td>6.7</td>
<td>18.3</td>
<td>28.3</td>
<td>43.1</td>
<td>67.9</td>
</tr>
<tr>
<td>SSTL (w/o temp)</td>
<td>R3D-18</td>
<td>10.9</td>
<td>29.1</td>
<td>41.1</td>
<td>54.3</td>
<td>68.4</td>
</tr>
<tr>
<td>SSTL</td>
<td>R3D-18</td>
<td>21.8</td>
<td>35.7</td>
<td>44.2</td>
<td>54.7</td>
<td>69.4</td>
</tr>
</tbody>
</table>

4.4 Nearest Neighbor Retrieval

Our model SSTL can also be directly used as a feature extractor to encode the representation of the video clips. To evaluate the learned representations, we validate them via nearest-neighbor video retrieval. As it does not need annotations for network finetuning, its performance mainly depends on the pretrained models. We follow the experimental settings in Xu et al. (2019), Luo et al. (2020), Wang et al. (2020). We conduct our experiments on UCF101 and HMDB51 and sample 10 clips per video, in which each clip contains 16 consecutive frames. Unlike other methods that used the max-pooling on the last convolution layer’s output, we directly take the features from the last fully-connected layer as our encoded representations. For each clip in the testing set, we calculate the cosine distance between the representations of the input clip and all clips in the training set. If the class of the test clip exists in the classes of top-k nearest training clips, it is considered to be correctly retrieval. We consider varying k of 1, 5, 10, 20, 50 in the following experiments. As shown in Tables 2 and 3, our method achieves about 100% relative improvement compared with previous PRP (Yao et al. 2020) and VRLPP (Wang et al. 2020) in most cases on the two datasets.

4.5 Ablation Study

In this section, we conduct extensive experiments to validate the effectiveness of individual components of proposed SSTL framework, including temporal augmentation, memory bank, playback rate prediction, and other training settings. Note that, we keep the setting identical to our final solution and change one component at a time in each experiment.

Spatial-Temporal Augmentations & Playback Rate Prediction. To study the impact of temporal data augmentation, we consider augmentations used in our framework. Our data augmentations mainly consist of two types: spatial/appearance transformation and temporal transformation (including temporal cropping, temporal dropping, playback rate distortion). Table 4 shows that stronger augmentation substantially improves the transfer learning evaluation of the learned unsupervised models. The Temporal augmentations greatly boosts the discriminativeness of learned representations, a 4.6% boost can be observed from 69.5% to 74.5%. Among the three types of temporal augmentations, we observe that the temporal random cropping leads to most significant performance improvement of about 3.5%. From the Table 2 and Table 3, we can also find that the application of temporal augmentations boosts up the Top1 retrieval accuracy by about 19.1% in UCF101 and 10.9% in HMDB51. It forces the model to extract similar high-level semantic features no matter how the playback rate is updated. But the too strong temporal augmentation might also damage the performance by about 2%. We suppose that a difference in input content has changed the seman-
Table 4: Evaluation about different augmentation configurations of R3D-18 on UCF101 datasets. The "Input frames" = A + B represents that the number of original input frames is A and the buffer frames for potential frame cropping or dropping is B. So we actually sample a consecutive A + B frames clip for training.

<table>
<thead>
<tr>
<th>Spatial</th>
<th>Temporal</th>
<th>Speed Pred.</th>
<th>UCF101</th>
</tr>
</thead>
<tbody>
<tr>
<td>Color jittering</td>
<td>16 + 0</td>
<td>0</td>
<td>×</td>
</tr>
<tr>
<td>✓</td>
<td>16 + 0</td>
<td>0</td>
<td>×</td>
</tr>
<tr>
<td>✓</td>
<td>16 + 8</td>
<td>0</td>
<td>×</td>
</tr>
<tr>
<td>✓</td>
<td>16 + 12</td>
<td>4</td>
<td>×</td>
</tr>
<tr>
<td>✓</td>
<td>16 + 16</td>
<td>6</td>
<td>×</td>
</tr>
<tr>
<td>✓</td>
<td>16 + 12</td>
<td>4</td>
<td>✓</td>
</tr>
<tr>
<td>✓</td>
<td>16 + 12</td>
<td>4</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 5: Results of our model with different memory bank settings. All models are trained on K400 with the same iterations. The representation is evaluated by training an action classifier on UCF101.

<table>
<thead>
<tr>
<th>Network</th>
<th>Memory Size</th>
<th>Temporal-related module</th>
<th>Clip-to-video loss</th>
<th>UCF101</th>
</tr>
</thead>
<tbody>
<tr>
<td>R3D-18</td>
<td>-</td>
<td>×</td>
<td>×</td>
<td>70.8</td>
</tr>
<tr>
<td>R3D-18</td>
<td>2048</td>
<td>×</td>
<td>×</td>
<td>72.0</td>
</tr>
<tr>
<td>R3D-18</td>
<td>4096</td>
<td>×</td>
<td>×</td>
<td>69.9</td>
</tr>
<tr>
<td>R3D-18</td>
<td>2048</td>
<td>✓</td>
<td>×</td>
<td>72.8</td>
</tr>
<tr>
<td>R3D-18</td>
<td>2048</td>
<td>✓ ✓</td>
<td>✓</td>
<td>73.9</td>
</tr>
</tbody>
</table>

5 Conclusion

In this work we propose a novel framework for temporal representation learning. We carefully study its components and show the effects of different choices by conducting extensive ablation experiments. By combining our findings, we improve considerably over the previous stoa methods on the downstream tasks. Our results show that learning high-quality temporal representation is very helpful for video understanding tasks to achieve good performance. In future work, we plan to apply SSTL to a larger set of unlabeled videos and conduct the experiments with deeper networks.
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## Appendix

### A.1 Details of Figure 2

We randomly sample 50k videos from Kinetics-600, and uniformly sample 40 clips from each video. Then we use the model pretrained in Kinetics-600 to extract the features for the sampled clips. When we compute the inter-video similarity, we calculate the mean value of the cosine similarity for all features within the same video. The intra-video similarity is computed between the features from one video and one random different video.

### A.2 UCF classes with largest gain using temporal augmentations
Figure 5: UCF classes with different gain using temporal augmentations. The plot shows UCF per-class accuracy difference between the two pretrained models tested. It suggests that our temporal augmentations are most useful for classes that require understanding motion, such as “Diving” and “VolleyballSpiking.”.