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Abstract
Opinion summarization aims to generate con-001
cise summaries that present popular opinions002
of a large group of reviews. However, these003
summaries can be too generic and lack sup-004
porting details. To address these issues, we005
propose a new paradigm for summarizing re-006
views, rationale-based opinion summarization.007
Rationale-based opinion summaries outputs the008
representative opinions as well as one or more009
corresponding rationales. To extract good ratio-010
nales, we define four desirable properties: re-011
latedness, specificity, popularity, and diversity012
and present a Gibbs-sampling-based method to013
extract rationales. Overall, we propose RATION014
, an unsupervised extractive system that has two015
components: an Opinion Extractor (to extract016
representative opinions) and Rationales Extrac-017
tor (to extract corresponding rationales). We018
conduct automatic and human evaluations to019
show that rationales extracted by RATION have020
the proposed properties and its summaries are021
more useful than conventional summaries.022

1 Introduction023

Online reviews are useful for both customers and024

businesses (Cheung et al., 2012). However, the025

large number of reviews on such platforms makes026

it difficult to manually read all of them. Opinion027

summarization aims to tackle this problem by gen-028

erating a concise summary of the reviews. Recently,029

much progress has been made in opinion sum-030

marization, especially unsupervised summariza-031

tion. These works either extract sentences from re-032

views as summaries (Angelidis et al., 2021a; Basu033

Roy Chowdhury et al., 2022; Li et al., 2023) or gen-034

erate summaries conditioned on reviews (Chu and035

Liu, 2019; Amplayo and Lapata, 2020). However,036

such summaries are usually very generic and lack037

supporting evidence. To address this issue, Suhara038

et al. (2020); Bar-Haim et al. (2021); Hosking et al.039

(2023) produce summaries in which the summariz-040

ing content is attributed to a group of supporting041

Conventional Opinion Summary
The rooms are very clean and spacious. The staff was friendly and helpful. The rooms 
were clean, staff was friendly and very professional. The hotel was in a great location, 
fabulous views and fantastic service. The rooms were clean and the pool was nice. The 
Mutiny is a beautiful all suite hotel. Staff were very helpful and knowledgeable. The 
rooms are large and I had a great view of the bay. This place was a nice hotel in 
Coconut Grove. The room was clean and the rates were very reasonable. The suite 
was immaculate.

Rationale-based Opinion Summary
Staff is very professional: the staff (Sylvia) and the entire front desk staff were very 
professional, efficient and always helpful.
Location is great: you can't beat the location for walking access to Coconut Grove 
boutiques, restaurants, movies and even the Post Office.
View of the bay is great: great views from every room & a nice balcony.
Hotel is nice: I also stayed at the hotel for vacation and relaxation which was fabulous 
in every way.
Pool is nice: the hotel has an outdoor pool on the ground floor, which was good, as 
well as a hot tub.
Room is clean: Our room was clean and ready for us upon check in.

Figure 1: Examples of a conventional and a rationale-
based opinion summary (generated by RATION ) for the
same entity. In rationale-based summary, each line
presents a representative opinion and its rationale.

review sentences. However, since their goal is to 042

explain the choice of the summary content, the 043

sizes of these groups of supporting sentences are 044

too large to be useful for user consumption. 045

In this paper, we propose a new paradigm for 046

summarizing reviews, rationale-based opinion sum- 047

marization. Given a set of reviews about an entity 048

(such as a hotel), rationale-based opinion summa- 049

rization outputs representative opinions summariz- 050

ing the reviews as well as one or more rationales 051

for each representative opinion. Fig. 1 shows an 052

example of a conventional summary produced by a 053

recent extractive summarization model (top) and a 054

rationale-based summary (bottom) containing rep- 055

resentative opinions (in blue) and corresponding 056

rationales (in green) for the same entity, a hotel in 057

this case. For illustration, we show only one ratio- 058

nale per representative opinion in the figure but in 059

practice, there can be several such rationales speci- 060

fied by users. Such rationale-based summaries can 061

be more useful to users by providing representative 062

opinions as well as informative rationales for them, 063

helping users in making decisions. 064

Rationale-based opinion summarization presents 065
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several major challenges: (i) what makes a good066

rationale? and (ii) how to extract rationales? To067

address the first challenge, we define four desir-068

able properties for rationales: relatedness, speci-069

ficity, popularity, and diversity. To address the070

second challenge, we present methods to estimate071

these properties for review sentences and a Gibbs-072

sampling-based approach to extract review sen-073

tences that can serve as rationales.074

Overall, we propose RATION (see Fig. 2), an un-075

supervised extractive system that has two compo-076

nents: an Opinion Extractor (to extract represen-077

tative opinions) and a Rationales Extractor (to ex-078

tract corresponding rationales). Both the represen-079

tative opinions and corresponding rationales are080

extracted from the input review sentences in an081

unsupervised manner and are presented together082

as the final output summary. The Opinion Extrac-083

tor extracts representative opinions about various084

aspects of the entity in a concise manner and re-085

moves redundancy in them through a graph-based086

approach. The Rationales Extractor first estimates087

the four above-mentioned properties of good ratio-088

nales. Since there is no supervision in the review089

domain for estimating some of these properties,090

RATION uses an alignment model fine-tuned to the091

domain of reviews using artificially constructed092

samples. The values of these properties collectively093

represent the joint probability of a set of review sen-094

tence to serve as rationales. For each representative095

opinion, RATION uses Gibbs Sampling to sample a096

user-specified number of sentences as rationales by097

approximating this joint probability distribution.098

Our experiments show that rationale-based opin-099

ion summaries generated by RATION are more in-100

formative and useful than conventional summaries101

and the rationales generated by RATION are better102

than those generated by strong baselines. Our con-103

tributions are three-fold: Our contributions are:104

• We propose a new paradigm for summarizing105

reviews, rationale-based opinion summarization;106

• We design RATION , a model to extract represen-107

tative opinions and corresponding rationales;108

• We evaluate RATION using automatic metrics and109

human evaluation and show that it outperforms110

strong baselines.111

2 Related Work112

There are generally two types of opinion summa-113

rization: abstractive and extractive.For abstractive114

summarization, previous works either use aggre-115

gate review sentence representations (Chu and Liu, 116

2019; Isonuma et al., 2021) or generate synthetic 117

datasets to train generation models in a supervised 118

setting (Bražinskas et al., 2019; Amplayo and La- 119

pata, 2020). For extractive summarization, previ- 120

ous works generally predict the salience of review 121

sentences based on their distance from the aspect 122

representation (Angelidis et al., 2021a), from the 123

average sentence representation (Basu Roy Chowd- 124

hury et al., 2022) or from the aspect cluster centers 125

(Li et al., 2023) and extract salient sentences as 126

summaries. However, opinion summaries gener- 127

ated by previous works are usually generic and lack 128

supporting evidence. 129

To generate more specific opinion summaries, 130

(Iso et al., 2021) generates summaries based on 131

the convex aggregation of review sentence repre- 132

sentations instead of the average. However, such 133

summaries might still lack supporting evidence. 134

For explainability, Suhara et al. (2020) cluster the 135

opinions extracted from review sentences and gen- 136

erate summaries based on the clusters. Bar-Haim 137

et al. (2021) matches review sentences to key points 138

and extracts the key points that are matched by 139

most review sentences as summaries. Hosking et al. 140

(2023) generates path representation for each re- 141

view sentence and generates summaries based on 142

the selected paths. These works can attribute their 143

summary content to a group of review sentences. 144

However, since their goal is to explain the choice 145

of the summary content, the sizes of these groups 146

of supporting sentences are too large to be useful 147

for user consumption. RATION aims to address this 148

issue by generating rationale-based opinion sum- 149

marization where each opinion is supported by a 150

small group of rationales. 151

3 Problem Statement 152

The input in rationale-based opinion summariza- 153

tion is a set of review sentences S = {s1, ..., sn} 154

of a given entity, such as a hotel. The output 155

is a summary D that consists of representative 156

opinions O = {o1, ..., om} and corresponding 157

sets of rationales R = {R1, R2...Rm}, where 158

Ri = {ri,1, ri,2...ri,k}, ri,∗ is a rationale, and k 159

is specified by the user. See Fig. 1 for examples of 160

representative opinions and rationales. 161

4 RATION 162

RATION addresses this problem using two compo- 163

nents: an Opinion Extractor (§4.1) and a Ratio- 164
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The staff was friendly and 
helpful and called as 
soon …

Relatedness

Specificity

Popularity

Diversity
Gibbs Sampling

Staff is professional: the staff (Sylvia) ….
Location is great: you can't beat location …

Room is clean: Our room was clean …

…

Extractive 
Summarizer

Rationale Extractor

Opinion Extractor

Input: Reviews
Output:Summary

RATION

Graph-based 
redundancy reducer

Figure 2: Overview of RATION and its two components:
the Opinion Extractor and the Rationales Extractor.

nales Extractor (§4.2). The representative opinions165

and rationales are extracted from the input review166

sentences in an unsupervised manner. They are167

combined to form a summary, D (§4.3). RATION168

uses an alignment model in its processing which is169

described in §4.4.170

4.1 Opinion Extractor171

In this section, we describe how RATION extracts172

representative opinions O from input review sen-173

tences S. Representative opinions should be con-174

cise sentences that summarizes the reviewers’ im-175

pressions of the entity. Since existing summariza-176

tion models are good at identifying this informa-177

tion, RATION uses an existing extractive opinion178

summarization model to extract summarizing re-179

view sentences. Fig. 1 (top) shows an example.180

From these summary sentences, RATION extracts181

representative opinions of the form ‘A is B’. For182

example, from the review sentence, ‘The hotel was183

in a great location, fabulous views, and fantastic184

service.’, one representative opinion extracted by185

RATION is ‘location is great’. We chose this format186

because it is concise yet informative. For extract-187

ing representative opinions from sentences, RATION188

uses the model proposed by Miao et al. (2020) that189

was trained on the ABSA dataset (Miao et al., 2020;190

Cai et al., 2021). The ABSA dataset consists of191

review sentences like ‘Staff at the hotel is helpful.’192

annotated with the aspect the sentence is talking193

about (‘service’ in this example), sentiment (‘posi-194

tive’), and an opinion (‘helpful’). To avoid confu-195

sion with our representative opinions, we refer to196

these opinions as ABSA-opinions. The model we197

used takes as input a sentence and outputs aspects,198

sentiments, and ABSA-opinions.199

However, since the extracted summarizing sen-200

tences are often repetitive, many extracted represen-201

tative opinions are similar to each other, like ‘room202

is spacious’ and ‘room is large’. RATION removes 203

the redundancy among the extracted representative 204

opinions based on their relationship with review 205

sentences. It assumes that if two representative 206

opinions are related to a similar group of review 207

sentences, they are likely to be similar. For this, it 208

first estimates the relatedness between a represen- 209

tative opinion o and review sentence s, using an 210

alignment model Malign (described in detail later 211

in §4.4). RATION uses the probability palign(s, o) 212

estimated by Malign that s aligns with o as the 213

relatedness. Next, using this relatedness, RATION 214

estimates the similarity between two representative 215

opinions o and o′. For this, it constructs a feature 216

vector for every representative opinion, o, fo ∈ Rn 217

whose i-th element is palign(si, o) if review sen- 218

tence si aligns with o, otherwise it is zero. The 219

similarity between two representative opinions o 220

and o′, is defined as the cosine similarity between 221

their feature vectors fo and fo′ . Next, to cluster 222

similar representative opinions together, RATION 223

constructs an undirected graph where each node is 224

a representative opinion and there is an edge be- 225

tween two nodes if their similarity is greater than 226

a threshold β. Each connected component of the 227

graph forms an opinion cluster G and its most pro- 228

totypical node (the node that is aligns with the most 229

review sentences) is extracted as a representative 230

opinion oi ∈ O. The number of representative 231

opinions in O is equal to the number of clusters 232

identified above. 233

4.2 Rationales Extractor 234

In this section, we describe how for each repre- 235

sentative opinion oi, RATION extracts a set of k 236

rationales, Ri, from the input review sentences S. 237

For a given representative opinion, oi, not all 238

review sentences are viable candidates for its ra- 239

tionales since they might not be relevant to it. We 240

filter out such nonviable candidates and retain only 241

viable ones as the rationale candidate set Ci using 242

the alignment model, Malign. Let Gi represent the 243

opinion cluster that representative opinion oi be- 244

longs to. A review sentence, s, is included in the 245

candidate set Ci if (i) it aligns with at least one opin- 246

ion in Gi, and (ii) it is most related to Gi among all 247

clusters. RATION defines the relatedness between 248

review sentence s and cluster G as the maximum 249

alignment score between s and any element of G: 250

e(s,G) = maxo∈Gpent(s, o) (1) 251

After removing nonviable candidates, RATION 252
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extracts rationales, Ri, from the rationale candidate253

set, Ci, for each representative opinion oi. Good254

rationales should be related to the corresponding255

representative opinion (relatedness). They should256

contain specific details (specificity), represent pop-257

ular information (popularity), and offer diverse in-258

formation (diversity). We now describe how to259

quantify these properties and then describe how to260

extract rationales based on these properties.261

Relatedness of review sentence s to representa-262

tive opinion oi, (rel(s)), measures how related s is263

to oi as compared to all other representative opin-264

ions. As before, let Gi represent the cluster that265

oi belongs to. Using the definition of relatedness266

between a review sentence s and a cluster G (Equa-267

tion 1), rel(s) is defined as:268

rel(s) =
e(s,Gi)∑

Gk∈Gs
e(s,Gk)

(2)269

where Gs is the set of the opinion clusters that has270

at least one element that sentence s aligns with.271

Specificity of review sentence s, (spec(s)), mea-272

sures the amount of details that s contains. For this,273

it uses a Deberta (He et al., 2020) model finetuned274

on a specificity estimation dataset (Ko et al., 2019).275

Popularity of review sentence s, (pop(s)), mea-276

sures how representative it is of the rationale candi-277

date set it belongs to. To calculate pop(s), RATION278

constructs a weighted undirected graph. The nodes279

of this graph represent the review sentences in the280

rationale candidate set Ci, s ∈ Ci. The representa-281

tive opinion oi also forms a node. There is an edge282

between two review sentences if one aligns with283

the other or vice versa (as estimated by Malign).284

The weight of this edge is the greater of the two285

alignment probabilities. There is an edge between286

a review sentence and the representative opinion if287

the review sentence aligns with the representative288

opinion and the weight of this edge is the align-289

ment probability. RATION measures the popularity290

pop(s) of sentence s as the centrality of the corre-291

sponding node in this graph.292

Diversity of a group of review sentences, s1:k,293

(div(s1:k)), measures how dissimilar their content294

collectively is. It is estimated as the negative of295

the pairwise cosine similarity of their bag-of-word296

representations.297

Gibbs Rationale Sampler: Based on the proper-298

ties defined above, RATION defines the joint prob-299

ability of a group of review sentences, s1:k, to be300

selected as rationales to be proportional to:301

exp(
k∑

i=1

sal(si) + γdiv(s1:k)) (3) 302

where γ > 0 is the weight of the diversity term 303

and sal(s) is the product of rel(s), spec(s) and 304

pop(s), each normalized to [0, 1] using min-max 305

normalization among the rationale candidate set s 306

belongs to. 307

However, directly computing this probability for 308

all possible groups is computationally expensive. 309

To address this issue, RATION uses Gibbs Sampling. 310

Gibbs Sampling is a Markov chain Monte Carlo al- 311

gorithm that can approximate the joint probability 312

of a group of sentences s1:k ⊂ Ci being considered 313

as rationales, Ri = {ri1, ri2...rik}, for the repre- 314

sentative opinion, oi. Since the joint probability 315

is difficult to sample from, it iteratively samples 316

individual ri∗ conditioned on the values of other 317

ri∗s. The sequence of samples hence obtained form 318

a Markov chain and its stationary distribution ap- 319

proximates the joint distribution. Using Ri¬j to 320

refer to all elements of Ri except the jth element 321

rij , the conditional probability p(rij = s∗|Ri¬j) is 322

proportional to: 323

exp(sal(s∗) + γdiv({Ri¬j , s
∗}))∑

s∈Ci
exp(sal(s) + γdiv({Ri¬j , s}))

(4) 324

This sampling process is detailed in Alg. 1. The 325

input of the algorithm is the representative opinion 326

oi, its rationale candidate set Ci,and η, θ (Line 1). 327

Initially, Ri are randomly sampled from rationale 328

candidate set Ci (Line 2). In each Gibbs update, ri· 329

is sampled from the conditional distribution condi- 330

tioned on other sentences, Ri¬j(Line 6). After the 331

burn-in period of η, RATION records the frequency 332

of sampled review sentence group in additional θ 333

scans as Ri to approach the stationary distribution 334

more closely (Line 9). RATION extracts the most 335

frequent review sentence group as the rationales Ri 336

(Line 12). 337

4.3 Summarization 338

We now describe how RATION generates summary 339

D using representative opinions O and rationales 340

R. In principle, RATION can simply pair each oi ∈ 341

O with the rationales in corresponding Ri ∈ R. 342

However, sometimes the user might want to put 343

restrictions on the length of the summary. In such 344

cases, RATION gives more importance to representa- 345

tive opinions supported by more review sentences. 346

It obtains them by ranking the representative opin- 347

ions in O in descending order of the size of the 348
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Algorithm 1 Gibbs Rationale Sampler
1: Input: η, θ, oi, Ci

2: Randomly initialize Ri from Ci

3: R={} ▷ R records the frequency of sentence groups
4: for l = 1 to η + θ do
5: for j = 1 to k do
6: sample rij ∼ p(rij = s∗|Ri¬j)
7: if l > η then
8: R[Ri]+=1
9: end if

10: end for
11: end for
12: Ri=argmax′

RR[R′]
13: return Ri

corresponding rationale candidate sets. RATION349

then constructs the summary, D, by picking repre-350

sentative opinions oi from this ranked list and the351

corresponding rationales Ri until the length limit352

is reached (examples shown in Appendix Fig. 4).353

4.4 The Alignment Model354

At various stages in its processing, RATION uses355

an alignment model Malign to estimate alignment356

or relatedness between pairs of sentences. Malign357

takes a pair of sentences ⟨ X, Y⟩ as input, and358

predicts whether X aligns with Y (alignment), X359

opposes Y (opposite) or X is neutral to Y (neutral).360

However, there is no in-domain supervision avail-361

able for finetuning this alignment model. RATION362

therefore finetunes a RoBerta (Radford et al., 2019)363

model on artificially generated samples from the364

ABSA dataset (described in §4.1). It generates two365

types of fine-tuning samples: Sent-Opinion pairs366

and Sent-Sent pairs.367

Sent-Opinion Pairs: RATION uses Malign to es-368

timate alignment between review sentences and369

representative opinions (§4.1). To enable this learn-370

ing, we construct alignment samples for fine-tuning371

Malign by pairing a sentence, s, from the ABSA372

dataset (X) with the representative opinion ex-373

tracted from itself (Y) using the method described374

in §4.1. For neutral pairs, the second sentence, Y,375

is a representative opinion obtained from other sen-376

tences that have the same sentiment as s but discuss377

a different category. For opposite pairs, the second378

sentence, Y, is a representative opinion obtained379

from other sentences with the same category as s380

but an opposite sentiment.381

Sent-Sent Pairs: RATION also uses Malign to esti-382

mate alignment between review sentences (§4.2).383

To enable this learning, we construct alignment384

samples as before for neutral pairs and opposite385

pairs except that instead of pairing sentences (X)386

with representative opinions extracted from ran- 387

domly sampled sentences, we pair them with the 388

sampled sentences themselves (Y). For alignment 389

pairs, the second sentence Y are a randomly sam- 390

pled sentence with the same aspect and sentiment 391

as X. 392

5 Empirical Evaluation 393

We now describe experiments to evaluate RATION . 394

5.1 Implementation Detail 395

For the Opinion Extractor, RATION uses SemAE 396

(Basu Roy Chowdhury et al., 2022) as the extrac- 397

tive summarization model but our method is inde- 398

pendent of this choice. We only assume the exis- 399

tence of extractive summaries. We also perform 400

experiments on the extractive summaries generated 401

by Hercules (Hosking et al., 2023) (Appendix A.8). 402

From the summarizing review sentences, RATION 403

uses Snippext (Miao et al., 2020) as the ABSA 404

model to extract representative opinions. 405

For the Rationales Extractor, to accelerate the 406

calculation of the alignment probability, palign, we 407

use a sentiment classification model (Barbieri et al., 408

2020). Specifically, when the two input sentences 409

do not have the same sentiment label, we directly 410

set their palign to 0. When extracting rationales, 411

we extract clauses instead of full sentences since 412

we find clauses are more specific to representa- 413

tive opinions than full sentences. We describe the 414

process of dividing sentences into clauses in the 415

appendix A.1. We also filter out rationale candidate 416

set C with less than five sentences. When estimat- 417

ing popularity pop(s), we use the default TextRank 418

for an undirected graph to estimate the centrality 419

of the node. For estimating spec(s), we finetune 420

a DeBERTa-base (He et al., 2020) model on the 421

specificity dataset for 3 epochs with the learning 422

rate as 2e-5 and batch size as 32. The weight of 423

the diversity term γ is 0.1. As for Gibbs Sampling, 424

η is 100 and θ is 200. When sampling from the 425

conditional probability, we set the temperature of 426

Softmax as 0.01. 427

For the alignment model Malign, we use one 428

alignment models for the Space data and the Yelp 429

dataset respectively. We first perform domain adap- 430

tation using sentences sampled from the corre- 431

sponding train sets on RoBERTa-large (Liu et al., 432

2019) following steps described in Bar-Haim et al. 433

(2021). To generate in-domain pairs to finetune the 434

alignment model Malign, aside from sentences in 435
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the corresponding ABSA dataset, we additionally436

sample sentences from the corresponding train set437

to create a dataset containing 7,000 sentences. The438

annotations of the sampled sentences are predicted439

by the same ABSA model that RATION uses for the440

Opinion Extractor. For each sentence, we generate441

one Sent-Opinion pairs and Sent-Sent pairs for each442

label. We then perform down-sampling to create a443

dataset containing 24K samples for the Space data444

and the Yelp dataset respectively and use about 20K445

of them for training. We use the remaining sam-446

ples for validation. The size of the dataset matches447

the size of ArgKP dataset (Bar-Haim et al., 2020)448

for the fair comparison we described in §5.5. We449

then finetune Malign on the in-domain datasets for450

3 epochs with the learning rate as 1e-5 and batch451

size as 32.452

5.2 Dataset453

We perform the experiments on the Space dataset454

(Angelidis et al., 2021b) and the Yelp dataset1. For455

the Space dataset, we held out randomly sampled456

250 entities with 100 reviews each as the test set.457

The remaining data was used for training and devel-458

opment. For the Yelp dataset, we perform cleaning459

and downsampling (Appendix A.2) and only re-460

tain entities whose categories contain ‘restaurant’.461

From these entities, we sample 50 and 250 entities462

with 100 reviews each as the development set and463

the test set respectively. The statistics of datasets464

are shown in Appendix Table 5. We tune the hyper-465

parameters on the development sets and report the466

performance on the test sets.467

To finetune the ABSA model used in Opin-468

ion Extractor and produce fine-tuning samples for469

Malign, we use the ABSA dataset in the hotel do-470

main for the Space dataset, and ACOS-restaurant471

dataset (Cai et al., 2021) for the Yelp dataset.472

5.3 Rationale-based Summary Evaluation473

We compare rationale-based opinion summaries474

generated by RATION with conventional summaries475

generated by a state-of-the-art opinion summariza-476

tion model, SemAE (Basu Roy Chowdhury et al.,477

2022) using human evaluation. We ask annota-478

tors to compare the two types of summaries in a479

pairwise manner based on four criteria: which sum-480

mary includes more information (informativeness),481

which summary contains less repeated phrases482

(non-redundancy), which summary is easier to read483

1https://www.yelp.com/dataset

Info. Non-Redun. Cohe. Use.
Space 20 84 72 40
Yelp 0 100 64 32

Table 1: Human comparison of rationale-based opin-
ion summaries generated by RATION with conventional
summaries generated by SemAE. Bold fonts indicate
significant dDifferences (p<0.05, paired bootstrap re-
sampling (Koehn, 2004)). Rationale-based opinion sum-
maries outperform conventional opinion summaries on
non-redundancy, coherence, and usefulness.

(coherence), and which summary is more useful 484

for decision making (usefulness). We randomly 485

sample 25 entities each from the test sets of the 486

Space dataset and the Yelp dataset and generate 487

100-word summaries for each entity using RATION 488

and SemAE. Each pair of summaries is annotated 489

by three annotators recruited from Amazon Me- 490

chanical Turk (AMT). The human annotators are 491

required to be in the United States, have HIT Ap- 492

proval Rate greater than 98, and be AMT masters. 493

Fig. 8 in the Appendix shows a screenshot of our 494

setup. We report the Best-worst scaling scores 495

(Louviere et al., 2015) of RATION in Table 1. 496

From the table we can see that, rationale-based 497

summaries perform significantly better on non- 498

redundancy, coherence, and usefulness than con- 499

ventional summaries. Rationale-based summaries 500

do not perform very well on informativeness be- 501

cause they pair each representative opinion with 502

rationales. Therefore, while they provide more 503

information per representative opinion, they under- 504

standably do not cover all opinions expressed in the 505

conventional summaries because of the length limit. 506

This can easily be fixed by increasing the length 507

limit. We also perform error analysis of the sum- 508

maries generated RATION (Appendix A.9). Overall, 509

the experiments indicate that rationale-based sum- 510

maries are less redundant, easier to read, and more 511

useful for decision-making. 512

5.4 Rationale Evaluation 513

We evaluate the extracted rationales using auto- 514

matic (§5.4.1) and human measures (§5.4.2). 515

5.4.1 Automatic Evaluation 516

We use the following four automatic measures for 517

evaluating rationales for a given opinion. 518

To measure relatedness between the ratio- 519

nales and the corresponding representative opin- 520

ion, (embrel), we use the average cosine similarity 521

between the sentence embeddings (obtained using 522
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SimCSE (Gao et al., 2021)) of the representative523

opinion and each of its rationales.524

To measure specificity, (keyspec), we use TF-525

IDF-based keywords. For this, we concatenate all526

review sentences belonging to the same rationale527

candidate set and calculate TF-IDF scores based on528

the concatenated sentences from each rationale can-529

didate set of an entity. For each rationale candidate530

set, we extract five words with the highest TF-IDF531

scores that are not part of the representative opin-532

ions as the keywords. These keywords represent533

the popular details about the representative opinion534

but are not directly present in it. Given a set of535

rationales, keyspec is the sum of TF-IDF scores of536

the keywords covered by that set divided by the537

sum of TF-IDF scores of all keywords.538

To measure popularity, (keypop), we consider539

the fraction of rationales’ tokens that are keywords.540

Given a set of rationales, keypop is the sum of TF-541

IDF scores of the keywords covered by them di-542

vided by the sum of TF-IDF scores of all tokens543

present in the rationales.544

To measure diversity among the rationales,545

(embdiv), we use one minus the average pairwise546

cosine similarity of their sentence embeddings.547

Based on these four measures, we compare548

RATION with its variants: RATION (w/o X). RATION549

(w/o X) represents a variant of RATION that does550

not consider X for the probability of being ratio-551

nales (Eqn. 3). We also compare RATION with552

InstructGPT (Ouyang et al., 2022) version ‘gpt-3.5-553

turbo-0613’. To extract rationales using Instruct-554

GPT, the input is the representative opinion and the555

corresponding rationale candidate set and the in-556

structions describe the four desirable properties of557

rationales (shown in Appendix A.4). We evaluate558

in two different settings: k=1 and k=3, where k is559

the number of rationales extracted for each repre-560

sentative opinion. The results are shown in Table 2.561

In addition to the four measures, we also report an562

Overall score which is the average of normalized563

values ([0, 1]) of these measures.564

From the table, we can observe that in general,565

rationales generated by RATION outperform ratio-566

nales generated by its variants considering the over-567

all quality. This indicates that all terms in the proba-568

blity function (Eqn. 3) are important for extracting569

good rationales. For InstructGPT, we observe that570

although the instructions ask it to extract rationales571

with lots of details, some of the extracted ratio-572

nales are paraphrases of the representative opin-573

ions, which is indicated by high embrel but poor574

embrel keyspec keypop embdiv Overall
Space (k=1)

RATION 0.422 0.217 0.224 - 0.720
w/o rel 0.423 0.223 0.225 - 0.750
w/o spec 0.555 0.147 0.208 - 0.592
w/o pop 0.369 0.195 0.193 - 0.445

InstructGPT 0.586 0.139 0.129 - 0.333
Space (k=3)

RATION 0.414 0.498 0.224 0.580 0.680
w/o rel 0.415 0.499 0.223 0.575 0.668
w/o spec 0.508 0.420 0.222 0.528 0.471
w/o pop 0.377 0.465 0.203 0.627 0.468
w/o div 0.418 0.487 0.226 0.564 0.631

InstructGPT 0.501 0.438 0.193 0.530 0.300
Yelp (k=1)

RATION 0.358 0.202 0.233 - 0.718
w/o rel 0.372 0.201 0.226 - 0.713
w/o spec 0.469 0.154 0.208 - 0.626
w/o pop 0.313 0.180 0.198 - 0.504

InstructGPT 0.604 0.095 0.111 - 0.333
Yelp (k=3)

RATION 0.337 0.473 0.227 0.619 0.649
w/o rel 0.347 0.472 0.225 0.601 0.545
w/o spec 0.408 0.435 0.226 0.609 0.608
w/o pop 0.323 0.449 0.203 0.641 0.489
w/o div 0.345 0.455 0.228 0.596 0.486

InstructGPT 0.444 0.396 0.194 0.597 0.256

Table 2: Automatic evaluation of rationales on Space
and Yelp datasets with one (k=1) and three (k=3) ratio-
nales extracted per representative opinion. Considering
the four measures and their overall values, RATION ex-
tracts the best rationales.

keyspec. We provide more discussion of rationales 575

generated by InstructGPT in Appendix A.5. 576

5.4.2 Human Evaluation 577

We also conduct a human evaluation of the ra- 578

tionales generated by RATION and InstrutGPT 579

(Ouyang et al., 2022) for a given representative 580

opinion. We randomly sample 50 representative 581

opinions each from the entities belonging to the 582

test sets of the Space dataset and the Yelp dataset 583

and generate three rationales for each representa- 584

tive opinion using RATION and InstructGPT. Each 585

pair of rationale sets is evaluated by three annota- 586

tors recruited from Amazon Mechanical Turk. The 587

annotator details are same as in Sec. 5.3. We ask 588

annotators to compare the two rationale sets in a 589

pairwise manner based on three properties: relat- 590

edness, specificity, and diversity. Fig. 7 of the Ap- 591

pendix shows our setup. We report the Best-Worst 592

Scaling scores of RATION in Table 3. 593

We can see from the table that RATION outper- 594

forms InstructGPT on specificity and diversity. For 595

relatedness, both systems were judged to be com- 596

parable. Since most review sentences belonging to 597

the rationale candidate set are already quite related 598
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Rel. Spec. Div.
Space 0 10 20
Yelp -12 48 54

Table 3: Human evaluation of rationales generated by
RATION and InstructGPT. Bold indicates significant dif-
ferences (p<0.05, paired bootstrap resampling). RATION
outperforms InstructGPT on specificity and diversity
and is comparable to it on relatedness

.

Silh NPMI SC Overall
Space

RoBERtamnli 0.089 -0.061 0.970 0.779
KPA 0.134 -0.059 0.962 0.836
Snippext 0.108 -0.103 0.934 0.265
Hercules 0.009 -0.042 0.943 0.415
RATION 0.119 -0.051 0.969 0.906

Yelp
RoBERtamnli 0.015 -0.210 0.956 0.530
KPA 0.035 -0.208 0.934 0.758
Snippext 0.039 -0.265 0.805 0.318
RATION 0.040 -0.171 0.934 0.953

Table 4: Automatic evaluation of rationale candidate
sets. Considering the three measures and their overall
scores, RATION generates rationale candidates of better
quality than the baselines.

to the representative opinion, it is understandable599

that both systems do not have much difference in600

relatedness. Overall, the experiments indicate that601

rationales extracted by RATION are more specific602

and diverse than InstructGPT.603

5.5 Rationale Candidate Set Evaluation604

RATION extracts rationales for a representative opin-605

ion from a rationale candidate set instead of all606

review sentences. In this experiment, we evaluate607

the goodness of this set by comparing it with adap-608

tations of previous works that match a group of609

review sentences to summary sentences.610

For this evaluation, we use three automatic mea-611

sures. First, we view each rationale candidate set612

as a cluster of sentences and evaluate the clustering613

quality. We report Silhouettes scores (Rousseeuw,614

1987) (Silh) based on the cosine similarity of the615

sentence embeddings. Second, we borrow mea-616

sures from topic modeling to compute coherence617

of the sets using TF-IDF scores of tokens for co-618

herence. Third, we also report the entailment score619

(SC) between the concatenation of all candidates620

in a rationale candidate set and the corresponding621

representative opinion as predicted by SummaC622

(Laban et al., 2022). 623

We compare RATION with four baseline models: 624

RoBERtamnli, KPA, Snippext, and Hercules. 625

RoBERtamnli (Louis and Maynez, 2023) uses a 626

RoBERta-large (Liu et al., 2019) finetuned on the 627

MNLI dataset (Williams et al., 2018) to match re- 628

views to ‘propositions’. KPA (Bar-Haim et al., 629

2021) uses a domain adapted RoBERta-large that 630

is then finetuned on ArgKP dataset (Bar-Haim et al., 631

2020) to match review sentences to ‘key points’. 632

Snippext (Miao et al., 2020) is trained on ABSA 633

datasets to estimate the aspect and the sentiment 634

distributions for each opinion and then uses similar- 635

ity between these distributions to cluster ‘opinions’. 636

Hercules (Hosking et al., 2023) generates a path on 637

a tree for each review sentence and summary and 638

then uses path similarity to match review sentences 639

to summary sentences. We use these models to es- 640

timate alignment between representative opinions 641

and review sentences (details in Appendix A.7), 642

and generate rationale candidate sets accordingly 643

as in §4.2. Because of the different ranges of these 644

measures, we normalize these measures to [0, 1] 645

among all baselines and use the average of these 646

normalized metrics to evaluate the overall quality 647

of rationale candidate sets. The results are shown 648

in Table 4. In addition to the three measures, we 649

also report an Overall score which is the average 650

of normalized values ([0, 1]) of these measures. 651

From the table, we can observe that the ratio- 652

nale candidate sets generated by RATION have the 653

best overall performance. The result shows the ef- 654

fectiveness of the in-domain pairs we created to 655

finetune the alignment model. 656

6 Conclusion 657

We propose rationale-based opinion summariza- 658

tion, a new paradigm for summarizing reviews. 659

The rationale-based summaries present represen- 660

tative opinions and their corresponding rationales. 661

We define four desirable properties of rationales: 662

relatedness, specificity, popularity, and diversity. 663

Based on these properties, we propose RATION , an 664

unsupervised extractive system that extracts rep- 665

resentative opinions and their corresponding ratio- 666

nales based on Gibbs sampling. Our experiments 667

show that rationale-based summaries generated by 668

RATION are more useful than conventional opin- 669

ion summaries. Our experiments also show that 670

the rationales generated by RATION outperform its 671

variants and strong baselines. 672
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7 Limitation673

Since there is no supervision for extracting ratio-674

nales, RATION separately estimates the four prop-675

erties of rationales separately and assign equal im-676

portance to relatedness, specificity, and popularity.677

Future work can collect supervised data to extract678

rationales and build a system that can jointly model679

and assign weights to the four properties based on680

the supervised data. Second limitation is during681

extracting rationales, RATION does not consider the682

similarity between representative opinions. An-683

other limitation is that our datasets and all experi-684

ments are only focused on the English language.685

8 Ethical Consideration686

We do not expect any ethical risks caused by our687

work. The datasets we use are all publicly avail-688

able. We do not annotate any data on our own.689

We performed human evaluation experiments on690

Amazon Mechanical Turk. The annotators were691

compensated at a rate of $15 per hour. During the692

evaluation, human annotators were not exposed to693

any sensitive or explicit content.694
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A Appendix871

A.1 Text Segmentation872

Due to the nature of reviews, many review sen-873

tences discuss several unrelated aspects, such as874

‘The room is spacious and staff are helpful.’ . These875

sentences might make rationales less specific to the876

representative opinions because they might contain877

unrelated information concerning a certain opin-878

ion. To alleviate these problems, RATION extracts879

clauses from review sentences using a constituency880

parser (Kitaev and Klein, 2018). The goal of the881

extraction is to reach a balance of two criteria. First,882

the resulting clauses are complete and fluent sen-883

tences. Second, the most resulting clauses only884

discuss one aspect.885

Given a parse tree of a sentence, RATION tra-886

verse it from its root to determine the boundary of887

a clause. When a node whose tag is ‘S’ is traversed,888

if it has not been extracted yet, RATION will check889

the length of the corresponding clause. For clauses890

longer than the maximum length ϵ, they still might891

discuss several aspects. Therefore, RATION further892

traverse all their children as in Fig. 3c. For clauses893

shorter than the minimum length γ, the clauses894

might be incomplete and the traversal stops at these895

nodes. The traversal also stops at the node whose896

tag is ‘SBAR’ since the corresponding clauses usu-897

ally complement other clauses. If the length of898

the corresponding clause is between the maximum899

length ϵ and γ, RATION will extract the clause as900

in Fig. 3a. If RATION only extracts one clause901

from the sentence, RATION will extract the whole902

sentence instead to keep the information complete903

as in Fig. 3b. If RATION extracts more than one904

clause from the sentence, RATION will further check905

the distances between neighboring clauses. If the906

distance between any two neighboring clauses is907

larger than γ, RATION will also extract the whole908

sentence. Otherwise, RATION extracts the clauses.909

The above process extracts as many clauses as pos-910

sible while keeping the extracting clauses complete.911

In the experiment, we set the maximum length as912

20 and minimum length as 2.913

A.2 Preprocessing of Yelp Dataset914

For yelp dataset, we remove entities that contain915

less than 20 reviews. For entities containing more916

than 200 reviews, we randomly sample 200 reviews917

and discard other reviews of the entities to prevent918

dominant influences of some entities. For the re-919

maining entities, we perform downsampling to cre-920

Dataset Train Dev. Test

Space 11.2K/1.10M 50/5K 250/25K
Yelp 14.9K/1.22M 50/5K 250/25K

Table 5: Dataset statistics for Space and Yelp. We report
entity/review for each split of two datasets.

Opinion Cluster Keyword

location is great
seattle downtown vintage

library walk
bed is super comfortable

bed is great
pillow linen comfy

ever mattress

Table 6: Samples of opinion clusters and keywords
extracted from their rationale candidates. Keywords are
shown in descending order of TF-IDF. Most keywords
represent details highly related to but not repetitive of
the corresponding opinion groups.

ate a dataset containing around 14.9K entities and 921

around 1.22M reviews. The statistics are show in 922

Table 5. 923

A.3 Preprocessing for Keyword Extraction 924

In §5.4 and §5.5, we extract keywords to evaluate 925

the performance of RATION . For this purpose, we 926

perform the standard preprocessing. We first re- 927

move stop words using NLTK (Bird et al., 2009) 928

and filter out extreme words using Gensim (Ře- 929

hůřek and Sojka, 2010). We finally perform lemma- 930

tization using NLTK. We show examples of ex- 931

tracted keywords in Table 6. 932

A.4 Instruction for InstructGPT 933

To extract rationales using InstructGPT, we pro- 934

vide the instructions that describe the four desirable 935

properties of rationales as well as the representative 936

opinion and its corresponding rationales. Under 937

the extractive setting, we try several variations of 938

prompts including paraphrasing, reordering, and 939

restructuring the instruction material. We show the 940

best instruction that we use for extracting one ratio- 941

nales for each opinion in Figure 5 and extracting 942

three rationale for each opinion in Figure 6. 943

A.5 Error Analysis of InstructGPT Rationale 944

As discussed in Section 5.4.1, the performance of 945

InstructGPT was encouraging for an initial study 946

but not up to the mark. Specifically, we manually 947

analyzed the InstructGPT’s rationales while also 948

asking for explanations of those rationales. We 949

found that the rationales extracted by the Instruct- 950

GPT were lacking in many senses. First, the In- 951
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S

S SCC

The room is very 
spacious

and staff are quite firendly

(a) The root has two clause children and
therefore two corresponding clauses are
extracted from the sentence.

S

It
VP

S

to have a comfortable bed and 
room on our final night of 

holidays.

was great

(b) The whole sentence is extracted to
keep the information complete since there
is only one clause in the sentence.

S

S S

I went down to the 
lobby about 5:30 a.m. 

to print out our 
boarding passes

, and

S Sand

a front desk 
employee came over 
to be sure everything 

was going well

I had what I needed -
nice touch

(c) The root has two children clause.
Since the length of the second clause is
longer than the maximum length, RATION
traverse its children and find two children
clause. Therefore, three clause are ex-
tracted from the sentence.

Figure 3: Three sentences and their constituency parsing trees. A orange box denotes one extracted clause.

Hotel is within easy walking 
distance: the hotel is just 2 minutes 
from st marks and within easy 
walking distance of the main 
attractions of venice.

Breakfast is good: contrary to what 
a lot of people have said, i thought 
the breakfast was very good -
indeed one of the best and most 
varied continental breakfasts i have 
seen.

Staff is helpful: the staff at hotel 
kette greeted us w/ unparalelled 
service and friendliness.

Room is spotlessly clean: the kette 
hotel is a four star hotel, but is very 
clean and neat.

Staff is very courteous: the staff in 
the hotel and restaurant were so 
kind and accommodating i couldn't 
thank them enough.

Hotel food is very reasonably priced: 
they also gave us 2 $2 coupons for a 
discount, in case we wanted a full 
breakfast in the restaurant, which i 
thought was a really good idea.

Room is clean: the room we had was 
very clean, and was a fine size.

Bathroom is very nice: beds 
comfortable and bathrooms clean 
with nice toiletries.

Room is comfortable: there was a 
small sofa/loveseat and coffee table 
in the room, which is convenient.

Location is easily accessible: it is 
located very conveniently on orchard 
road, with buses and the mrt just a 
few minutes away*.

Breakfast is good: an all-you-can-eat 
breakfast(comes with the room) that 
includes a tray of cut papaya.

Staff is courteous: the staff was ok & 
helpful when we wanted a cab.

Room is clean: my room was very 
clean and included the basics you 
would expect - a stocked mini-bar, 
safe, tea/coffee etc.

Hotel is nice: we have stayed at fort 
canning lodge a few times and have 
always found it to be good.

Figure 4: Three sample rationale-based summaries. Each line presents a representative opinion and its rationale.
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You are supposed to select one rationle from several hotel review sentences for a given opinion. An appropriate rationale should contain many details that support 
the opinion. The contained details should be popular among the hotel review sentences. The list of hotel review sentences are:

-"My room was in the front section of the hotel, not enormous but still spacious, very comfortable bed and a nice table and chairs by the huge window."

-"the bed was fantastically comfy."

-"the bed was big and comfortable."

-"The beds were incredibly comfortable (most comfortable bed I've slept in in a while!."

-"It was excellent, the bathroom superb and possibly had the most comfortable bed I've ever slept in."

-"The double bed is well sized and firm."

-"Very comforatable bed and good storage."

-"Beds were comfortable."

-"Iit had the most comfortable bed we have ever slept in."

-"The beds are comfortable."

-"It was clean and large with a comfortable bed."

-"Bed very comfortable, rooms good size and clean, large bathroom with open shower."

-"Large shower in the bathroom and very comfortable bed."

-"the beds were so comfy."

-"beautiful rooms and huge beds, which were so comfortable."

-"The bed was really comfortable."

-"This hotel features modern dcor and comfortable beds."

-"The bed was good."

-"Besides being affordable, they may have the most comfortable beds in the world."

-"The bed is gigantic and so comfortable."

-"We had a very comfortable king size bed, and got the best sleep we have had in Europe."

Which hotel review sentence is the most appropriate rationale of opinion "Bed is comfortable"?

Figure 5: Example instruction for extracting one rationale for each representative opinion using InstructGPT.

You are supposed to select one rationle from several hotel review sentences for a given opinion. An appropriate rationale should contain many details that support 
the opinion. The contained details should be popular among the hotel review sentences. The list of hotel review sentences are:

-"My room was in the front section of the hotel, not enormous but still spacious, very comfortable bed and a nice table and chairs by the huge window."

-"the bed was fantastically comfy."

-"the bed was big and comfortable."

-"The beds were incredibly comfortable (most comfortable bed I've slept in in a while!."

-"It was excellent, the bathroom superb and possibly had the most comfortable bed I've ever slept in."

-"The double bed is well sized and firm."

-"Very comforatable bed and good storage."

-"Beds were comfortable."

-"Iit had the most comfortable bed we have ever slept in."

-"The beds are comfortable."

-"It was clean and large with a comfortable bed."

-"Bed very comfortable, rooms good size and clean, large bathroom with open shower."

-"Large shower in the bathroom and very comfortable bed."

-"the beds were so comfy."

-"beautiful rooms and huge beds, which were so comfortable."

-"The bed was really comfortable."

-"This hotel features modern dcor and comfortable beds."

-"The bed was good."

-"Besides being affordable, they may have the most comfortable beds in the world."

-"The bed is gigantic and so comfortable."

-"We had a very comfortable king size bed, and got the best sleep we have had in Europe."

Which hotel review sentence is the most appropriate rationale of opinion "Bed is comfortable"?

Figure 6: Example instruction for extracting three rationales for each representative opinion using InstructGPT.
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Figure 7: AMT instructions for human evaluation for comparing rationales.
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Figure 8: AMT instructions for human evaluation of comparing summaries.
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structGPT might ignore the part of the instruction952

that required the rationales to have additional de-953

tails as compared to the opinions. The extracted954

rationales were simply paraphrases of the opinions.955

This defeats the purpose of having rationales. Sec-956

ond, the InstructGPT might misunderstand what957

is meant by “containing additional details”. For958

example, it might focus too much on plural forms959

or tenses of certain words. The InstructGPT might960

think “Rooms are great” is an appropriate rationale961

for “Room is great” because maybe “Rooms are962

great” suggests there are many rooms that are great963

instead of one room. We faced these problems964

even after trying multiple prompts. In the future,965

as LLMs hopefully improve, future works could966

revisit this problem for better solutions.967

A.6 Human Evaluation968

The human annotators are required to be in the969

United States, have HIT Approval Rate greater970

than 98, and be masters. The screenshot of the971

human evaluation interface for rationale evaluation972

is shown in Figure 7. The screenshot of the hu-973

man evaluation interface for summary evaluation974

is shown in Figure 8.975

A.7 Implementation Detail of Rationale976

Candidate Set Evaluation977

We compare RATION with four baseline models:978

RoBERtamnli, KPA, Snippext, and Hercules.979

RoBERtamnli uses RoBERta-large (Liu et al.,980

2019) finetuned on the MNLI dataset (Williams981

et al., 2018). RoBERtamnli then uses the fine-982

tuned model to estimate the alignment probability983

between review sentences and representative opin-984

ions985

KPA uses RoBERta-large (Liu et al., 2019) as986

the base model and performs the same domain987

adaptation as RATION . The model is then finetuned988

on ArgKP dataset using the same hyperparameters989

as (Bar-Haim et al., 2021). KPA then uses the fine-990

tuned model to estimate the alignment probability.991

Snippext uses the ABSA model (Miao et al.,992

2020). Snippext estimates the aspect distribution993

and the sentiment distribution for each represen-994

tative opinion and review sentence based on the995

ABSA model. Snippext then estimates the align-996

ment probability as the product of the cosine simi-997

larity of aspect distribution and the sentiment distri-998

bution between representaitive opinions and review999

sentences.1000

Hercules generates the path representation on1001

Silh NPMI SC Overall
Space

RoBERtamnli 0.088 -0.034 0.953 0.693
KPA 0.142 -0.013 0.946 0.925
Snippext 0.122 -0.065 0.916 0.270
Hercules 0.009 -0.064 0.944 0.263
RATION 0.135 -0.012 0.952 0.974

Table 7: Automatic evaluation of rationale candidate
sets when the representative opinions are extracted from
summaries generated by Hercules. Considering the
three measures and their overall scores, RATION still
generates rationale candidates of better quality than the
baselines when using the other extractive opinion sum-
marization system.

a tree for each representative opinions and review 1002

sentences. If a representative opinion and a re- 1003

view sentence has the same first node of their path 1004

representation, the review sentence belongs to the 1005

rationale candidate set of that representative opin- 1006

ion. 1007

For a fair comparison, we extract an average of 1008

8 rationale candidate sets for each entity and all 1009

rationale candidate sets on average cover 30% of 1010

review sentences except for Hercules. When using 1011

SimCSE to obtain sentence representations, we use 1012

‘unsup-simcse-roberta-large’ version. 1013

A.8 Experiment with Hercules 1014

RATION is independent of the choice of extractive 1015

summarization systems and can work with other 1016

extractive summarization systems. In this section, 1017

we show the automatic metrics on the Space dataset 1018

when the representative opinions are extracted from 1019

the summaries produced by the extractive version 1020

of Hercules. All the implementation details are the 1021

same. 1022

We show the automatic metric for evaulating 1023

rationale candidate sets in Table 7. It can be ob- 1024

served that RATION still generates rationale can- 1025

didates of better quality than the baselines when 1026

using the other extractive opinion summarization 1027

system, which also shows RATION is independent 1028

of extractive summarization systems. 1029

We show the automatic metrics for evaulating 1030

rationales in Table 8. It can be observed that RA- 1031

TION also extracts the best rationales when the 1032

representative opinions are extracted from the sum- 1033

maries produced by Hercules. 1034
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embrel keyspec keypop embdiv Overall
Space (k=1)

RATION 0.399 0.236 0.237 - 0.728
w/o rel 0.400 0.239 0.237 - 0.748
w/o spec 0.525 0.174 0.219 - 0.554
w/o pop 0.349 0.212 0.207 - 0.389

InstructGPT 0.558 0.167 0.172 - 0.333
Space (k=3)

RATION 0.390 0.520 0.239 0.577 0.623
w/o rel 0.391 0.524 0.238 0.572 0.614
w/o spec 0.474 0.456 0.240 0.546 0.485
w/o pop 0.351 0.496 0.222 0.631 0.399
w/o div 0.398 0.511 0.241 0.555 0.575

Table 8: Automatic evaluation of rationales on the Space
dataset with one (k=1) and three (k=3) rationales ex-
tracted per representative opinion. Considering the four
measures and their overall values, RATION still extracts
the best rationales when the representative opinions are
extracted from summaries generated by the other extrac-
tive summarization system.

A.9 Error Analysis1035

RATION occasionally generates undesirable1036

rationale-based opinion summaries. We analyze1037

these summaries and find the most common errors1038

are the extracted rationales of an opinion not1039

containing many related details of that opinion.1040

For example, in the right sample of Figure 4,1041

the extracted rationale for the opinion ‘Room is1042

clean’, ‘my room was very clean and included1043

the basics you would expect - a stocked mini-bar,1044

safe, tea/coffe etc.’, only mentions ‘clean’ and1045

contains lots of details not related to the detail. The1046

main reason is that RATION separately estimates1047

the specificity and relatedness as mentioned in1048

Section 7. Suppose a sentence discusses aspect1049

X and aspect Y, and it only briefly mentions X1050

but contains lots of details related to Y. When1051

extracting rationales for an opinion about aspects1052

X, the sentence would have a high relatedness1053

score because it mentions X. It would also have1054

a high specificity score because it contains many1055

details. We reduce such errors by dividing review1056

sentences into clauses and extracting clauses1057

as rationales (Appendix A.1). However, some1058

resulting clauses might still discuss multiple1059

aspects. Future work can explore how to jointly1060

model these four properties at the same time.1061

We also find other less frequent errors, such as1062

some representative opinions being too similar and1063

the alignment model making wrong estimations.1064
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