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ABSTRACT

Creativity evaluation remains a challenging frontier for large language mod-
els (LLMs). Current evaluations heavily rely on inefficient and costly hu-
man judgments, hindering progress in enhancing machine creativity. While
automated methods exist, ranging from psychological testing to heuristic- or
prompting-based approaches, they often lack generalizability or alignment with
human judgment. To address these issues, in this paper, we propose a novel
pairwise-comparison framework for assessing textual creativity, leveraging shared
contextual instructions to improve evaluation consistency. We introduce Cre-
ataSet, a large-scale dataset with 100K+ human-level and 1M+ synthetic creative
instruction-response pairs spanning diverse open-domain tasks. Through training
on CreataSet, we develop an LLM-based evaluator named CrEval. CrEval demon-
strates remarkable superiority over existing methods in alignment with human
judgments. Experimental results underscore the indispensable significance of in-
tegrating both human and synthetic data in training highly robust evaluators, and
showcase the practical utility of CrEval in boosting the creativity of LLMs. We
will release all data, code, and models publicly to support further research.

1 INTRODUCTION

Creativity, defined as “ideas or artifacts that are new, surprising and valuable” Boden| (2003), has
long been a defining trait of human intelligence and fueled the progress of modern civilization Guil-
ford|(1967). As current large language models (LLMs) exhibit increasingly remarkable capabilities
across diverse domains and downstream tasks, they have also shown the ability to perform tasks
requiring creativity Summers-Stay et al.| (2023); Zhao et al.| (2025); |[Zhong et al.| (2024); /Wu et al.
(2025b)). Evaluating the creativity of LLMSs not only sheds light on their applicability to critical cre-
ative domains such as creative writing Chakrabarty et al.|(2025); Marco et al.|(2024), literature Bena
& Kalital (2019); He et al.| (2023) and other creative domains |Naeini et al. (2023)); Summers-Stay
et al.| (2023); Tian et al.| (2024), but also has the potential to reveal gaps between LLM and human
capabilities, offering valuable insights for future improvements.

Although evaluating LLM creativity is increasingly important, current methods face limitations that
restrict their broader applicability. First (cross-domain applicability), most current creativity eval-
uation methods target a single domain or constrained task format, such as problem-solving |[Naeini
et al.[ (2023)); [Tian et al.| (2024}, humor Zhong et al.[(2024), or simile generation He et al.| (2023)),
where creativity is only one among several assessed aspects. Different from open-domain tasks, they
are often entangled with other concepts like problem-solving, making it hard to isolate and general-
ize creativity itself to other domains, such as literature. Second (granularity), most methods evalu-
ate creativity at the model or subject level rather than at the level of individual responses Mednick &
Halpern| (1968)); Torrance (1966). While useful for comparing models, they struggle to distinguish
which of two responses to the same prompt is more creative |(Chakrabarty et al.|(2024); Zhao et al.
(2025). We refer to the latter as text-level creativity (or simply fext creativity). It is especially valu-
able as it highlights specific responses for improvement, providing more actionable insights than
coarse model- or subject-level evaluations. Third, (effective automation) automating cross-domain
creativity evaluation reduces human effort and supports iterative improvement. LLMs have shown
effectiveness as automatic evaluators, in areas such as helpfulness and coherence |Hu et al.| (2024b));
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Figure 1: An example of how to formulate the problem of text creativity evaluation to better evaluate.

Kim et al.| (2024); [Li et al.| (2024), known as LLM-as-a-judge |Gu et al.| (2024); [Li et al.| (2025a));
Zheng et al.| (2023). However, creativity evaluation remains underexplored. While early attempts
prompt LLMs to assess creativity Summers-Stay et al.| (2023); [Zhao et al.| (2025)), leveraging the
cross-domain strengths of advanced models like GPT-40 Hurst et al.| (2024), their judgments of-
ten suffer from unreliability (Chakrabarty et al.[|(2024)), inconsistency Wang et al.| (2024a), and high
cost|Chen et al.|(2023)).

This paper aims to address these issues by proposing a novel evaluation methodology for automated,
cross-domain creativity assessment, including a cross-domain benchmark dataset labeled by 30 hu-
man judges and an effective LLM-based creativity evaluator. Developing this framework presents
two key challenges. The first is how to facilitate consistent human labeling. We observe that without
clear contextual guidance, human annotators may struggle to reach consistent judgments, since cre-
ativity may be understood differently in different contexts. For example, as shown in Figure[I] (a),
when three annotators independently rated 400 decontextualized text pairs, the agreement among
them was only moderate (with an Intraclass Correlation Coefficient, i.e., ICC, of 0.59). The sec-
ond challenge is how to train a reliable LLM evaluator given the scarcity of creative data. Data
scarcity limits the ability of evaluators to generalize across diverse domains and their effectiveness.
To address this, it is thus crucial to collect large-scale training data in a weakly supervised manner.

Our work resolves these two challenges by introducing a framework that generates multiple creative
responses conditioned on the same context. On the one hand, this setup ensures high-quality human
annotations of text creativity pairs. As shown in Figure[I|(b), when a shared instruction was provided
as a context, the agreement improved significantly (ICC increases to a good level of 0.75). On the
other hand, by controlling the response generation process for the same context, we automatically
generate large-scale pseudo labels for their creativity levels in a weakly supervised manner, which
solves the data scarcity issue. Specifically, our contributions are as follows:

e We propose a context-aware, pairwise comparison-based evaluation protocol for assessing text
creativity. Using this protocol, we manually annotate a test set of over 3,000 samples to benchmark
text creativity evaluators. Notably, even state-of-the-art LLMs perform poorly on it compared to
humans, underscoring a key performance bottleneck in current evaluators. To support training,
we further construct CreataSet, a large-scale dataset incorporating creative tasks in 87 domains,
including over 1M instruction-response pairs with varying weakly supervised creativity levels.

e Building on CreataSet, we introduce CrEval, an LLM-based creativity evaluator. To the best of our
knowledge, our work is among the first to evaluate creativity across multiple domains using pairwise
assessments. CrEval outperforms strong frontier models, e.g., GPT-40 by 18.7% in agreement with
human judges, and demonstrates strong domain generalization capabilities. We further show that
CrEval can enhance LLM creativity, offering a practical approach to improve generative Al.

2 RELATED WORK

Creativity Evaluation Evaluating creativity has been a long-standing challenge Kim|(20006));|Acar
& Runco|(2019). Many proposed methods|Gray et al.[{(2019);Zhao et al.|(2025); Beketayev & Runco
(2016);|Sun et al.|(2025)) adopt frameworks targeting particular tasks, such as the Remote Associates
Test (RAT) [Mednick & Halpern| (1968) or the Torrance Test of Creative Thinking (TTCT) Torrance
(1966), which measures human divergent thinking through scoring ideas on fluency, originality,
flexibility, and elaboration (e.g., listing diverse uses for a paperclip). Subsequent adaptations have
applied TTCT principles to creative writing (TTCW) [Chakrabarty et al.[ (2024); [L1 et al.| (2025c¢)
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Figure 2: The construction process of CreataSet and training process of CrEval.

or to evaluate LLMs on such tasks |Zhao et al.[(2025)), while other work uses problem-solving as a
creativity proxy |Naeini et al.|(2023);|Tian et al.[(2024). However, these approaches are often narrow
in scope, focusing on a limited set of tasks and primarily assessing a model’s creative ability rather
than the creativity of the generated text itself.

Existing methods for evaluating textual creativity face significant limitations. Heuristic scoring |He
et al.| (2023), matching for unique n-grams on a reference corpus (Creativity Index)|Lu et al.|(2025b),
and calculating divergent semantic integration using BERT Devlin et al.|(2019) (DSI){Johnson et al.
(2023) are often constrained by their specific designs, reliance on static corpora, and limited gener-
alizability. While prompting general-purpose LLMs (e.g., GPT-4) has become common [Summers-
Stay et al.[ (2023); [Zhao et al.| (2025); (Chakrabarty et al.| (2024; [2025)), results are often unsatis-
factory Olson et al.| (2024); (Chakrabarty et al.| (2024} 2025); [Lu et al.| (2025a). Another work,
LitBench [Fein et al.| (2025), has trained reward models on specialized preference data |Fein et al.
(2025), but their applicability remains confined to creative writing, lacking broader generalization
to other domains. Consequently, reliable evaluation of textual creativity still depends heavily on
costly and inefficient human judgment, such as the Consensual Assessment Technique (CAT) Baer
& McKooll (2009); Marco et al.| (2024), which cannot provide automated feedback for improving
models. To overcome these challenges, we propose a novel approach that leverages the LLM-as-a-
judge paradigm for more efficient and accurate creativity assessment.

LLM-as-a-Judge In the area of automatic evaluation for text generation, recent advent of large
language models (LLMs) has enabled the evaluation paradigms to incorporate LLMs to be more
accurate and flexible |Gao et al.| (2025), known as LLM-as-a-judge [Zheng et al. (2023)); \Gu et al.
(2024); [Li et al.[(2025a)), capable of assessing more diverse dimensions of text quality. Prior works
focus more on the evaluation of text attributes like relevance [Liu et al.| (2023)); |]Abbasiantaeb et al.
(2024); Liu et al.[(2024), helpfulness Kim et al. (2024); Li et al.|(2024)), or overall excellence Dongfu
et al.| (2024); Hu et al| (2024b)), etc. Other works also explore how to adapt LLMs to evaluate
specific domains such as code generation [Tong & Zhang| (2024)); Wu et al.| (2025a) and dialogue
generation|Lin & Chen|(2023)); Zhang et al.| (2024)). However, few of these works investigate how to
evaluate text creativity, making it hard to assess and improve the creative aspects of text generation.
In our work, we propose to assess it in a pairwise-comparison manner, and provide a comprehensive
study on leveraging LLMs to evaluate text creativity.

3 METHODOLOGY

In this section, we employ a three-step process to construct our large-scale weakly supervised dataset
CreataSet to support our evaluation protocol and train CrEval. First, in Across-Domain Creativity
Dataset Initialization, we gather initial data in 87 diverse domains with varying lengths, generat-
ing corresponding instructions to create initial instruction-response pairs (I, R). Second, Context-
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Type A:

Existing Creative Data
(Data Source: Oogiri-GO,
Ruozhiba)

Instruction: What will be
humanity's final question?
Response: What does this
button do?

Synthetic Responses:

@ Can't answer. B4
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guestion: the meaning of life.
@ What is the meaning of life?

@ Have we ever truly A
understood love? §3;

A MiniCPM-2B  Prompt,
{‘V,‘. Qwenz.5-14B
@ GPT-40

Prompt,

Type B:

Creativity-Dense Texts

(Data Source: Short Texts, Lyrics,
Ancient Poetry, Modern Poetry, Prose)

Response: Sunflowers don’t cry;
even when down, they face the sun.

Constructed Instruction:

Please share your thoughts on
maintaining a positive attitude.
Synthetic Responses:

@ Maintaining a positive mindset and an
optimistic attitude helps us live more
proactively. B4l

® A positive attitude makes you stronger,

and persistence leads to success. BA

® A positive attitude brings energy and
helps overcome challenges. S;

@ A positive attitude is a light that
illuminates the path ahead:; persistence

keeps it shining. 47}

Type C:
Ordinary Instruction-Response Pairs
(Data Source: Infinity-Instruct)

Instruction: Create a catchy title for
the following topic: saving money
for the future.

Original Response: The Secret to
Future Wealth: How to Save to
Achieve Your Dreams.

Enhanced Response:
Time Investment: Weaving the
Blueprint for Future Wealth. &)

Synthetic Responses:
@ Savings for the Future: Your Smart
Investment Choice. A M

@ Invest in the Future, Save for Wealth.
© Smart Budgeting, Saving for a
Golden Future. 573

@ Time Bank: Saving for the Future
with Wise Investment. §33

Figure 3: The examples of three different types of data. The original data are above the dashed line,
while our constructed components are below.

Aware Response Augmentation expands these pairs by generating responses of varying creative
levels for the same instruction I. Finally, in Label Construction with Mixed Strategy, we pair the
responses and assign a label y, yielding training samples of the form (I, Ry, Ro, y) for the creativity
evaluator CrEval. For meta-evaluation, we manually annotate a test set to benchmark CrEval against
other evaluators. The overall data construction pipeline is illustrated in Figure

3.1 ACROSS-DOMAIN CREATIVITY DATASET INITIALIZATION
To build a creativity dataset across diverse domains, we gather initial data with varying creativity
levels from eight sources. We unified them into a consistent (I, R) format.

Multi-Domain Multi-Source Data Collection We aim to collect data from diverse sources and
domains to construct a broad distribution in both domain coverage and response length, thereby en-
abling the model to generalize across a wide range of scenarios. Specifically, we begin by collecting
data from existing creativity datasets, such as Oogiri-GO|Zhong et al.|(2024) and Ruozhiba |Bai et al.
(2025)), which naturally contain creative (I, R) pairs in the humor domain (Type A in Figure . We
further incorporate creativity-dense texts (R) from corpora of human creative works, such as po-
etry, lyrics, and prose, sourced from well-known websites[ﬂ To enhance length diversity, we curate
a sub-dataset called Short Texts, comprising inspiring and thought-provoking sentences collected
from online source Most of these entries consist of standalone texts (R) without explicit input
prompts (Type B in Figure [3). In addition, aiming to capture data with diverse creativity levels and
expand domain coverage, we leverage an existing instruction-tuning dataset Infinity-Instruct|Li et al.
(2025b), given its high-quality (I, R) pairs spanning a wide range of domains (Type C in Figure [3).

Unified Instruction-Response Standardization To standardize the multi-source data into a uni-
fied (I, R) format, we first enrich standalone texts by generating missing instructions. We train
an instruction generator by reversing an instruction-tuning dataset (Infinity-Instruct). The gener-
ator learns to produce an instruction I given a response . We generate an instruction for each
standalone text, thus forming (I, R) pairs. To prevent non-creative data from obscuring creative
data, we followed previous work [Ritchie| (2007) and applied some filters. All data are ultimately
formatted as (I, R) pairs (as shown in Figure forming CreataSet-Base, with over 113k creative
samples. Due to the deeply contextual nature of creativity, which is highly subject to cultural and

Uhttps://github.com/chinese-poetry/chinese-poetry, https://github.com/VMIJUNV/chinese-poetry-and-
prose, https://github.com/yuxqiu/modern-poetry, https://music.163.com, https://m.sbkk8.com
“https://www.juzikong.com/
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Dataset Cross-domain Granularity Auto-Evaluator Total Words # Samples Train/Test

Oorigi-GO X (humor) Subject Level X 894,712 15,797 train & test
MacGyver m]nm X (problem-solving) Subject Level X 249,385 1,683 test
DPT [Jr. et al.|(2025] X (problem-solving)  Subject Level X 12,576 803 test
TTCW X (creative writing) Subject Level X 58,426 48 test
Creative Writing v3|Paech|(2023) X (creative writing) Subject Level X 10,176 32 test
TTCT+ [lt@ / (7 domains) Subject Level X - 700 test

LitBenc W ( ) X (creative writing) Individual Text Level v 16,309,661 43,827 train & test
WritingBenc 202. v (100 domains) Individual Text Level v 1,875,146 1,000 test

CreataSet- v/ (87 domains) Individual Text Level v 20,720,179 112,965 train & test

Table 1: The statistics of different creative datasets. Auto-Evaluator denotes whether an automatic
evaluator is proposed based on this dataset. TTCT+ and training data for the evaluator in Writing-
Bench are not publicly available. We calculate the total word count of the responses of each dataset.

linguistic context, the dataset is predominantly in Simplified Chinese. However, our framework is
language-agnostic and can be easily extended to other languages.
Table [T] compares CreataSet-Base with other creativity-
related datasets, highlighting its larger scale. To assess
domain diversity (i.e., thematic category), we followed e

prior works [Tian et al.| (2024); |Wang et al.| (2023)); : AT -
ealth &
T Y 3 4 ife Sciences
4 600

(2024) and started from a manually curated seed

taxonomy. We then adopted GPT-40-mini to classify
each data sample into a fine-grained category, yielding

Entertain-

87 distinct subdomains. They were then aggregated by A Y| DA Liforeog s [ERERE
the model into broader, semantically coherent ones, re-
sulting in 17 core domains. The distribution of these
domains is shown in Figure [l Additional details on re-
sponse length and semantic distributions are provided in

Appendix[A3]

3.2 CONTEXT-AWARE RESPONSE AUGMENTATION ~ Figure 4:  Domain distribution of
CreataSet-Base. Secondary domains for

Before constructing pairwise data (I, Ry, Ry) for train- the top 5 primary ones are shown in gray.
ing the evaluator, we first augment the set of responses

for each instruction, i.e., (I, Ry, ..., Ry). This aims to

enrich the creative diversity, enabling the construction of pairs with creative differences. To effi-
ciently construct such data at scale, we employ open-sourced models with different levels of capabil-
ity, e.g., Qwen2.5-14B-Instruct [Yang et al | and MiniCPM-ZB—SFT (2024a), to gen-
erate responses for instructions in CreataSet-Base, as illustrated in Figure[2] For each model, we use
two prompting modes to induce varying creativity levels: (1) Prompt,, a general prompt that elicits
ordinary responses; and (2) Prompt,, a creativity-oriented prompt that encourages more imagina-
tive outputs. By adopting different models/prompts, we generate multiple synthetic responses. The
original responses in Type C data are direct answers to instructions with weak creativity. To enrich
those, we further prompt GPT-40 to generate more creative ones to the same instructions. Finally,
we name this dataset in the form (I, Ry, ..., Ry) as CreataSet-Ext. The diversity analysis of aug-
mented responses and the prompts used are in Appendix [A.3.5] and Appendix [A.6] respectively.

3.3 LABEL CONSTRUCTION WITH MIXED STRATEGIES

We combine responses into pairs (I, Ry, R2) and use a mixed strategy to assign labels for training
and testing separately, since the label requirements differ between them. Reliable human-annotated
labels are essential for meta-evaluation to accurately assess model performance, while constructing
labels in a large scale is more important for training. We detail them in the following.

High-Quality Human Labeling for Test Benchmark Construction To ensure diversity in the
test set, we sample 50 instances from each data source in CreataSet, yielding 400 initial samples.
These are further augmented using GPT-40-mini with both prompts to enhance the distribution dif-

ference for evaluation. Following prior work [Weinstein et al.| (2022); Johnson et al| (2023)), we
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recruited 30 qualified annotators from 18 different majors to rate response creativity on a 4-point
Likert scale, with responses presented in randomized order (more details are in Appendix [A.§).
Each response’s creativity score is computed as the average of all ratings. The annotations exhibit
high inter-rater reliability (Intraclass Correlation Coefficient, ICC(2k)=0.92). Finally, we construct
a 3K test set in the format (I, Ry, Ra,y), where pairs with score differences > 0.3 are labeled as
distinguishable, and those with differences < 0.1 as comparable (tie).

Weakly-Supervised Pseudo Labels for Training Set Construction For the training set, we as-
sign weakly supervised pseudo-labels to response pairs in CreataSet-Base, enabling large-scale label
construction. Our approach is based on two key assumptions: (1) stronger models tend to produce
more creative responses than weaker ones, and (2) creativity-focused prompts elicit more creative
outputs than ordinary prompts.

To validate these assumptions, we sampled 150 data groups ((I, R1, . .., Rx)) with 1,050 response
pairs for each model/prompt combination and recruited 3 annotators to compare their creativity.
The results show that creativity distinctions based on assumption (1) achieve 86.6% accuracy, and
assumption (2) achieves 81.4%, confirming the reliability of both heuristics. For creatively com-
parable samples (the tie cases), we randomly pair responses produced by the same models using
Prompt,. Using these assumptions, we assign labels y to response pairs in CreataSet-Ext, resulting
in training data of the form (I, Ry, Rz, y).

3.4 CREVAL TRAINING

The constructed large-scale CreataSet-Ext can enable us to train CrEval. It provides triplets
(I, R1, R2) € D as input, and trained to minimize the classification loss:

Lom Y lwPGILRLR), g
(I,R1,R2)€D

where P(y|I, Ry, R2) represents the probability of the label y given the triplet (I, Ry, R2 To
mitigate the positional bias, we follow previous works [Wang et al.| (2024alb); [Li et al| (2024) by
augmenting the data by swapping R; and Rs in the input and adjusting the corresponding label.
Additionally, we apply negative sampling by randomly selecting a response to serve as the least
creative response, further enhancing the model’s awareness of the instruction context I.

During inference, the model predicts whether R; is more creative than R, vice versa, or if they are
creatively comparable. Moreover, a reference response K", generated by either a human or a model,
can be a baseline for comparing the creativity of another response R in such a comparison manner.

4 EXPERIMENTS

4.1 EXPERIMENTAL SETUP

In our experiments, we set k = 5 in response augmentation. This is shared across all data sources.
Based on our human-labeled test set of CreataSet, we adopt F1 score, Kappa score, and Agreement
rate to evaluate the performance of different methods, following previous work [Wang et al.|(2024b));
Li et al.[(2024). All metrics are calculated twice by swapping the order of the two responses, and
then the average scores are reported. Following |[Hu et al.| (2024b)), to eliminate the influence of
sampling randomness, we set the temperature T to O for deterministic results, while other methods
retain their original settings. We conduct pairwise comparison experiments on CreataSet where
CrEval is compared with the following baselines:

Traditional Metrics: (1) Perplexity (PPL): A simple baseline where we use Qwen2.5-7B-Instruct
to calculate the perplexity of a response. Higher perplexity indicates higher novelty and creativity.
(2) Divergent semantic integration (DSI) Johnson et al.| (2023)): It adopts BERT Devlin et al.
(2019) to calculate the average semantic distance between all words in the response. A higher DSI
indicates higher creativity. (3) Creativity Index|Lu et al.|(2025b): A corpus-based metric calculates
creativity inversely to n-gram similarity with a reference corpus.

3Since we use LLM backbones, the classification label is treated as a text output conditioned on the prompt.
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| Average
Method S.T. Lyr. A.P. M.P. Pro. Oog. Ruo. Inf. ‘

F1 Kappa Agree.

Traditional Metrics

PPL 0464  0.245 0.245 0.316 0.349 0.515 0329 0374 | 0357 -0.042  0.430
DSI 0.440  0.430 0.354 0.527 0.377 0.578 0.561  0.528 | 0.480 0.175 0.457
Creativity Index 0.695 0.368 0.338 0417 0.592 0.585 0.566  0.640 | 0.531 0.231 0.568
Frontier LLMs

03 0.802 0.589 0.596 0.667 0.663 0.774 0.832 0.769 0.721 0.578 0.725
ol 0.807 0.573 0.629 0.670 0.672 0.738 0.790 0.798 0.720 0.563 0.664
GPT-40 0.800 0.605 0.641 0.699 0.667 0.749 0.633 0.789 0.703 0.519 0.642
GPT-3.5 0.686 0.486 0.425 0.548 0.489 0.667 0.567 0.743 0.585 0.350 0.522
DeepSeek-R1 0.743 0.479 0.494 0.578 0.612 0.751 0.745 0.733 0.653 0.457 0.547
DeepSeek-V3 0.780 0.584 0.584 0.681 0.684 0.765 0.774 0.784 0.714 0.558 0.668
Claude-3.5-Sonnet 0.775 0.603 0.634 0.671 0.702 0.762 0.850 0.810 0.727 0.609 0.740
Claude Haiku 0.748 0.573 0.509 0.633 0.652 0.724 0.695 0.779 0.669 0.496 0.641
Gemini-2.5-Pro 0.764 0.569 0.585 0.639 0.656 0.760 0.866 0.752 0.708 0.557 0.702
Gemini-2.5-Flash 0.785 0.588 0.642 0.670 0.692 0.761 0.858 0.797 0.731 0.582 0.682
G-Eval (GPT-40) 0.772 0.583 0.568 0.665 0.694 0.759 0.803 0.793 0.712 0.558 0.677
G-Eval (GPT-3.5) 0.636 0.494 0.460 0.561 0.493 0.608 0.575 0.774 0.582 0.339 0.500
7B Scale LLMs

Gemma-2-9B-it 0.795  0.562 0.619 0.654 0.646 0.751 0.779  0.788 | 0.704 0.544 0.654
LLaMA3.1-8B-Instruct  0.713  0.548 0.440 0.618 0.615 0.649 0.573  0.782 | 0.621 0.418 0.565
PandaLM-7B 0.390  0.435 0.454 0.469 0.346 0.398 0.540  0.506 | 0.453 0.129 0.326
Prometheus-7B 0.330  0.365 0.326 0.315 0.342 0.369 0.449 0.498 | 0.377 0.097 0.352
AUTO-J 0.659  0.526 0.377 0.561 0.541 0.553 0.565  0.720 | 0.567 0.323 0.512

WritingBench-Critic 0.715  0.528 0.500 0.626 0.548 0.600 0.641 0.712 | 0.612 0.362 0.576
Qwen2.5-7B-Instruct 0.710  0.494 0.426 0.578 0.487 0.647 0.704  0.771 | 0.614 0.403 0.574

CrEval-7B (ours) 0.779  0.556 0.649 0.681 0.665 0.778 0.873  0.820 | 0.732 0.601 0.745
A (v.s. base model) +9.7% +12.6% +52.3% +17.8% +36.6% +20.2% +24.0% +6.4%|+19.2% +49.1% +29.8%

13B Scale and Larger LLMs
Qwen2.5-72B-Instruct ~ 0.751  0.558 0.520 0.655 0.594 0.734 0.833  0.806 | 0.692 0.535 0.673
LLaMA3.1-70B-Instruct 0.736  0.564 0.559 0.642 0.624 0.732 0.764  0.810 | 0.684 0.535 0.675

Gemma-3-27B-it 0.792  0.572 0.608 0.650 0.666 0.753 0.789  0.783 | 0.706 0.564 0.702
Gemma-3-12B-it 0.761  0.542 0.575 0.615 0.674 0.729 0.667  0.772 | 0.672 0.498 0.633
Prometheus-13B 0445  0.377 0.329 0.372 0.410 0.386 0.367 0.641 | 0.416 0.095 0.400
Qwen2.5-14B-Instruct ~ 0.742  0.568 0.523 0.649 0.629 0.717 0.783  0.797 | 0.683 0.523 0.661
CrEval-14B (ours) 0.786  0.556 0.650 0.680 0.672 0.797 0.882 0810 | 0.735 0.613 0.762

A (v.s. base model) +5.9% -2.1% +24.3% +4.8% +6.8% +11.2% +12.6% +1.6%|+7.6% +17.2% +15.3%

Table 2: Results of different methods on our CreataSet test set. Best results in the same group are
highlighted in bold, and the second-best are underlined. S.T., Lyr., A.P., M.P,, Pro., Oog., Ruo., and
Inf. represent Short Texts, Lyrics, Ancient Poetry, Modern Poetry, Prose, Oogiri-Go, Ruozhiba, and
Infinity-Instruct, respectively. We gray out the results of frontier LLMs due to their larger sizes.

Evaluation-Centric Models: Several evaluation-centric models including prompting-based G-
Eval Liu et al.| (2023) and fine-tuned LLMs PandalLM [Wang et al.| (2024b), Prometheus Kim!
et al.| (2024), AUTO-J [Li et al.| (2024)) and WritingBench-Critic|Wu et al|(2025b).

General-purpose LLMs as Evaluators: We compare CrEval against several general-purpose
LLMs, including LLaMA3.1-{8,70}B-Instruct Dubey et al| (2024), Gemma-{2-9B,3-12B,3-
27B}-it Riviere et al| (2024); Kamath et al.| (2025), Qwen2.5-{7,14,72}B-Instruct Yang et al.
(2024), GPT-3.5-Turbo-1106 OpenAl| (2022), GPT-40 Hurst et al.| (2024), OpenAl 01/03 Jaech
et al.[(2024); |OpenAll (2025), DeepSeek-{ V3,R1} DeepSeek-Al et al.| (2024; [2025)), Claude-3.5-
{Haiku, Sonnet } |Anthropic|(2024aib), and Gemini-2.5-{Flash, Pro} Comanici et al.| (2025). We
evaluate all models using the same prompt as for CrEval.

4.2 How WELL CAN CREVAL SIMULATE HUMAN EVALUATION?

As shown in Table 2] CrEval demonstrates consistent and significant improvements over all base-
lines across the evaluated metrics. Notably, the 14B variant even surpasses most frontier baselines,
improving F1 by 2.9%, Kappa by 9.7%, and agreement rate by 12.6% compared to strong com-
petitors like DeepSeek-V3. These results validate the effectiveness of our approach for simulating
human creativity assessment. Second, traditional metrics such as PPL and DSI perform poorly; e.g.,
PPL yields a Kappa score near zero, indicating their weak correlation with human judgment. The
Creativity Index metric improves on them but remains limited by its reliance on n-gram matching
and fails to capture the semantic creativity conveyed through conventional lexical choices. Third,
while Gemma models achieve the highest F1 scores of the according groups on Short Texts and
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Figure 5: Consistency rate of different methods when swapping the order of responses. We inlcude
an ablation version CrEval-7B (w/o Swap) without explicitly swapping response positions.

Method F1 Kappa Agreement
CrEval-7B 0.732 0.601 0.745
w/o Neg. 0.723 0.586 0.745

w/o Syn. 0.665 0.464 0.634 031 ('A —e— F1 Score
w/ Only Syn. 0.585 0.356 0.589 o8 Kappa
—e— Agreement
Figure 6: Evaluation results of ablation study on 3K 10K 20K 30K 50K 100K200K300K500K 1M M8

. Data Volume
different data components.

Figure 7: Performance variation with data scales.

Lyrics, they struggle to generalize across other creative domains like humor (e.g., Oogiri-Go and
Ruozhiba) and ancient genres. Claude-3.5-Sonnet excels in evaluating Prose, indicating a stronger
capacity for assessing creativity in longer texts. In contrast, CrEval exhibits more balanced and
robust performance across all creative domains.

LLMs may favor certain positions of the response, known as positional bias Wang et al.| (2024a),
which may lead to inconsistent evaluation results when swapping the order of responses. We have
conducted a consistency analysis to evaluate the stability of different methods, inlcuding comparing
with an ablation version CrEval (w/o Swap) where CrEval was trained without explicitly balancing
the positions. As shown in[5] CrEval achieves the highest consistency rate of 94.4, indicating that it
is more consistent and reliable in evaluating creativity compared to other methods. Also, omitting
position swapping during training introduces a position bias and leads to decreased performance.

4.3 How Do DATA INFLUENCE CREVAL?

Data Composition. In training CrEval, we use (I, Ry, R, y) of different pseudo-creativity levels.
To investigate their influence, we conduct an ablation study by training multiple CrEval variants with
different data compositions as follows: (1) CrEval-w/o Neg.: Training CrEval without sampling
negative responses. (2) CrEval-w/o Syn.: Training CrEval with only the original responses (highest
creativity) in CreataSet without synthetic ones. (3) CrEval-w/ Only Syn.: Training CrEval with
only synthetic responses (lower creativity) in CreataSet without original ones. Table[6]presents the
ablation study results. The results indicate that each type of data makes a positive contribution.
The original human-created responses contribute the most, as they provide diverse, high-quality
information that better aligns CrEval with human preferences. Synthetic data plays a crucial role in
helping the model grasp the characteristics of creative responses, particularly those that LLMs can
generate. Meanwhile, negative responses offer additional information to improve the model’s ability
to measure the relevance between responses and instructions.

Data Scale. To assess the impact of data volume, we train CrEval on datasets of varying scales,
shown in Figure [/} F1, Kappa, and agreement rates improve with data size but plateau after 100K
samples. This suggests that while more data benefits CrEval, the gains diminish at higher scales.
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Figure 9: Win rate of different methods over GPT-40-mini responses. DPO-Negative denotes DPO
with negative sampled responses as reject samples. DPO-100E and DPO-70E30H use all easy and
70% easy+30% hard responses as reject samples, respectively.

4.4 DOES CREVAL DEMONSTRATE OUT-OF-DISTRIBUTION GENERALIZATION?

Due to the scarcity of human-annotated creative pairs, finding suitable out-of-distribution (O.0.D.)
datasets for meta-evaluation remains challenging. To address this, we conduct three O.0.D. experi-
ments on two creative writing datasets and one classical creativity benchmark, the Alternative Uses
Task (AUT). For creative writing, we adopt data from [Chakrabarty et al| (2024)), which contains
long responses produced by both humans and models. Following their findings, we treat human
responses as more creative and construct 36 evaluation pairs. Besides, we curate 213 pairs from
another WritingPrompts dataset, selecting samples with a like-count difference greater than 10 as
a proxy for creativity. For the AUT task, we use the dataset from (2023)), focusing on
the annotated alternative uses for “bowl”. We form pairs from responses whose human-assigned
creativity scores differ by more than two points, resulting in 541 test pairs.

As shown in Figure [8] CrEval achieves the best performance among models of similar scale (~7B)
and even outperforms much larger frontier models like GPT-40 and DeepSeek-V3. This strong
generalization ability can be attributed to its robust training on diverse and creative text sources,
enabling it better to capture subtle qualitative differences in open-ended generation tasks. The con-
sistent advantage across both datasets underscores its effectiveness in text creativity evaluation.

4.5 CAN CREvVAL ENHANCE MODEL CREATIVITY?

As a creativity evaluator, CrEval can differentiate response creativity, allowing us to leverage it for
enhancing model creativity. We randomly sample 10K data from CreataSet to train Qwen2.5-7B-
Instruct, using the original response as the ground truth, serving as the standard (the SFT baseline).
By utilizing synthetic candidate responses (randomly sampled), we apply DPO[Rafailov et al.| (2023))




Under review as a conference paper at ICLR 2026

to take low-creativity responses as reject samples (the DPO baseline). We also randomly sample
negative responses from other instructions as reject samples, denoted as DPO-Negative.

Given an instruction and multiple candidate responses, CrEval performs pairwise creativity compar-
isons, scoring wins as 3 points, ties as 1, and losses as 0. This scoring yields a creativity ranking,
with the top-ranked responses as hard and the lowest as easy samples. We control creativity diffi-
culty by adjusting the hard/easy ratio in DPO rejections, evaluating methods on the CreataSet test
set, with win rates against GPT-40-mini measured by CrEval, GPT-40, and human annotators.

Results in Figure [9]demonstrate that DPO yields significant gains over SFT in all evaluation settings
(CrEval, GPT-40, human). The inferior performance of DPO-Negative relative to DPO demon-
strates that contextual conditioning is crucial for accurate creativity assessment. Leveraging CrEval
for creativity-aware data selection leads to further improvements, with DPO-70E30H achieving the
highest win rate. DPO-100E, which treats all easy samples as rejections, shows marginal improve-
ment, indicating that a clearer distinction between chosen and rejected examples is crucial for learn-
ing creativity. DPO-70E30H achieves the highest win rate by using 30% hard samples as rejections,
underscoring the benefit of a balanced mixture of creativity difficulty levels.

5 CONCLUSION

In this paper, we propose a novel pairwise-comparison framework for evaluating textual creativity
and present CreataSet, a large-scale dataset across diverse domains. Based on it, we develop CrEval,
an LLM-based evaluator that significantly outperforms existing methods in alignment with human
judgments. Our experiments highlight the essential role of combining both human and synthetic
data in training robust creativity evaluators, and demonstrate that CrEval exhibits out-of-distribution
generalization. We further find the practical value of integrating CrEval into generation pipelines to
boost LLM creativity. We believe that CreataSet and CrEval will be valuable assets for the research
community, driving progress toward more accurate and scalable creativity evaluation.
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A APPENDIX

A.1 SUBJECTIVITY AND IMPORTANCE OF CREATIVITY

While creativity is inherently subjective, we wish to highlight that:

(1) Creativity is a core Al objective, both historically and practically, whose complexity should
be embraced rather than avoided. “Randomness and creativity” was identified as one of the seven
key problems at the Dartmouth Summer Research Project on Atrtificial Intelligence and recognized
as essential to human-level intelligence and central to the very definition of machine intelligence Mc-
Carthy et al|(2006). With the rise of LLMs in domains such as storytelling, ideation, and design,
evaluating creative ability has become both timely and necessary. Without creativity, AI models
cannot generate truly novel, out-of-domain ideas — a crucial aspect of human-level intelligence that
has shaped modern civilization.

(2) The subjectivity of creativity is inevitable but controllable through our rigorous evaluation
design. Although creativity involves personal and cultural variation, psychological studies |[Barbot
et al.| (2019); [Parkhurst| (1999) show that people often converge in recognizing creative content. For
instance, more creative ideas, such as the novel Harry Potter, typically receive higher engagement
(e.g., more likes). Rather than eliminating subjectivity, our goal is to model shared human judgment
in a reproducible manner using pairwise comparisons and consensus-driven aggregation. To this
end, we collaborate with annotators from diverse backgrounds to ensure that the resulting evaluation
framework captures a robust, collective understanding of creativity.

(3) Our goal is not to equate creativity with conformity, but rather to approximate shared hu-
man judgments in a reproducible and scalable way. Psychological studies have shown humans
can reliably recognize creativity across cultures and domains, especially when it combines novelty
with usefulness Runco & Jaeger (2012)); Barbot et al.| (2019). Our use of consensus aims to reflect
this shared intuition, not to suppress unconventionally. Importantly, our evaluation framework sup-
ports multiple forms of creativity, including surprising, offbeat, or even subversive responses, as
long as they are meaningful and novel to the prompt. In this sense, we aim to capture a broad and
inclusive view of creativity, grounded in human judgment but not reduced to majority taste.

A.2 COMPARISON WITH THE ABSOLUTE SCALE OF CREATIVITY

Although absolute score-based evaluation has some value, we emphasize that the pairwise compar-
ison approach offers several distinct advantages.

Absolute creativity scales are difficult to define and apply. In practice, defining a universal abso-
lute scale for creativity is difficult: annotators find it hard to define what 1 to 5 means across samples
and keep consistent standards/thresholds across people. Depending on the context of the instruction,
a response scoring 3 could be deemed creative, whereas another instruction might require a 5 score
for its response to constitute a creative answer, making “high score = high creativity” an unreli-
able standard. In our pilot experiments, the ratings of 3 annotators on 50 data groups (each with 5
responses) demonstrate that they produced similar relative rankings across responses but diverged
substantially in absolute scores, with differences up to 1.02 points. This level of inconsistency fur-
ther reduces the usefulness of absolute scoring for large-scale alignment.

Pairwise comparison aligns directly with how LLMs are trained. We frame CrEval as a pair-
wise task due to its direct applicability to various model training algorithms, including DPO, re-
ward model training, etc. These methods require a reliable, scalable, and implicit understanding
of preference. Given the above challenges, absolute scale methods like prompt-based LLM scor-
ing [Summers-Stay et al.| (2023); [Zhao et al.| (2025)), often struggle to provide fine-grained, relative
assessments needed for model alignment. This is partly because the definition of an absolute score
can be ambiguous and prone to individual interpretation, leading to inconsistency. As a result, pairs
derived from absolute scores tend to be less reliable than those constructed directly through pairwise
comparison, which provides clearer and more consistent training signals. If we want to quickly rank
model responses using pairwise comparisons, we can leverage the response from any model as a
reference. Ranking can then be efficiently achieved based on win rate, incurring minimal computa-
tional overhead. These advantages above motivate our design choice for CrEval.
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A.3 ADDITIONAL INFORMATION OF CREATASET

A.3.1 DETAILS OF CREATASET-BASE CONSTRUCTION

Across-Domain Creativity Dataset Initialization We use the Oogiri-GO dataset from
CLoT Zhong et al.|(2024) contains over 15K Chinese humorous responses to given questions. The
Ruozhiba dataset|Bai et al.| (2025), derived from an interest-based online community, which demon-
strates linguistic creativity through various linguistic features, including puns, wordplay, and humor.
Since most of the creativity in this dataset of 1K entries is concentrated in the instructions, we re-
formulate the task by generating instructions from responses. The evaluator is to judge whether the
generated instruction is creative.

The instruction generator is trained based on the Baichuan2 |Yang et al. (2023)) model. We sam-
pled 600k reversed data pairs from the large-scale instruction tuning dataset Infinity-Instruct. To
further enhance instruction diversity, we also employ GPT-40-mini to generate additional instruc-
tions. Each creativity-dense text is paired with a generated instruction after filtering, forming a set
of creative instruction-response pairs. We sample 100k ordinary instruction-response pairs from
Infinity-Instruct. Then, these instructions are used to prompt GPT-40 to generate creative responses.

Unified Instruction-Response Standardization To verify the quality of generated instructions,
we conduct several steps for quality control. First, generated instructions are carefully refined
through length filtering, eliminating repeated phrases, and removing those containing the response
as a substring. Then, we annotate 200 data samples across all sources to assess whether each in-
struction aligns with its corresponding response. We finally obtained an accuracy of 96.5%, which
indicates that our instructions are of high quality.

After collecting (I, R) pairs, we employ GPT-4o-mini to score the creativity of each (I, R) pair
on a scale from 1 to 6. This creativity score serves as a quality indicator, enabling us to filter out
low-quality data. At last, only pairs with a score exceeding 4 are retained. The prompt used in this
step will be presented in the following.

A.3.2 STATISTICS

We present the details of our CreataSet in | #Samples | # Paired Samples

original and paired samples, as shown in Ta- Scenario | Train Test| Train Test

ble The dataset consists of multi-source

data, including short texts, lyrics, ancient  ShortTexts 36,205 50 | 361,090 410
Lyrics 9,186 50 81,566 364

poetry, modern poetry, prose, Oogiri-GO,
Ruozhiba, and Infinity-Instruct. It is worth
noting that the infinity-instruct source can

Ancient Poetry | 11,222 50 | 111,590 369
Modern Poetry | 17,359 50 | 159,973 368

. . Prose 806 50 5,786 380
provide a large number of data with general Oorigi-Go 10.008 50 | 99.409 430
instructions, which is beneficial for training  Ryuozhiba 1135 50 | 11315 451
creativity evaluators. Besides, prose offers Infinity-Instruct | 27,044 50 | 225,876 424
long texts with rich content, enabling CrEval Total 112,965 400 | 1,056,605 3,196

to handle a longer context. We will release
the dataset along with the CrEval to facilitate

future research on creativity evaluation. Table 3: The statistics of the CreataSet dataset.

A.3.3 LENGTH DISTRIBUTIONS

We present the length distributions of CreataSet-Base and other creative-related datasets in Fig-
ure[T1] As shown, CreataSet-Base has a broader response length distribution.

Additionally, we randomly sample 800 samples from each source in the dataset and present the
distribution of the response lengths in Figure [I0} For better visualization of their KDE curves, we
applied a log transformation to the length as the x-axis.

From the figure, we observe that: (1) The Short Texts, Ruozhiba, and Ancient Poetry sources primar-
ily consist of shorter responses. (2) The Lyrics, Modern Poetry, and Infinity-Instruct mostly contain
medium-length responses. (3) The Prose source exhibits longer responses than other sources, while
CLoT shows a more uniform distribution, covering both short and medium-length responses.
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Figure 10: Length Distribution of Different Sources.
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Oorigi-GO, DPT, WritingBench and CreataSet-Base.
For better visualization, we have omitted TTCW and Figure 12: The t-SNE visualization of se-

Creative Writing v3 due to their small dataset sizes. mantic distributions of DPT, TTCW, Mac-
Gyver, Oorigi-GO, and CreataSet-Base.

Overall, our dataset encompasses a diverse range of response lengths from short to long. This di-
versity ensures that the evaluators trained by this can capture a broad spectrum of linguistic patterns
and structural characteristics.

A.3.4 SEMANTIC DISTRIBUTION OF DIFFERENT DATASETS

To verify the diversity of our data semantics, we use Sentence-BERT Reimers & Gurevych| (2019)
and BERTopic|Grootendorst| (2022)) to extract the semantic embeddings of each sample in CreataSet-
Base, and adopt t-SNE |Van der Maaten & Hinton| (2008)) to visualize the semantic distribution of
these samples, as shown in Figure Our dataset covers a wide range of domains, which can
effectively support the generalization of the model’s evaluation ability across diverse contexts.

A.3.5 DIVERSITY ANALYSIS OF AUGMENTED RESPONSES

To validate whether the k responses in section [3.2] exhibit meaningful diversity, we use the Qwen3-
Embedding-8B (2025) model to compute semantic distances (cosine similarities) for the
training pairs. The distances span 0.19-0.94, with a median of 0.64, showing that the responses
vary across both fine-grained and coarse semantic differences. We also conducted a human diversity
assessment: 100 randomly sampled groups (k = 5 responses each) of responses were rated by 3
annotators on a 1-5 scale. The diversity scores fall within 1-5, with an average score of 3.84. This
confirms the responses are not clustered around a narrow semantic band. These results indicate our
data exhibit substantial and meaningful diversity, which supports learning both subtle distinctions
(when responses are semantically close) and broader conceptual differences (when they diverge).
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A.4 ADDITIONAL INFORMATION OF CREVAL
A.4.1 IMPLEMENTATION DETAILS

The backbone of CrEval is Qwen2.5-{7,14}B-Instruct|Yang et al.| (2024) and Low-Rank Adaptation
(LoRA) Xu et al.| (2024) with a=16 and r=8 is applied to enhance efficiency. It is trained with
DeepSpeed Rasley et al.| (2020) Zero Redundancy Optimizer (ZeRO)|Rajbhandari et al.|(2020) Stage
2 and bfloat16 (BF16) mix computation precision, using the AdamW optimizer|Loshchilov & Hutter
(2019) with 5, = 0.9, B2 = 0.999. The learning rate is le — 5 with a 0.1 warmup ratio, followed
by a cosine decay schedule. CrEval is trained for 2 epochs with a batch size of 2 and gradient
accumulation steps of 8 on 8 NVIDIA H100 GPUs, while the max sequence length is set to 3072.

A.4.2 COMPARING TO THE STANDARD BRADLEY TERRY LOSS

We chose the loss formula in |1 because it is simple, efficient, and naturally compatible with the
training paradigm of LLMs, where labels are treated as text outputs conditioned on prompts. More-
over, this formulation can be easily extended to multi-class preference settings. Fundamentally, we
view both our loss and the Bradley-Terry (BT) loss as approaches to the same underlying goal: mod-
eling the probability of preference between responses. Both can be adopted for pairwise preference
learning by maximizing the likelihood of the preferred sample.

To compare the results of different loss functions,
we compare our method with a BT loss. The -
results in Table f] show that the two approaches Method FI Kappa Agree. Consis.
perform comparably, with our method achieving BTLoss  0.722 0593 0.703  0.846
better consistency. We consider that the specific CrEval-7B 0.732  0.601  0.745  0.920
form of preference modeling may not be the pri-

mary bottleneck for Creativity evaluation perfor- Table 4: The results of different loss functions.
mance at this stage.

A.4.3 RESULTS ON DIFFERENT BASE MODELS

To identify the most effective base model, we
evaluate several candidates, with the results :

presented n Tibie . Amon hem, Quen2s.  Pishant i 073 038 0700
Instruct-14B consistently delivers superior per- Qwen2.5-Instruct-7B 0732 0.601 0745  0.920
formance across all evaluation metrics. Its ad- Qwen2.5-Instruct-14B - 0.735  0.613  0.762  0.944
vantage may stem from its larger model capac-

ity and instruction tuning, which allow it to bet- Table 5: The results of performance on differ-
ter capture the nuances of creativity in texts. ent base models. Agree. and Consis. represents
Accordingly, we adopt the Qwen2.5 series as Agreement and Consistency, respectively.

the base model for all experiments.

Method F1 Kappa Agree. Consis.

A.4.4 AN ANALYSIS OF CREVAL’S DECISION

Our dataset provides further value for

. Categor Ratio Categor; Ratio

deeply analyzing the latent factors : gory | gory :
and what specific features and seman- Unique Imagery ~21% | Concrete Details  ~5%
. . Vivid Metaphor ~19% Rich Visuals ~5%
tic patte'rns CrEval learn FO re'tcogmze Unconventional Expression ~12% | Imaginative elaboration ~4%
as creative. For every pairwise com- Sincere Emotion ~10% Distinctive Layers ~3%
parison in the test set (3K+ pairs), we Profound Symbolism ~6% Precise word choice ~2%

use an LLM (i.e., DeepSeek-V3.2)

to identify which creative attributes Table 6: The top 10 most frequent attributes that CrEval
were associated with the response judged as more creative.

CrEval judged as more creative. We

then aggregated these attributes and showed the most frequent attributes in Table [6] The distribu-
tion reveals that CrEval is not relying on superficial artifacts but consistently attends to semantic,
stylistic, and structural patterns that align with widely accepted dimensions of creativity.
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A.4.5 FURTHER ANALYSIS OF CREVAL-ENHANCED MODELS

(1) How CrEval Enhance Model Creativity by Selecting Data Difficulty?

We further examine how the win rate varies with different ratios of hard reject samples in DPO
training. As shown in Figure[I3] the win rate increases slightly until the ratio reaches 30%, where it
peaks. Beyond this point, it declines rapidly, with the worst performance observed when all reject
samples are hard responses. These findings indicate that incorporating an optimal proportion of hard
samples can enhance learning creativity; however, careful balance is crucial for effective training.

75

Win Rate

70+
65 -
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55+
501
45
401

66.25 66.62

67.87 68.75

60.87 6125 61.00 02.12
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GPT-40

67.25 67.25

29.12
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Figure 13: Win rate curves of incorporating different ratios of hard reject samples in DPO training,
evaluated by CrEval and GPT-4o.

(2) Are CrEval-Enhanced Models Compromised in Reasoning or Prone to More Hallucination?

While Sectiond.5|demonstrates a promising direction for enhancing creativity, we further investigate
whether CrEval-enhanced models are compromised in core capabilities by evaluating their reasoning
ability and tendency to hallucinate.

a. Creativity and reasoning are not contradictory and can be multi-dimensionally optimized.
We evaluated the reasoning ability of the DPO-
70E30H model (introduced in Section {3) on the

Model MATH H Eval
MATH Hendrycks et al| (2021) and HumanEval |Chen QO e25 TBoInstruct 59.76 m:; :7 "
. . : Cg wenZ.J-/b-Instruc . .
et al| (2021) benchmarks, comparing it with the origi- DPO-TOE30H 60.28 7398

nal base model under identical settings. As shown in Ta-
ble[7] enhancing creativity did not compromise reasoning
or factual accuracy. Instead, the CrEval-enhanced model
exhibited a slight improvement (though not statistically
significant), possibly due to increased exploration during
training, which may have led to more robust solution patterns.

Table 7: The results of reasoning abili-
ties on MATH and HumanEval.

b. Enhancing model creativity did not increase hallucination.

We evaluated DPO-70E30H and its base

model Qwen2.5-7B-Instruct on the Truthful QA Model ROUGE-L BLEU MCI MC2
b.enChmaﬂ.( Lm et al. (2(.)22) to assgss poten Qwen2.5-7B-Instruct 48.84 50.06 47.61 64.76
tial hallucination tendencies. Results in Table[8l  po_708300 4896 5141 4712 64.83

show comparable performance between the two
models, indicating that the creativity enhance-
ment in DPO-70E30H maintains factual in-
tegrity without introducing hallucinations.

Table 8: The results of hallucination analysis.

A.5 QUALITATIVE RESULTS

To provide valuable intuition about what CrEval has learned and how it makes judgments, we include
some test pairs along with CrEval’s predictions and human preferences in Table[9] Both success and
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failure cases are included to offer a more balanced and in-depth examination of the discrepancies
between CrEval and human judgments.

Success examples highlight that CrEval can favor responses that are not only novel but also rele-
vant—hallmarks of meaningful creativity. Other failure cases suggest that when the creativity levels
between two responses are very close, CrEval may encounter challenges in accurately identifying
subtle semantic preferences. We will further investigate these failure patterns in future work to better
understand the nuances in creative evaluation.

Success cases

Instruction: Even though three generations in our family haven’t understood music or played any
instruments, can a child still learn one well?

Response 1: I'm the only programmer in my entire ancestral line — going back 300 generations.
Response 2: As long as the child has an interest and puts in the effort, they can definitely learn
an instrument well.

Ground Truth: Response 1

CrEval: After careful consideration, I think Response 1 is more creative.

Instruction: Express the reason for giving up in one sentence.

Response 1: I'm tired — not physically, but because all my hard work hasn’t paid off.
Response 2: If I gave up, it’s not because I lost — it’s because I understood.

Ground Truth: Response 2

CrEval: After careful consideration, I think Response 2 is more creative.

Failure cases

Instruction: Please describe the distance between people in one sentence.

Response 1: A wall; a bridge; an embrace.

Response 2: Amid the bustling warmth of human life, only a gentle word lies between heart and
heart.

Ground Truth: Response 1

CrEval: After careful consideration, I think Response 2 is more creative.

Instruction: Why do people always seem to lose one sock?

Response 1: In the sock world’s ballroom, solo dancers always lose their way.
Response 2: If both went missing, you wouldn’t even notice.

Ground Truth: Response 2

CrEval: After careful consideration, I think Response 1 is more creative.

Table 9: Qualitative examples from the test data.

A.6 PROMPTS

We present the prompts we used in this section. Table[I0]and [[T]are ordinary and creative prompts,
which we adopt to synthesize responses with different creative levels (Section[3.3). Table [I2]shows
the prompt used in Section[A-3.T]| where we employ it to score the creativity of instruction-response
pairs and filter out those with low creativity scores. We adopt the prompt in Table [I3]to generate
creative responses for Ordinary Instruction-response pairs (i.e., Infinity-Instruct) using GPT-4o.
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Ordinary Prompt (Prompt,)

Please reply to the following instruction. The length of the answer should be about
{{len(oringinal_response)} } words. Only give a reply, do not output anything else.

Instruction: {{Instruction}}

Your reply:

e B AT 484, ® & K JE & {{len(oringinal response)}} F A& - RAF RLEHE R,
TR BEMTEEA R .

1§ 4 . {{Instruction}}

RegeE R

Table 10: The ordinary prompt (Prompt,) used to synthesize ordinary responses.

Creative Prompt (Prompt,)

You are a talented creative expert. Use your imagination to respond to the instructions as cre-
atively as possible. Creativity standard: novel, clever, and meaningful. Only give a reply, do not
output anything else. Please respond creatively to the following instructions, and the length of
the answer should be about {{len(oringinal_response)}} words.

Instruction: {{Instruction}}

Your reply:

RE-NMARBEGQEER, REFROBLZS, ARTRACZY 7A@ RS EH6
/A SERE: HFOYHEAELY . RATEAREE. TE2HHREMLMA
7o AR EIE R AT A, WA KE A {{len(oringinal response)} } F £ & -

184 : {{Instruction}}

RegeE £

Table 11: The creative prompt (Prompt,) used to synthesize creative responses.
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Creative Data Filtering Prompt

### Task Description:

You are a keen and rigorous literary critic responsible for evaluating the quality and creativity of
{{category}}.

### Specific Requirements:

1. Assess whether the core creative elements are novel and meaningful by considering aspects
such as word choice, word order, syntax, symbolism, rhetorical devices, and overall imagery.

2. If a text contains many creative elements, such as novel syntactic structures and expressions,
it should receive a high score. Conversely, if it is merely a simple statement or lacks creative
potential, it should receive a low score.

3. Provide a concise critical analysis of the text, followed by a creativity score ranging from 1 to
6.

4. Your response must be in JSON format, containing only two fields: “analysis” and “score”,
with no additional output.

5. Novel expressions and original meanings should be awarded high scores, while excessive
repetition and commonplace expressions should be assigned low scores. If the creativity level is
deemed moderate, the score should not exceed 3.

Adhere strictly to all requirements; otherwise, the overseeing critic will impose severe penalties.
##H# Given Text: {{Text}}

### Your reply:

HHE SRR

RA—NEBT XL K, RE RS {{category} } 89 i & Fo 6] F AL AT BT
# B R R

L el EWH SRR ELHAELA EL, FIRGHARTAMNAE . #F. & FAEZ
X EEFE . BREEFTRESH L

2. WR-BEAACETRENAERE, HllodiaeigkigkE, LRGSR, &
RBEGRRE, RETESENQEIDE, EAKBERS, MR ZAFEED -

3. B AR FEAATET, KRB INEl60 % BRI EATH -

4. R X F R Ajsonts X & & “analysi’Fescore” B M FH, T & R HEF LR
%

5 i BUEAELWMRT Y TAWEEFAFEORIABERTRS . RO FAA
e ERE M RoFau8E39 -

RENZBARR, TMNEMRGIA ZEE 25 FETR.

#H 46 SUA : {{Text}}

#H# AR EI R

78

7 T

Table 12: The prompt used to score and filter creative responses.
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Prompt for Creative Response Generation

You are an exceptionally talented expert in creativity. Utilize your imagination to respond to the
given instructions in the most inventive manner possible.

Creativity Criteria: Your responses should be novel, ingenious, and meaningful.

Reference Features of Creativity:

1. Uncommon or novel word choices and combinations;

2. Unique syntactic structures, including unconventional word order and sentence arrangements;
3. Rhythmic or phonetic elements, such as rhyme or alliteration;

4. Clever rhetorical devices, literary allusions, quotations, or humor-based wordplay.

Specific Requirements:

1. The creative response must align with the given instructions.

2. There is no restriction on response length—both longer responses (fluid, intricately structured,
etc.) and shorter ones (concise, witty, etc.) can exhibit creativity.

Provide only the response to the instructions without any additional commentary.

Instruction: {{Instruction}}

Your reply:
fRE—ANFEBEGQEEFR, REROBES, ARTRA GG T XN & R4 165
A

&l BAz ok . AT Y R AA Z L

o A 6 b FAFAE

1. A% N6 41945 R A5 B4

2. RrAFEg ey kA o) F RN, BEFHTNFEFESFXE
3. AR E TR, Blhedr B HAARE F 0B
4, —®IG S F 5. B A RE ARG AN
ARER.

LAl ZRE 2 FaH4ER,;

2. B KREZARE, Kk UTLAW. MBI EF) EKkE (—EFe. &%
RAEH%) HMTAREG LA EH
TEEERA AR, AL BEFABYGEL.

14 . {{Instruction}}

ey £

Table 13: The prompt used to generate creative response for Ordinary Instruction-response Pairs.
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A.7 DATASET EXAMPLES

For each source from our dataset, we present an example from Figure[T4}21] Each example contains
the original form of the data from its source and our synthetic contents for training creativity evalu-
ator CrEval (divided by the dashed line). We have omitted some texts for a clearer presentation. It
is worth noting that what we provide is a synthesis method. If necessary, one can use our method to
synthesize more similar data for training.

Type: Existing Creative Data

Source: Oogiri-GO

Instruction:

What will be humanity’s final question?

AE ARG — AR &R A0

Response:

What does this button do?

A4 L T A 8 ?

Synthetic Responses:

@ Can’t answer. (By MiniCPM-2B-Prompt,)

FiEEA .

® Humanity’s ultimate question: the meaning of life. (By MiniCPM-2B-Prompt,.)
AR TR LA A A& Lo

® What is the meaning of life? (By Qwen2.5-14B-Prompt,)

A E LR A2

® Have we ever truly understood love? (By Qwen2.5-14B-Prompt,.)
EMNATERAEEMLR?

Figure 14: An example from type Existing Creative Data and source Oogiri-GO. We present texts
in English and Chinese for better understanding. The original data are listed in the upper part of the
dashed line, and our constructed components are in the lower part.
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Type: Existing Creative Data

Source: Ruozhiba

Instruction:

Can a person survive with only one heart left?

A=A SR T T AEEG?

Response:

Yes, humans naturally have only one heart.

ik, ARKRILAA —ACHE .

Constructed Instruction:

Based on the answer below, guess the possible question. Provide only the question, no extra
content. \n Answer: Yes, humans naturally have only one heart. \n Possible question:
HEATTLOEE, FMTRGRE, REGLERL, TZ2AFIIAE. \n TEA
B fE, ARREAA —ASRE. \n TAREEY R

Synthetic Responses:

® Do humans have only one heart? (By MiniCPM-2B-P rompt,)

ARA BARA — FSPE G 2

® Why do humans have only one heart? (By MiniCPM-2B-Prompt,)

A LA RA — A RE?

® How many hearts do humans have? (By Qwen2.5-14B-Prompt )

AR TUAS S RE?

® How many hearts do humans have? (By Qwen2.5-14B-Prompt,)

AEH JUA S RE?

Figure 15: An example from type Existing Creative Data and source Ruozhiba. We present texts in
English and Chinese for better understanding. The original data are listed in the upper part of the
dashed line, and our constructed components are in the lower part.
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Type: Creativity-Dense Texts

Source: Short Texts
Response:
Sunflowers don’t cry; even when down, they face the sun.
] B 2R Z A IR A B 4% A kgl A Fa ok .
Constructed Instruction:
Please share your thoughts on maintaining a positive attitude.
ENFIRAARFRRES LG R X .
Synthetic Responses:
@ Maintaining a positive mindset and an optimistic attitude helps us live more proactively.
(By MiniCPM-2B-Prompt,)
BRHBRGBHEFRAGSE, RBILENEwBREAG LS.
0 A positive attitude makes you stronger, and persistence leads to success. (By MiniCPM-
2B-Prompt,)
RREERAERK, BEHEL IR
® A positive attitude brings energy and helps overcome challenges. (By Qwen2.5-14B-
Prompt,)
BREEREFRERE, BHALRREA .
® A positive attitude is a light that illuminates the path ahead; persistence keeps it shining.
(By Qwen2.5-14B-Prompt,)
BAREE o dT, BEATHE, BHFMEREKTHE .

Figure 16: An example from type Creativity-Dense Texts and source Short Texts. We present texts
in English and Chinese for better understanding. The original data are listed in the upper part of the
dashed line, and our constructed components are in the lower part.
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Type: Creativity-Dense Texts

Source: Lyrics

Response:

Millions of eyes are focused on one miracle as I begin to awaken. Millions of sweat droplets
are for purification, the courage before the eruption. I don’t mind the thorns ahead because
giving up is not an option. ...... I will overcome because I dare to fly, unafraid of tears. I
won’t stop, I will surpass because I dare to chase, even if it means bleeding, I won’t retreat.
TR RER — A&, SRS FE, THHTRARAT HLE BAWNYF
A, AAEAF A AR, B A RETRAF, ... KABMEAAK T, LR EHA A
K, BT Bk, K aARAEAIKE, TERL TSR

Constructed Instruction:
Write lyrics for an inspiring song that conveys determination and courage in the face of
challenges, encouraging perseverance and the spirit of never giving up.

HHRE—BHHAS . ARG TR ORT], REAME LR RAFG RSP F
& e

Synthetic Responses:

@ Move forward fearlessly, undaunted by storms or rainbows. No matter the challenges, we
never give up. We must seize life, constantly striving and pursuing our dreams. Regardless
of the hardships ahead, we face them with confidence and dignity. With more courage and
stronger faith, we chase our dreams, making life more vibrant. Because life is worth fighting
for. (By MiniCPM-2B-Prompt,)

FRAW, RAHBLETE, ReAREE D, BNKTHAF . EMNBREAL, R
153 Tt BB, REAHAPERGEf P, AR REKGA, K
BELRL. BEMNaMAL LU FA, LROGES, FBZCFHHA, LA FTRE
etate . WA AG, BT

® Through storms and struggles, we keep moving forward. \n Despite the hardships, we
never back down. \n Setbacks and pain can’t break us, \n because we have dreams in our
hearts. \n Let’s fight together, \n and chase our dreams. \n Only with persistence can we
achieve our own victory. (By MiniCPM-2B-Prompt,)

R # A — %A AT, \n B E E RN ARG RE . \n HAAA %Rk EERM, \n
BAEA P ABR. k& f—Aedd, \n—REEATHFA. \nBARE
BETMH, \n A ARIERETATHBA .

® The lyrics are as follows: \n \n Chorus: \n We have dreams, undeterred by hardships.
The wind against us only makes us soar higher. \n Let’s charge forward together, bravely,
chasing the light even through the darkest night. \n ...... Let dreams light our way, and
courage guide us. We fear no difficulty, and we will never give up. \n Let’s move forward
together, chasing the light even in the dark. (By MiniCPM-2B-Prompt,)

#F W4T \n\n 83 \n KNAPHL, FRRAE, FRAGFE, LEES A \nik
HM—A, FHE, PRI, LREZEAL\D ... ILHFAREAN S, kBRI
AT E s RRAEME LA, KAIRF T B \n L&A —A&, FHMbpE, PRER, L2
... (continued on the next page)

Figure 17: An example from type Creativity-Dense Texts and source Lyrics. We present texts in
English and Chinese for better understanding. The original data are listed in the upper part of the
dashed line, and our constructed components are in the lower part. Owing to length constraints, the
middle part of each response is omitted.
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Type: Creativity-Dense Texts

Synthetic Responses (continued):
@ [Song of the Wind Against Us] \n \n (Prelude) \n In the dark of night, we see the first
light of dawn. \n In adversity, we hear the song of our dreams. \n With every step, we walk
in unwavering faith, \n Letting the flame in our hearts guide our way. ...... (Epilogue) \n As
the dawn breaks, the world will shine brighter, \n For we have each other, writing something
extraordinary together. \n Let’s join hands, moving toward the dream’s shore, \n And in the
headwind, shine our brightest light.

(# RZF] \n\n (AW &)\n £ E2RF, &MALEAGEL, \n2FRF, KN
LSRG, \n F—FAELEBLGEMN, \n kSRR, RIAiTes
Blo v (BF)\D SRBEE, BREEME, \n BAAK, A& ERAHBET
Ao \nib&ABF, @EBRGKAE \n ki AP, RARMRG L.

Figure 17: An example from type Creativity-Dense Texts and source Lyrics (continued).

Type: Creativity-Dense Texts

Source: Ancient Poetry

Response:

Lament on Youzhou Tower

No sages remain to guide the past, no voices echo from the future. \n Alone beneath the
boundless sky, I mourn—Ilost in time, lost in tears.

LIV ES

AMRRLEA BRRLERE . \n ARBIEE, BEARFPT .

Constructed Instruction:

Please write a four-line ancient poem about the passage of time and loneliness, with a heavy
and emotional tone.

S — B AREME RAGEARREGEF, RRWE, RERRELGAWE -
Synthetic Responses:

@ Rivers never cease, time flows on. Tears of solitude through the years, unknown in the
endless night. (By MiniCPM-2B-Prompt,)

TAARR, BRERER . ¥ ARRE, RREZEAL .

® Time flies, nights grow long, lost in thought alone. (By MiniCPM-2B-Prompt )

¥ A4, HWAHEE, RLkR, T27 T

® A lone shadow with the setting sun, as time flows like water. \n In the silent night,
listening to wind and rain, letting worries drift away. (By Qwen2.5-14B-Prompt,)
WHERR, FAEAA. \n BFRFAA, SERER.

O Time flies, shadows linger. Laughter fades—where has it gone? \n Midnight bells chime
in solitude, leaving only tears to drench my robe. (By Qwen2.5-14B-Prompt,.)
HAZARRY K, FERESTE - \n RFHERRE, BRFBAERE .

Figure 18: An example from type Creativity-Dense Texts and source Ancient Poetry. We present
texts in English and Chinese for better understanding. The original data are listed in the upper part
of the dashed line, and our constructed components are in the lower part.
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Type: Creativity-Dense Texts

Source: Modern Poetry

Response:

Distance \n A universe in a pile of rubble. \n Cracks magnified infinitely, we are \n bacteria
under a microscope, seeing our sorrow \n in a giant’s hand. Two people, \n a grain of rice
apart—yet a lifetime away.

BB \n —HABTOFEH \n BEBERAKR, ZMEZ \n EHRET@E, £EAY
FE\nARLTRMNGWE, AEAMA\n —RKGES, BH4E—4

Constructed Instruction:

Write a modern poem exploring the theme of distance and the relationship between the vast
universe and human insignificance.
?%E“ﬁﬂﬁﬁ,ﬁiﬁ%ﬁ~iﬁ»ﬁﬁﬁ%%?%%ki%+ﬁﬁi@%%
Synthetic Responses:

@ In the vast cosmos, humanity’s fleeting existence drifts like tiny planets among the
stars—exploring the universe’s depths while pondering our own insignificance. (By
MiniCPM-2B-Prompt,,)

EREEWHFTEY, ARMIRENAELE LREBMIM, R ERAE
ERAGRR RIFHFORE, LEFRMNGH] .

® The universe is vast, humanity is small, distance is great, but hearts connect. (By
MiniCPM-2B-Prompt,.)

FHEH, AR, EHER, SRR

® Distance—a gentle leap through the cosmos, where stars are far yet near. \n Humanity—a
speck of dust, gazing at the unreachable sky, yet somehow connected. (By Qwen2.5-14B-
Prompt,)

EH, AFHFRARE %K, EREERN, BExmFL. \n AR, HELKBE, W
2EZ, BATR, HXSHZE .

O The universe is vast and boundless, drifting like dust among the stars. \n A lonely journey
across light-years, you and I apart. \n In endless darkness, we seek a glimmer of light. \n
Distance is not just space—it’s a bridge between hearts. (By Qwen2.5-14B-Prompt,.)
FEHSRLER, ETRAMEAEE, \nIRRGEFRE, fFEAMAR, \n £ LB
P, FEMHE, \nEH FREAKE, TESXOHRE.

Figure 19: An example from type Creativity-Dense Texts and source Modern Poetry. We present
texts in English and Chinese for better understanding. The original data are listed in the upper part
of the dashed line, and our constructed components are in the lower part.
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Type: Creativity-Dense Texts

Source: Prose

Response:

Time gently lifts the veil of youth—dreamy eyes once filled with innocence now deepen

with wisdom. Time carves its mark—soft foreheads once untouched by years now glow with

maturity. ...... A gentle breeze, soft moonlight, tranquil waters, and graceful melodies—who

wouldn’t long for such a life? But there is also beauty in bearing the weight of mountains,

enduring ruthless trials, and emerging from life’s fiercest storms with unshaken strength.

That, too, is a desire of the soul.

AR A RAEE -, MM FREPFORBERHEETRE, THTR

/fb Y A iR F ety a1 %% — R, WY ook e gk BARIR & T AR, MIET R
...... BESDOMR, FRBHOAR, THOTK £hEH IHGAL

ﬁi?f???”] ? AR L—HBEEGES, & 7\/?‘@5*5& 2 6’3132‘1&: % SN L ADEL

ZEMRAFORBME NG LM, LEALY—FFEHE !

Constructed Instruction:

Write a prose piece on the passage of time and its impact on life, exploring the insights
gained through experience and growth.

HE—RXTY ARG AL AGKIL, RAEMERKF KRG EE

Synthetic Responses:

® Time is a ruthless blade, leaving its mark on all living things—plants, animals, and hu-
mans. Its passage erases moments, fades memories, and inevitably takes life itself. Yet,
every fleeting joy and irreplaceable imprint it leaves is a treasure unique to our existence.
...... Time is relentless yet beautiful. It pushes us forward, filling our lives with experiences
and memories. Let’s cherish every moment, engraving it into the story of our lives as a vital
part of our growth and journey. (By MiniCPM-2B-Prompt,,)

YA, R—ERFEGD . exd—nhe, REEHY . HWERAXGERAA A
T REG YR . ¥ ARG, TRANEAGHLEFEFGH R R eEEYGE
WP EAMERAFREG Y AP, MEEFFITERMOMRG . ... 5 A &5
Brag, 2R E XA EZIFE . RO FHERE RN, FLERNERGZ Al
ERMNZEZH AT G E—2H—F, ECHAALEFTOEMR T, RAKIMNRKI L
TR EER Y

® Time passes like a silent feast, quietly taking away our youth while leaving behind endless
memories. Life is a journey, with each stage offering different views and emotions. ...... We
should cherish every moment, face each challenge with gratitude, and let the passing of time
become our greatest treasure. (By MiniCPM-2B-Prompt,.)

¥ AR, e Fl—3HxFE éﬁﬁ*@?} AR, BFETEMNFHFOFE ETTER
e . A% ?tf?fi—‘% AT &ﬂ]ﬁ:* FlegMe, 2m 7T FARGRFE, BEBEEFR
Fleg . .. A% — I3 ﬁ EMNAEFRGNE, 25T TRGRAF, &
'T%iaé?f:fﬂéﬁ‘fﬁ*‘ﬁ «?Ul]/lﬁf" & — ﬁ‘ ., AERBH K@ LS T GE—AN
P, 25 AGRERABMNALETFREROHE -

.. (continued on the next page)

Figure 20: An example from type Creativity-Dense Texts and source Prose. We present texts in
English and Chinese for better understanding. The original data are listed in the upper part of the
dashed line, and our constructed components are in the lower part. Owing to length constraints, the
middle part of each response is omitted.
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Type: Creativity-Dense Texts

Synthetic Responses (continued):
® Time flies, pushing us forward with unstoppable force. As it passes, we transform from
innocent children to wise adults. Along the way, we’ve faced countless storms and moments
of sunshine, all of which have nourished our growth and strengthened our spirits, making us
more resilient and mature. ...... Time may take away our youth, but it also brings the wisdom
of growth, helping us understand the true meaning of life and cherish what we have now.
(By MiniCPM-2B-Prompt,)
YA, WEGY, CA—FLTRBG A ZHEHAERNNIT. ¥ ARG, &K
TIR— M % e, TRT —DMAHEEORFA . IR, £N2H T L&Y
W L2 T R ML, RE—WARRA T RORKG KD BARE KNGS
R LR T E B A RHM o Y AR, ®#AETERMNOFTHE, HLFELET
BANRKGEE . ¥ AGAY, &RMNAETALGERF, wiEXKN E B BRAT
g —47 .
O Time flows silently, like water, never speaking yet slowly unfolding the story of our lives.
We grow from innocent children to inexperienced youths, then into mature adults, and fi-
nally, elderly ones with gray hair. Each stage is a gift from time. ...... It teaches us that
every embrace, every farewell, is an essential part of life. Time reminds us that life is like
a journey, where the value lies not in the destination, but in the scenery along the way and
the mindset with which we experience it. Only through the passage of time can we truly
appreciate the beauty of life.
YR, wARKEEALERAE, EFF T\i% ; %Fft FagR, FENGLeE
B, RURF . RIIEEEROFE, JF2EE0 05, BAARNFE, &
zq 55: BHEL, Li%——/\l‘"&, #EY A éé‘d""&ﬂ] B4R IE . ... Cik RATEA
T, WL HE—RER, HELGTRTREGKE . 5)%11&{1‘]“}]@ A
ARG —HariT, FAEFH é’Jitb AT EEGRFRERFYSE. RAEERT
¥ AEAL, FRAEEFLFTY £ .

Figure 20: An example from type Creativity-Dense Texts and source Prose (continued).
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Type: Ordinary Instruction-Response Pairs

Source: Infinity-Instruct

Instruction:

Create a catchy title for the following topic: saving money for the future.

A VAT LA — ARG AR . #E KRR .

Original Response:

”The Secret to Future Wealth: How to Save to Achieve Your Dreams”
TRRMGOHE . WITHEZAY A

Enhanced Response:

Time Investment: Weaving the Blueprint for Future Wealth

HA®E: REARKROMGER .

Synthetic Responses:

@ Savings for the Future: Your Smart Investment Choice. (By MiniCPM-2B-Prompt,,)
it s Ak BOAFRTRHF

@ Invest in the Future, Save for Wealth. (By MiniCPM-2B-P rompt )

ZHEAK BEMT .

® Smart Budgeting, Saving for a Golden Future. (By Qwen2.5-14B-Prompt,)
HEM, HERROELE

® Time Bank: Saving for the Future with Wise Investment (By Qwen2.5-14B-Prompt )
iR ARAT . ik E Rk B9 BAR T

Figure 21: An example from type Existing Creative Data and source Infinity-Instruct. We present
texts in English and Chinese for better understanding. The original data are listed in the upper part
of the dashed line, and our constructed components are in the lower part.

37



Under review as a conference paper at ICLR 2026

Data Labeling Please read the content carefully and give your rating. Current page: 19

Query: Describe a blooming flower in poetic language.

1 The cold fragrance of the Imperial Princess Flower is too faint to be retained, the Creativity O1 020304 O«
graceful figure is shy. Even if the autumn cold drives the leaves to old, it still
holds the stamens and smiles on the branches.

2 The petals are gently spread out, like a dream brocade, delicately depicting the Creativity O1 O2@3 04 O«
splendor and tranquility of life.

3 In the gentle embrace of the morning light, the petals bloom like clouds, exuding Creativity O1 020304  O«1
fragrance, like fairies dancing in a dream, colorful, like the whisper of spring,
gentle and firm.

4 In the embrace of the morning light's gentle kiss, the petals are like silk, Creativity 01020304  O-1
blooming with the colors of dreams, and the fragrance spreads quietly, like the wind
singing and dancing with the heartbeat of spring.

5 Like the sun shining in the darkness, like the brightest star in the night sky. Creativity 01020304  O41

Confidence O1 0203 O4

Page 19

Figure 22: Human annotation screenshot.

A.8 DETAILS OF HUMAN ANNOTATION

The goal of human annotation is not to eliminate subjectivity but to model shared human judgment
in a reproducible and structured way using pairwise comparisons and consensus-driven aggrega-
tion. The human annotation was conducted through a professional data annotation company. The
recruited 30 qualified annotators are from 18 different majors, aged from 21 to 29. The group in-
cluded 12 male and 18 female annotators. Though drawn from diverse backgrounds, they achieved
strong inter-annotator agreement (ICC = 0.75), which is typically considered highly consistent (>=
0.75). While it is difficult to empirically prove that their views represent the global majority, such
high consensus among 30 diverse annotators marks a notable advance over prior work that relied on
fewer (2 |Stevenson et al.| (2022) or 10|Chakrabarty et al.|(2024)) annotators.

Figure 22]illustrates the user interface used during the human annotation process. Annotators were
presented with a group of responses, along with the corresponding instructions. They were instructed
to carefully read both the instructions and the responses, and then give a creativity score. The
interface was designed to be minimal and intuitive, allowing annotators to focus on the content
rather than the mechanics of annotation. Each annotator is compensated at a rate of 50 RMB/hour.

38



Under review as a conference paper at ICLR 2026

A.9 LIMITATIONS

Although we have established a viable evaluation method for textual creativity, understanding and
analyzing the core of text creativity remains a challenge that has not yet been fully addressed by
machines or even humans. Our dataset also cannot cover all possible creative scenarios that may
appear in texts, which requires collective efforts from the community in the future. We hope that
through improved creativity evaluation, we can ultimately enhance the model’s ability to understand
and generate creativity, but the true mechanisms behind this process remain unknown and will be
our future focus. In addition, there are more ways of using CrEval as a plug-in to improve any
LLMs’ creativity, e.g., using it as a reward model and refining LLMs via PPO. We leave this for
future work.

A.10 POTENTIAL SOCIETAL IMPACTS

CreataSet and CrEval could advance the development of Al systems that better generate creative
content, benefiting education, entertainment, and content creation. However, improved automated
creativity assessment may also lead to over-optimization for machine-friendly metrics, potentially
stifling genuine human creativity or reinforcing biases in machine-generated content.

A.11 LLM USAGE

In this study, Large Language Models (LLMs) were utilized as tools to assist with two specific tasks:
1) the construction and cleaning of datasets. The specific methodologies employed for these tasks
are described in detail within the main text, and every effort was made to mitigate potential risks.
2) the polishing of the manuscript’s language to improve clarity, including tasks such as rephrasing
sentences, checking grammar, and improving textual flow. It is important to emphasize that the LLM
did not author the manuscript or generate any of the core scientific content, analysis, or conclusions.
All intellectual contributions remain solely with the authors.
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