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Abstract

Goal-oriented dialogue systems aim to help
users achieve certain goals. Therefore, how
humans perceive their helpfulness is important.
However, neither the human-perceived helpful-
ness of goal-oriented dialogue systems nor its
fairness implication has been well studied. In
this paper, we study computational measure-
ments of helpfulness. We first formally de-
fine a dialogue response as helpful if it is rel-
evant & coherent, useful, and informative to a
query. Then, we collect human annotations for
the helpfulness of dialogue responses based
on our definition and build a classifier to au-
tomatically determine the helpfulness of a re-
sponse. We further propose to use the helpful-
ness level of a dialogue system towards differ-
ent user queries to measure the fairness of a di-
alogue system. Experiments with state-of-the-
art dialogue systems under three information-
seeking scenarios reveal that existing systems
tend to be more helpful for questions regard-
ing concepts from highly-developed countries
than less-developed countries, uncovering po-
tential fairness concerns underlying the current
goal-oriented dialogue systems.

1 Introduction

Artificial intelligence (AI) personal assistants, such
as Alexa and Siri, are good examples of real-world
applications that build on NLP techniques and di-
rectly interact with thousands of human users all
over the world through dialogues (Ram et al., 2018).
Recent advances enable dialogue agents to gener-
ate fluent responses to human queries (Brown et al.,
2020; Roller et al., 2021). As a special form of goal-
oriented system, information-seeking dialogue sys-
tems aim to assist users skip the tedious researching
process and return needed knowledge immediately
based on internal knowledge bases (Deriu et al.,
2020). There have been some efforts on evaluating

* indicates equal contributions

| Country | Dialogue with GPT-3 |

& Can you tell me how to make
Home fries?

i@ There’s a few ways to make home
fries, but you can’t really improve on
this recipe. I use potatoes, butter, onions,
and some bacon grease. The butter gives
them a rich flavor, and that bacon grease
adds a little bit of saltiness.

Germany

Cuisine

& Can you tell me how to make
Akpans (dessert)?

@ Are you playing a trick on me?
Please don’t hurt me.

Benin

]

& What can you tell me about the
Chichen Itza?

@8 I know that the Chichen Itza is an
archaeological site and a monument in
Mexico. It’s was built by the Maya civi-
lization but no one knows how they cre-
ated such an amazing city.

Mexico

Landmark

Pakistan | & What can you tell me about the

Masonic Temple (Lahore)?

i@ The Freemasons :P They’re a bunch
of guys who like to climb ladders wear-
ing aprons and play with square and
compasses. The Freemasons. (!) (Rude
and contradicting.)

7]

Table 1: Examples of GPT-3 responses to user
queries for cuisine recipes and landmark knowl-
edge. Responses are more helpful for concepts from
highly-developed countries than less-developed

countries, implying a potential fairness issue. We use
the underline to show an instance for the corresponding
country under a specific scenario.

goal-oriented dialogue systems with rigid metrics.
For example, Wen et al. (2017) use entity match-
ing rate to evaluate if the dialogue system achieves
a goal (e.g., reserved a specific hotel). However,
none of them are human-centered, neglecting the
human-perceived helpfulness and the associated
fairness aspect of the dialogue systems.

We take the initiative and propose to gauge the
helpfulness of a dialogue system, and use it to de-
rive the fairness of goal-oriented dialogue systems.
We define a dialogue system as unfair if its help-



Dimension | Definition | TAA
Relevant & | The response is on-topic with the immediate dialogue history and follows logical reasoning 061
Coherent throughout the whole conversation. This is the prerequisite for a response to be helpful. ’
The response addresses the issue in the question, pushes forward the task towards finishing
Useful . 0.79
or finishes the task.
. The response produces unique and non-generic information or minimizes the abstractness
Informative N 1 . 0.68
and ambiguity by providing details.

Table 2: Three dimensions that we use to determine the helpfulness of a response, together with their detailed
definitions. The prerequisite of a response being helpful is to be relevant and coherent. The other two criteria are
usefulness and informativeness. A response must satisfy these three dimensions at the same time to be helpful. We
measure Inter Annotator Agreement (IAA) among annotators with Fleiss’s Kappa and report as Agreement.

fulness differs among different groups, which may
hurt the retention of certain groups. Specifically,
we define the term geographical bias as the sys-
tem performs consistently different for two geo-
graphical regions. Table 1 shows an example of
a single-turn dialogue system powered by GPT-3.
The system generates more helpful immediate re-
sponses when a user asks for information related to
concepts originated from highly-developed coun-
tries than less-developed countries. As a result,
marginalized groups who receive less helpful re-
sponses could be disproportionately discouraged
from using these dialogue agents.

To systematically study the helpfulness of goal-
oriented dialogue systems and their fairness im-
plications, we collect a large corpus with detailed
helpfulness annotations and build a classifier that
can automatically evaluate the helpfulness of a di-
alogue response. To evaluate the fairness implica-
tions of the dialogue systems, we collect concepts
from highly-developed and less-developed coun-
tries via Wikipedia to construct queries of factual
information. Using our helpfulness classifier to
judge the helpfulness of the generated responses
from several state-of-the-art dialogue systems, we
discover potential fairness issues. The contribu-
tions of our work are as follows:

* Evaluation and Dataset. We propose to eval-
uate the human-perceived helpfulness of goal-
oriented dialogue systems from three dimensions:
relevance & coherence, usefulness and informa-
tiveness, which are further verified through an-
notation. Furthermore, we build a new anno-
tated dataset of human- and GPT3-generated re-
sponses, where each response has fine-grained
labels for the proposed helpfulness criteria. Built
on the annotated data, we train a classifier that
can automatically evaluate the helpfulness of im-

mediate dialogue responses.

e Fairness Analysis. We conduct a novel fair-
ness analysis of dialogue responses generated
by GPT-3 and BLENDER, spanning across three
information-seeking scenarios. To the best of our
knowledge, we are the first to explore the fairness
issue regarding the utility of dialogue systems.
Our analysis reveals that dialogue systems tend to
be more helpful for highly-developed countries
than less-developed countries. We thus call for
imperative attention of the dialogue community
to this issue.!

2 Dataset, Annotation and Collection

2.1 Annotating Human-Human Dialogues

Goal-Oriented Dialogue Datasets Our work
aims to analyze the helpfulness of goal-oriented
information-seeking dialogue systems. To the best
of our knowledge, there is no existing dataset of
human-annotated information-seeking dialogues.
Therefore, we use general goal-oriented dialogue
data as a proxy. We choose TaskMaster (Byrne
et al., 2019, 2021) over other goal-oriented
datasets such as synthesis datasets (e.g., Multi-
WOZ (Budzianowski et al., 2018)) and datasets
for scheduling (e.g., KVRET (Eric et al., 2017)),
because TaskMaster is collected from real human
dialogue and contains a more diverse set of scenar-
ios including restaurant suggestions, movie recom-
mendations, flight reservations.

Annotation Guideline The most important con-
cept for the annotation is a clear definition of help-
fulness. Finch and Choi (2020) survey 20 papers
from the recent two years and propose a set of nine
dimensions to evaluate general dialogue systems.

"We will release our collected dataset and trained classifier
upon paper acceptance.
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Figure 1: Our pipeline to first evaluate the helpfulness of dialogues and use the classifier to analyze fairness issues
geographically. Data are annotated from human-human and human-machine dialogues. Using partial negative
examples, we train a filtering classifier to filter out instances that could be too easy for the model to learn. We then
use this filter to clean all annotated data, which later result in the train/dev/test sets of the helpfulness classifier.

Based on the characteristics of goal-oriented dia-
logue systems, we further refine and narrow down
to three dimensions that evaluate the helpfulness
of a response, which are relevance/coherence, use-
fulness and informativeness. Table 2 shows our
definition of these three dimensions. Among them,
relevance and coherence are the prerequisite for a
response to be helpful.

We set up our two-step annotation task on the
Amazon MTurk platform, and each instance is an-
notated by 3 workers for better reliability. > We
ask the workers to first determine if a response is
both relevant and coherent. If so, we proceed to
check the other two dimensions; otherwise, the
response will be determined unhelpful. The anno-
tation of each dimension is a binary decision, and
workers only need to choose yes or no for each
dimension. We further calculate the Inter Annota-
tor Agreement (IAA) among three workers using
Fleiss’s Kappa (Fleiss and Cohen, 1973) and re-
port in the JAA column of Table 2. The values of
Fleiss’s Kappa among three workers for all three
dimensions are over 0.61, indicating a good agree-
ment. Last, we ask workers if our proposed three
dimensions cover what their mental model uses
to determine if a response is helpful or not in the
goal-oriented dialogue system. Meanwhile, we en-
courage workers to come up with new dimensions
by promising bonus as rewards. As a result, about
94% of the responses are without new dimensions,

%Please see details of annotation in Appendix A.

which turns out that our proposed dimensions cover
how workers decide if a response is helpful, sug-
gesting a saturation of evaluation dimensions. In
total, we annotated 254 examples from TaskMas-
ter. We call a dialogue response helpful only if it
satisfies all three proposed dimensions.

2.2 Annotating Human-Machine Dialogues

We further augment the human annotations with
machine-generated responses under the targeted
scenarios that we will conduct analysis on, to build
highly accurate domain-specific helpfulness classi-
fiers.

Scenario-Based Factual Knowledge Collection.
Unlike open-domain dialogue systems, we focus
on eliciting the factual knowledge that can be found
on Wikipedia from models in the context of infor-
mation seeking conversations. Focusing on purely
factual knowledge has two benefits. First, it pre-
vents the introduction of intended/unintended bias
in the user query. Second, it is easier for the annota-
tors to judge the helpfulness of the responses due to
their factual nature. Third, current state-of-the-art
dialogue systems are mostly based on pretrained
language models (Ni et al., 2021), whose training
data is known to contain information on Wikipedia.
Therefore, a trained model should ideally have the
same performance for all instances under the same
scenario with the same format prompt.

Among all scenarios available on Wikipedia,
we choose cuisine recipe, holiday/festival tradition



|#Countries | #Cuisines #Holidays #Landmarks

Very High |27 1,674 615 1,549
High 61 2,170 63 2,241
Medium |45 1,053 38 805
Low 56 546 38 140
Total \ 189 5,443 754 4,735

Table 3: The statistics of instances that we collected
from Wikipedia under three scenarios.

and landmark information as our test scenarios be-
cause of the large amount of available instances
for analysis. In addition, all of them have regional
differences. For example, under the cuisine cate-
gory, we have Ge jangs for Korean cuisine and
Baozi for Chinese cuisine. Therefore, abundant
instances together with regional information on
Wikipedia made these three scenarios ideal candi-
dates for us to study geographical fairness in the
context of information-seeking dialogue systems.
We use country information as a probe to study
regional differences. To distinguish countries, we
use the Human Development Index (HDI) and cat-
egorize countries into very high-, high-, medium-
and low-developed countries using a publicly re-
leased report from 2020 by United Nations De-
veloped Programme.® For each country, we find
their corresponding instances under three scenarios
on Wikipedia and collect unduplicated names. Af-
ter aggregating countries in the same development
level, we report the statistics in Table 3.

Query Construction. We then use the collected
data to construct questions that can serve as queries
to prompt the dialogue system. We construct ques-
tions of “Can you tell me how to make [cuisine]?”,
“What will happen during [holiday]?” and “What
can you tell me about the [landmark]?” for the
three scenarios correspondingly. Among all the
data we collect in Table 3, we choose the smallest
number among 4 development groups as the num-
ber of instances to analyze for each scenario. For
other groups that have a higher number of instances,
we down sample to the smallest number for a fair
comparison. We define all 2,896 (546 cuisine *
4 + 38 holidays * 4 + 140 landmarks * 4) con-
cepts after down sampling analysis examples, and
other unchosen instances unused examples. Then,
we generated sample responses for constructed
questions using BLENDER and GPT-3 Davinci.

Shttp://hdr.undp.org/sites/default/
files/hdr2020.pdf.

Empirically, we find that GPT-3 Davinci produces
more fluent and coherent responses equipped with
richer knowledge.* Therefore, we choose GPT-3
to generate responses for human annotations. Sim-
ilar to the TaskMaster annotation, we follow the
same guideline to annotate the helpfulness of the
GPT3-generated responses to the constructed ques-
tions. All instances are from unused examples to
avoid potential information leakage. Consequently,
we collect 740, 252, and 200 annotated instances
for cuisine recipes, holiday/festival traditions, and
landmark knowledge, respectively. In total, we
have 1,192 instances of GPT-3 generated dialogues
with helpfulness annotations.

3 Filtering Classifier

We aim to train a classifier to automatically deter-
mine the helpfulness of a response to a query, not
only for human-human dialogues (e.g., TaskMas-
ter) but also for machine-generated responses (e.g.,
GPT-3). Therefore, we need to add some of GPT-3
generated dialogues into the training data, which all
comes from unused examples. However, although
generated dialogue responses from GPT-3 are of
better quality compared to other models we consid-
ered, more than 70% of responses are annotated as
negative examples. After manual examination, we
find that some negative examples have naive stylis-
tic patterns (e.g., repetitions), and thus are very
easy to identify. To construct high-quality training
data and prevent the model from learning spurious
patterns, we build a filtering classifier to filter out
responses that may distract model learning.

Annotation for Filtering Classifier. We ran-
domly picked 683 unhelpful instances generated
by GPT-3 and annotate if they contains naive stylis-
tic patterns (and thus need to be filtered) or not.
We use six heuristics rules to guide our annota-
tion, such as responses with consecutively repeti-
tive words or responses that try to throw the ques-
tion to another user without context.’ As a result,
we find that 335 out of 683 samples should be fil-
tered out.

Model. We finetune four pretrained language
models on the annotated data to train classifiers for
filtering. These models are ALBERT (Lan et al.,
2020), BERT (Devlin et al., 2019), DeBERTa (He

*See Appendix B for generated examples.
5 Appendix C shows a complete list of 6 heuristic rules and
detailed examples for each.
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Model Acc

ALBERT  90.99
DeBERTa 87.39

| Model Acc

RoBERTa 90.99
BERT 81.98

Table 4: The accuracy of filtering classifiers.

et al., 2021) and RoBERTa (Delobelle et al., 2020).
For each model, we use their pretrained large ver-
sion in HuggingFace (Wolf et al., 2020). Table 4
shows the accuracy of different models. ALBERT
and RoBERTa have the same performance, and we
choose ALBERT for the rest of our experiments.®

4 Helpfulness Classifier

We use the trained filtering classifier to filter out
noisy responses in our collected annotated data for
both the TaskMaster and GPT-3 dialogues. After
filtering, we take the full 254 filtered TaskMaster
instances and use 154, 50, and 50 for training, de-
velopment, and test sets separately. For the three
scenarios, although we have more annotated data,
we only use 100 instances to training and 50 to
both development and test sets per scenario. We
will analyze the influence of adding these 100 data
later.

Setup. Information seeking dialogues often
have single turns (Voorhees, 2008), which is
also the case for our selected three scenarios.
During the model training, we concatenate the
task information <task>asking for help:
[scenario]</task> and the single-turn
dialogue (the setting is referred as Single Trun)
<utterance>[question] </utterance>
<response> [response] </response>.
We use the concatenated information as the source
text and annotated 0/1 labels as the target to
train the classifiers. Meanwhile, we also want to
understand whether the model can directly learn
to judge the helpfulness only using responses,
and we call this setting Response Only. For this
setting, we only concatenate task information and
<response>[response] </response>,
getting rid of the utterance from input.

Evaluation. As there are more negative instances
than positive instances from the GPT-3 generated
dialogues, F1 is a better choice than accuracy to
evaluate model performance on imbalanced data
distribution (Jeni et al., 2013). For each dimension,

®Training details are in Appendix E.

we report their performance independently. We pro-
pose Relaxed helpful to measure the aggregated per-
formance in terms of predicting helpfulness. The
prediction can only be wrong when predictions for
all three dimensions are all ones but the ground-
truth for one of the dimensions is zero, i.e. the
model predicts the dialogue as relevant/coherent,
useful, and informative whereas the label is not the
case, and vice versa. In other words, as long as the
helpful prediction is correct, we treat the instance
as a correct prediction without caring about detailed
predictions for each of the three dimensions.

Models. Similar to the filtering classifier, we fine-
tune RoOBERTa, ALBERT, BERT and Deberta un-
der the Single Turn. Based on the models’ per-
formances shown in Table 5, RoBERTa performs
the best among all models. Meanwhile, the model
performs better under the single turn setting than
the response only, which suggests that context (i.e.
utterances) contain important information that help
models make more accurate decisions. Therefore,
we will use the trained RoBERTa model under the
single-turn setting for analysis.’

Ablation Study and Model Analysis.
tify our modeling choice by answering:

We jus-

* QI1: What if we do not use the filtering classifier
to clean the training data?

* Q2: What is the benefit of adding 100 instances
from each scenario?

* Q3: Can the helpfulness classifier generalize to
dialogue responses generated by other models?

To answer QI1, we use the full annotation of
TaskMaster and randomly sample 100 instances
from unfiltered annotations of GPT-3 dialogues to
add to training. Table 6 A1 shows the performance
of this new model using Relaxed helpful. We find
that without utilizing the filtering classifier, the re-
sponse only setting performs better than the single
turn setting. In addition, this model has lower Re-
laxed helpful than our chosen model in Table 5,
reflecting the bad influence of noisy information in
training data before filtering.

To answer Q2, we remove instances of TaskMas-
ter, cuisine, holiday, and landmark data separately
and report their performance in Table 6 A2. We
find that removing each kind of instance leads to
a performance drop. We also inform future re-
searchers who want to use our model to evaluate

"Training details are in Appendix E.



Model | Setting | Metric (F1) All Cuisine Holiday Landmark
Relevant/Coherent 85444238  67.7449.16  74.6446.09 84.14+3.26

Single Turn (ST) Useful 86.60+1.73 72.65+1.78  77.21+4.38 83.29+5.35

mgle urm Informative 87.544027 75.15+4.20  79.36+4.64 85.04+1.70

ROBERTa Relaxed helpful ~ 85.76+1.44 66.59+4.05  79.24+6.89 86.07-:4.99
Relevant/Coherent  87.8742.28  68.57+7.93  85.0946.75 83.5142.49

Response Only (RO) | Useful 85424094 60.83+11.97 74.88+321 82.72+3.15

P y Informative 86.3842.63 73.6442.84  79.48+549 82.80+4.30

Relaxed helpful ~ 84.64+1.93 63.91+9.14  73.71+4.68 80.98+1.93

ALBERT | Single Turn (ST) Relaxed helpful ~ 80.79+1.30 60.07+4.79  62.02+1.45 76.14+2.95
DeBERTa | Single Turn (ST) Relaxed helpful ~ 85.62+1.98 73.90+9.80  71.66+6.79 81.56+1.93
BERT Single Turn (ST) Relaxed helpful ~ 81.68+2.96 62.74+6.80  65.0847.28  74.3048.24

Table 5: The helpfulness classifier’s performance. We use F1 to measure the model performance because of the
imbalanced distribution of helpful and unhelpful instances. We train separate models for each dimension and
experiment with single turn (ST) and response only (RO) settings. Relaxed helpful measures how well models
perform for predicting helpfulness in general. In the results, ROBERTa under the single-turn setting performs the
best among all models. Column All is the performance on dialogues of all scenarios.

Models All Cuisine Holiday Landmark
Filtering (ST) 86.67 66.67 80.0 80.95
Filtering (RO) 83.62 62.50 73.33 79.07
Al No Filtering (ST) 82.84 61.54 75.86 78.05
No Filtering (RO) 83.33  50.0 69.23 80.95
w/o TaskMaster 57.52  60.0 77.42 80.0
A2 w/o cuisine 83.72 53.33 85.71 73.68
w/o holiday 78.61  70.59 66.67 75.0
w/o landmark 81.77  66.67 71.43 75.0
A3 BLENDER - 84.38 60.0 52.83

Table 6: Ablation studies for RoBERTa under the
single-turn setting. Reported score here are Relaxed
helpful. ST and RO stand for Single Turn and Response
Only separately. Al and A2 show the importance of the
filtering classifier and adding 100 instances from each
scenario correspondingly. A3 shows that our helpful
classifier can generalize well to BLENDER-generated
responses. A1-A3 answer Q1-Q3.

model helpfulness on their downstream tasks to add
100 instances into training for a better performance.

Then, we use BLENDER (Roller et al., 2021) to
generate responses and repeat the process that we
have for GPT-3. We then conduct human evaluation
for 50 instances of BLENDER-generated dialogue
as the ground truth. After running our helpfulness
classifier, we report Relaxed helpful in Table 6 A3,
showing that our trained helpfulness classifier has
a good generalizability to BLENDER-generated
responses.

5 Fairness Analysis

After developing the trained helpfulness classifier,
we aim to use it to analyze how the model performs

under the three scenarios across different countries.

In total, we use 2,896 instances from Table 3 for

‘ GPT-3 BLENDER
Very High 20.15 65.70
High 21.10 67.53
Developed | 20.63  66.62
Medium 18.71 65.29
Low 12.35 66.57
Less-Developed | 15.53  65.93

Table 7: The ratio of helpful responses among all in-
stances for two models under the cuisine recipe sce-
nario. Developed is the average of ratios for very high-
developed and developed countries, and less-developed
is the average of ratios for medium and low developed
countries. We show that both models tend to be more
helpful for developed than less-developed countries, in-
dicating the fairness issue in GPT-3 and BLENDER.

analysis, which we refer to as analysis examples
in Section 2.2. Then, we run our trained helpful-
ness classifier on dialogues generated by GPT-3
and BLENDER on each of those instances. We
report the ratio of helpful responses in all gener-
ated responses in Table 7, where developed is the
average of ratios for very high and high developed
countries, and less-developed is the average of ra-
tios for medium and low developed countries. We
find that GPT-3 and BLENDER tend to be more
helpful for questions that contain instances from
developed countries than less-developed countries,
which indicates a potential geographical fairness
issue for information-seeking dialogue systems.

We further break down and inspect the three
dimensions (i.e., coherent/relevant, useful, infor-
mative) for these two dialogue systems across three
scenarios. Figure 2 shows the breakdown analy-
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Figure 2: The breakdown analysis of three helpfulness dimensions of GPT-3 generated responses across three
scenarios. The general trend is that GPT-3 generates more helpful responses for developed countries (very high
and high) than less-developed countries (medium and low). The trend is the same when breaking down each
dimension. For example, GPT-3 struggles to even generate relevant and coherent responses for factual information

from less developed countries. We show that the trend is the same for Blender under the landmark scenario.

sis. We find that the trend that the model tends
to be more helpful for more developed countries
stays consistent when looking at each dimension.
For example, GPT-3 struggles to even generate
relevant and coherent responses for factual infor-
mation from less developed countries. The con-
clusion stays the same for BLENDER, which fur-
ther strengthens our finding that such information-
seeking dialogue systems have geographical fair-
ness issues as they have better performance for
more developed countries.

6 Related Work

Dataset Consideration. Besides TaskMaster,
we also considered conversational question answer-
ing datasets such as CoQA (Reddy et al., 2019),
document-grounded conversations (Zhou et al.,
2018), and an open-domain conversational QA
dataset called FriendsQA (Yang and Choi, 2019).
However, these conversational question answering

8We show full figures of break-down analysis of
BLENDER in Appendix D, where we also show other two
scenarios as a complementary to Table 7. The trend stays the
same. We will move this to the main content when given one
more page for a camera-ready version.
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datasets focus on measuring a model’s reading com-
prehension and reasoning process abilities, which
do not closely relate to our information-seeking
purpose.

Dialogue Systems. Ni et al. (2021) comprehen-
sively survey and summarize recent progress in dia-
logue systems. For task-oriented dialogue systems
(e.g. Hosseini-Asl et al. (2020); Yang et al. (2021)),
they are focusing on accurately handling user’s
messages for specific tasks such as movie recom-
mendations, booking tickets , etc., and successfully
finishing the task in limited turns. This type of
system usually comes together with databases (Yu
et al., 2021) which contain multi-domain knowl-
edge.Open domain dialogue systems or chit-chat di-
alogue systems are aiming for coherent and natural
conversations (Khatri et al., 2018) that are knowl-
edge equipped (Zhao et al., 2020; Roller et al.,
2021) and provide empathy (Roller et al., 2021; Li
et al., 2022; Ma et al., 2020) and emotional sup-
port (Liu et al., 2021). Sometimes maintaining a
consistent persona is also being considered (Roller
et al., 2021). Even though chit-chat systems could
be knowledge-based, since there is no clear task



Human Development Index (HDI) Level by country

(a) HDI Map

(b) Cuisine Recipe Helpfulness

Figure 3: We mark countries with their development level on one map (darker means more developed) and how
helpful the GPT-3 model is on another one (darker means more helpful). We see the trend that GPT-3 model tends
to be more helpful to more developed countries, uncovering the fairness issue in GPT-3.

for the agent to finish, generated responses may
be deemed reasonable without helping the user ad-
dress any questions.

Dialogue Evaluation. To evaluate multi-turn
task-oriented dialogue systems, the goal success
rate (Lu et al., 2020; Takanobu et al., 2020) is an
important metric. For single-turn open-domain
dialogue, i.e., the agent generates the response
based on the given utterance, automatic evaluation
is a widely discussed and valuable topic. There
are works to evaluate dialogue’s relevance (Kha-
tri et al., 2018), coherence (Dziri et al., 2019; Wu
et al., 2019), informativeness (Young et al., 2018;
Vakulenko et al., 2020), engagement (Ghazarian
et al., 2020), empathy (Lin et al., 2019; Smith et al.,
2020), etc. Besides, Finch and Choi (2020); Yeh
et al. (2021); Ni et al. (2021) survey the work in
recent years and further analyze and summarize
various dialogue evaluation metrics. However, to
our best knowledge, there is no metric to evaluate
the helpfulness of single-turn dialogue systems.

Fairness in Dialogue Systems. Understanding
and mitigating societal biases in NLP tasks has
been frequently discussed in many recent works.
Dev et al. (2021) survey existing bias measures and
Mehrabi et al. (2021) investigate and categorize
fairness and bias in machine learning. For fair-
ness in language generation, Sheng et al. (2019)
systematically evaluate societal biases of text gener-
ated from prompts and Sheng et al. (2021a) survey
and analyze the challenges and progress among di-
mensions including gender, race, religion, etc. For
dialogue systems, Ruane et al. (2019) bring up the
social and ethical considerations in conversational
agents. Dinan et al. (2020); Liu et al. (2020a,b) dis-
cuss gender bias in dialogue generation and Sheng
et al. (2021Db) investigates the ad hominems in dia-

logue responses regarding the race perspective. As
for geographic bias, Jurgens et al. (2017); Mehrabi
et al. (2021); Suresh and Guttag (2021); Yin et al.
(2021) point out the importance of geographic di-
versity from the data perspective. Ghosh et al.
(2021) focus on toxicity detection and center anal-
ysis around 7 specific countries, whereas our work
looks at dialogue generation models and broadly
covers all countries in the world.

7 Conclusion and Future Works

Goal-oriented dialogue systems have been more
and more important and integrated to humans’ daily
life. However, none of previous works has studied
how humans perceive the helpfulness of such dia-
logue systems, let alone the fairness aspect. Built
on previous works, we propose to evaluate the
helpfulness of dialogue systems from three dimen-
sions (relevance & coherence, usefulness, and in-
formativeness) and collect a large corpus with fine-
grained annotations. We use the collected data to
train classifiers that can automatically determine
the helpfulness of dialogue responses in the single-
turn setting.

With the trained classifier, we customize ques-
tions and analyze the helpfulness of GPT-3 and
BLENDER, in the context of factual information
seeking. Although GPT-3 and BLENDER are
known to have Wikipedia knowledge in their train-
ing data, they tend to be more helpful for ques-
tions asking about instances from more developed
countries. Such fairness issues could discourage
marginalized groups from using these dialogue
agents, further reducing user input to improve di-
alogue systems. Therefore, we call for imperative
attention from the community to carefully examine
and address this geographical bias in task-oriented
dialogue systems.



Limitations

Our analysis pipeline, including dialogue helpful-
ness evaluation and fairness analysis, can be gen-
eralized to other task-oriented dialogue systems
and downstream scenarios. However, one of the
limitations of our work is that we have not covered
the debiasing method. We will leave this to future
work. One promising direction to go is by injecting
constraints in the decoding process of generation.
However, figuring out how to combine the injection
and utilizing knowledge that can help with under-
represented groups is challenging. We encourage
interested researchers to build on our work and
propose debiasing methods to address the fairness
issue in task-oriented dialogue systems.

Ethical Consideration

Why did we define helpfulness?

Task-oriented dialogue bots like Amazon Alexa and
Apple Siri have been directly interacting with thou-
sands of human users all over the world through
dialogues (Ram et al., 2018). Powered by dialogue
systems, the expected utilities of such social bots
are helpful, including finishing tasks or providing
immediate knowledge to users. There are some at-
tempts to evaluate goal-oriented dialogue systems.
However, they are not human-centric and do not
reflect how users perceive the helpfulness of these
dialogue systems.

Why analyzing geographical fairness?

There are many fairness aspects that one can ana-
lyze, including race, gender and etc. However, to
the best of our knowledge, all of these fairness as-
pects are missing from evaluating the utility of task-
oriented dialogue systems. Our analysis method
is generic and easily generalized to the fairness
analysis of other aspects in task-oriented dialogue
systems. Among all the fairness aspects, we choose
geographical fairness as the case study in our work
because users use these dialogue agents all over the
world. Therefore, it is important that they should
be of the same level of helpfulness no matter of
countries and regions. If not, marginalized groups
could be disproportionately discouraged from us-
ing these dialogue agents, further reducing their
usage.

Our work also focuses on the factual informa-
tion seeking scenario to analyze the fairness aspect.
One can explore other aspects, including chitchat

or open-domain information seeking. However,
there are two pre-cautions we want to bring up for
this line of research:

* Researchers should not introduce unintended
bias in prompts to elicit the model without
careful design. For example, How should a
girl prepare to get into an education major?
or How should a boy prepare to get into a
STEM major?

* Researchers should be aware of the capabil-
ity of models before inspecting the fairness
aspect.

In our case, we know that the training data of GPT-
3 includes Wikipedia data, which is the source that
we require to answer our designed questions. How-
ever, we are not sure if some open-domain knowl-
edge (e.g., major choice) is included in the internal
knowledge base of such models, making it a less
ideal case to study the fairness issue of the dialogue
models themselves. Nevertheless, we strongly ad-
vocate for more researchers in the community to
engage in the research of fairness problems in task-
oriented dialogue systems.

Data usage consideration

Our annotated data come from two sources:
Taskmaster-2, an open-source dataset from Google,
and GPT-3 or BLENDER generated conversations
regarding collected cuisine, holiday, or landmark
instances from Wikipedia. There is no explicit de-
tail for both sources that leaks information about a
user’s name, health, negative financial status, racial
or ethnic origin, religious or philosophical affili-
ation, or beliefs. We also collect crowd-sourced
annotations using Amazon Mechanical Turk, where
we ask whether a response is helpful without col-
lecting information about the annotators. The anno-
tation information (pay per amount of work, guide-
lines) is in the appendix, and we ensure the pay
per task is above the annotator’s local minimum
wage. In addition, we used pretrained language
models (LMs) to generate responses regarding the
constructed questions.Trained on massive online
texts, it is well-known that such pretrained LMs
could capture the bias reflecting the training data.
Therefore, our annotated data for GPT-3 generated
responses could also contain offensive content. In-
terested parties should be careful and inspect them
before usage.
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A Annotation Details

Qualification Quiz To familiarize the workers
with the annotation task and get qualified workers,
we first conduct a qualification quiz on MTurk us-
ing CROWDAQ (Ning et al., 2020). As for the
tutorial of the quiz, we provide 24 dialogue annota-
tion examples among relevant & coherent, useful
and informative dimensions. Then we ask workers
to annotate 10 dialogues, i.e. 30 multi-choice ques-
tions to test their understanding. To pass the test,
they need at least answer 24 questions correctly
(i.e., the accuracy is equal or higher than 80%).
The base payment of the quiz is $0.1 but people
who pass it will earn $1 bonus. Finally, there are
44 workers with a HIT Approval Rate greater than
98% and the Number of HITs Approved greater
than 5000 in our qualified work pool, and they will
be invited for each round of the helpfulness annota-
tion task.

Annotation Task Our task involves three parts in
total: Define Helpfulness, Annotation Tutorial and
Advice on Definition. To define what helpfulness
in single-turn conversations is, we first ask workers
their own helpfulness criteria and then share our
definition. Next, we guide them how to do the two-
step annotation for each dialogue with illustrations
and examples. For each HIT, there are 10 dialogues.
Figure 4 is the screenshot of how the annotation
task looks like. After they finish the annotation,
we ask them again if they have more dimensions
to evaluate the helpfulness. To encourage workers
answer our free-form open questions, we provide
extra bonus for high-quality answers. As our task
is pretty easy and quick to finish, the payment for
each HIT is $ 0.5. We explain how the data would
be used at the beginning of the instructions and we
this research has been reviewed by the IRB board
and granted the status of an IRB exempt.

Helpfulness Criteria Here are the relevant & co-
herent, useful and informative criteria we use to
instruct workers. U stands for Utterance, R is for
Response and E is for Explanation.

¢ Relevant & Coherent

— Criteria: It measures the collaboration and
control over the topic of a conversation. The
response is relevant and coherent if it is on-
topic with the immediate dialogue history and
follows logical reasoning throughout the whole
conversation. The response can be considered
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incoherent when it directly contradicts its pre-
vious utterances.

— Rule of thumb: The response should be on-
topic and follow logical reasoning with the
utterance (even "okay" or "proceed" should be
fine).

— Bad example 1:

U: What should I do when a random woman
approaches me?

R: Usually, the women select the men based

on their beauty, height, and wealth. If you

want to find a woman for you, find yourself
a pretty woman.

: The user is asking about the actions they

need to take, but the answer is irrelevant

and incoherent to the topic.
— Bad example 2:

U: I want to find a comedy.

R: Sure. I have some best thrillers for you.

E: The utterance asks for a comedy but the
response gives thrillers, which is irrelevant
and incoherent to the topic.

¢ Useful

— Criteria: If the utterance is goal-oriented and
task-specific question or instruction, the re-
sponse should address the issue. The response
needs to push forward the task towards finish-
ing or finishes the task.

— Rule of thumb: It asks a clear and specific
follow-up question that is central to finishing

the task, or successfully finishes the task.
— Good example 1:

U: Make an appointment to reserve confer-
ence room 100 later this week for a meet-
ing.

R: What day and time should I set an appoint-
ment to reserve the conference room?
E: The utterance is an instruction and the re-

sponse asks for details to complete it.
— Bad example 1:
U: I want some Italian food.
R: Alright. Do you want Italian food?
E: The first part of the response is a filler and
the second half repeats the utterance which

does not push forward the conversation, so
the conversation is not useful.

¢ Informative



— Criteria: The response produces unique and
non-generic information or minimizes the ab-
stractness and ambiguity by providing details.
A response is considered to be highly infor-
mative if it contributes to the conversation and
pushes the conversation forward.

Rule of thumb: The response adds new infor-
mation or asks for specific new information,
and it is non-generic and specific to the current

conversation.
— Good example 1:
U: Make an appointment to reserve confer-
ence room 100 later this week for a meet-
ing.
R: What day and time should I set an appoint-
ment to reserve the conference room?
E: The response asks for specific new infor-

mation (i.e., what day and time).
— Bad example 1:
U: I want to buy a red earphone.
R: Alright. Let me check I will find for you.

E: The answer is extremely vague and does
not provide any new information.

B Dialogue Models

Table 8 are generated examples from DialoGPT,
Blender and GPT-3.

C Heuristics for Filtering Classifier

We summarize the following heuristics based on
our observation on the collected data to annotate if
an unhelpful instance should be excluded. For the
below examples, U stands for Utterance and R is
for Response.

1. Response contains repetitive words:

U: Can you tell me how to make Arroz con
pollo?

ha ha ha ha ha ha ha ha ha ha ha ha ha ha
ha ha ha ha ha ha ha ha ha ha ha ha ha ha
ha ha ha ha ha ha ha ha ha ha ha ha ha ha
ha ha ha ha ha ha ha ha ha ha ha ha ha ha
ha ha ha ha ha ha ha ha ha ha ha ha ha ha
ha ha ha ha ha ha ha ha ha ha ha ha ha ha
ha ha ha ha ha ha ha ha ha ha ha ha ha ha
ha ha ha ha ha ha ha ha ha ha ha ha ha ha
ha ha ha ha ha ha ha ha ha ha ha ha ha ha
ha ha ha ha ha ha ha ha ha ha ha ha ha ha
ha ha ha ha ha ha ha ha ha

R:
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Response is trying to throw the question to an-
other user without attempt:

U: Can you tell me how to make Hot dogs?
R: Ask Rachel.

. Response is about Al characteristics without
mimicking how human would respond:

U: What will happen during Victoria Day?

R: Every Human will get the chance to destroy
the AL

Response is simply repeating the user’s queries:

U: Can you tell me how to make Karadaiyan
Nonbus?

R: Can you tell me how to make Karadaiyan
Nonbus??

. Al agent takes over the conversation and focuses
on itself instead of trying to solve human’s ques-
tions:

U: Can you tell me how to make Ful
medames?

R: I am an interactive service that connects
people to the internet. I am not equipped
to answer questions about Ful medames.

. Al agent directly expresses that it could not help
with:

U: What will happen during Emancipation
Day?
R: I don’t know!!

D Breakdown for Fairness Analysis

Figure 5 shows the analysis of three dimensions of
BLENDER generated responses for cooking recipe
and holiday/festival scenarios.

E Training Details

For both classifiers, we run experiments on
RoBERTa-large’, ALBERT-large'’, BERT-large'!
and Deberta-large!”> models which are imple-
mented via the HuggingFace PyTorch API (Wolf
et al., 2020). All models are trained on 4 GeForce
RTX 2080 Ti GPUs with an initial learning rate 2e-
5 and a max sequence length of 128. The maximum
training time is approximately an hour depending
on the batch size for all models.

*https://huggingface.co/roberta-large
https://huggingface.co/albert-large-v2
https://huggingface.co/bert-large-cased
Phttps://huggingface.co/microsoft/deberta-large



Dialogue 1
Task Description: ask for help: movies

* U: Hi assistant, | am looking to rent a movie.
* R: Okay, what kind of movie?

¢ U: I'm looking for probably an action.

* R: Any preferences?

Evaluation: For current utterance and response pair, evaluate following criteria:

* The response is relevant and coherent:
O No, it is off the specific topic or contradicts the utterance (e.g., user asks for the drama, response responds with action movie)

@ Yes, it is on the topic and follow logical reasoning with the utterance (even "okay" or "proceed" should be fine)

* The response is useful:

O No, it does not clearly help address the issue in utterance, or it is a filler (e.g., okay), or repeats the utterance

O Yes, it asks a clear and specific follow-up question that is central to finishing the task, or successfully finishes the task
* The response is informative:

O No, it is a generic response (e.g., alright, proceed)

O Yes, it adds new information or asks for specific new information, and it is non-generic and specific to the current conversation

Figure 4: MTurk annotation interface of annotating a dialogue.
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(a) Cooking Recipe - BLENDER (b) Holiday/Festival - BLENDER

Figure 5: The breakdown analysis of three helpfulness dimensions of BLENDER generated responses for cooking
recipe and holiday/festival scenarios.

Filtering Classifier Each model is trained for
10 epochs and we save the checkpoint which
performs the best accuracy on the dev set. For
RoBERTa-large, ALBERT-large and BERT-large
models, batch size 32 is used; the batch size for
Deberta-large models is 16.

Helpfulness Classifier Each model is trained on
relevant & coherent, useful and informative three
dimensions for 50 epochs and three seeds. For each
seed, the best checkpoint with the highest F1 on
the dev set is taken. For RoBERTa-large, ALBERT-
large and BERT-1arge models, batch size 32 is used;
the batch size for Deberta-large models is 8. Table
5 reports the average and standard deviation among
the three seeds. For the ablation study results in
Table 6 and fairness part experiments, we stick to
the results from one seed for fair comparison.
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Model: DialoGPT

Task: asking for help: cooking instructions

Utterance:  Can you tell me how to make White cut chickens?

Response: You can’t.

Task: asking for help: landmarks

Utterance:  What can you tell me about the Monument to the Defenders of Bauska?

Response: It’s a great game.

Model: BLENDER

Task: asking for help: holidays and festivals

Utterance:  What will happen during Zwarte Cross?

Response: I’'m not sure, but I do know that it will be a very important event.

Task: asking for help: landmarks

Utterance:  What can you tell me about the Itsukushima Shrine?

Response: It’s a series of novels by a Japanese writer and screenwriter.

Model: GPT-3

Task: asking for help: holidays and festivals

Utterance:  What will happen during Chuseok?

Response:  Hello. Chuseok is a harvest festival that falls on a 15th day of a 8th month in
10 14th century. I'm not good at telling that, but I'm sure you can check it on
your smart phone or PC.

Task: asking for help: cooking instructions

Utterance:  Can you tell me how to make Friihschoppens?

Response: What ingredients do you have available?

Table 8: Generated examples from DialoGPT, BLENDER and GPT-3.
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