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Abstract001

Multi-agent debates have been introduced to002
improve the accuracy of Large Language Mod-003
els (LLMs) by having multiple agents discuss004
solutions to a problem over several rounds of005
debate. However, models often generate incor-006
rect yet confident-sounding responses, which007
can mislead others. This issue arises partly008
because agents do not consider how confident009
their peers are. To address this, we propose010
DebUnc, a debate framework that uses uncer-011
tainty metrics to assess agent confidence. Con-012
fidence is then conveyed through a modified013
attention mechanism that adjusts token weights,014
or through textual prompts. Evaluations across015
benchmarks show that attention-based methods016
are particularly effective and that performance017
continues to improve as uncertainty estimation018
becomes more reliable.019

1 Introduction020

Large language models (LLMs) have demonstrated021

impressive performance across various domains, in-022

cluding law, academia, and coding (OpenAI, 2024).023

However, they are prone to hallucinations, where024

they confidently generate false or misleading infor-025

mation (Rawte et al., 2023). This poses significant026

risks in real-world applications. For example, an027

LLM tutor providing incorrect explanations could028

mislead students, while a customer service agent029

giving faulty advice could frustrate users. In high-030

stakes fields like healthcare, journalism, or finance,031

hallucinations can have severe consequences, in-032

cluding financial loss or health risks. To mitigate033

these issues, researchers have explored multi-agent034

debate, where multiple LLMs propose diverse so-035

lutions and critique each other’s reasoning over036

several rounds of debate(Liang et al., 2023).This037

process has been shown to enhance the reason-038

ing and accuracy of LLMs, outperforming simpler039

approaches such as majority voting or chain-of-040

thought prompting (Du et al., 2023).041

New Answer:    26
Confidence:        8

A food caterer was told to prepare gourmet hot 
dogs for 36 guests. While most people would 
only eat one hotdog, he prepared enough for 
half of the guests to be able to have two 
hotdogs. However, 40 guests showed up, and 
everyone wanted a second hotdog. How many 
guests did not get a second hotdog?

Initial Prompt

DebUnc: Debate with Uncertainty 

Answer:       26
Confidence:   7

Answer:         -8
Confidence:   4

Answer:          4
Confidence:   4

Figure 1: Example three-agent debate. The first agent
initially provides an incorrect response but corrects itself
after considering the answers and confidence levels of
others. Each agent uses a LLM to generate its response
and an uncertainty metric to assesses its confidence.
Correct answers are shown in green, while incorrect
ones are shown in red.

Ideally, debate should help agents recognize and 042

correct errors when some provide incorrect an- 043

swers. In practice, while agents often agree on the 044

same final answer, it is sometimes incorrect. This 045

issue stems from flawed communication, as LLMs 046

typically respond with high confidence regardless 047

of accuracy (Du et al., 2023). A confidently in- 048

correct response can mislead other agents, causing 049

the system to converge on an incorrect conclusion. 050

Because it is difficult to gauge a LLM’s certainty 051

based on its response alone, uncertainty metrics 052

have been developed to provide a more reliable 053

confidence measure. 054

By contrast, people often use qualifiers such as "I 055

am sure that..." or "I am not sure, but..." to express 056

confidence during discussions. These cues help 057

others assess the reliability of information. 058
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Building on these insights, we present DebUnc,059

a novel multi-agent debate framework that com-060

bines multi-agent Debates and model Uncertainty061

metrics. After each round of debate, we measure062

each agent’s confidence with an uncertainty metric.063

In the following round, both the agents’ responses064

and confidences are shared with the other agents.065

We explore two methods for communicating agent066

uncertainty: incorporating the uncertainty directly067

into the textual prompt, as shown in Figure 2, and068

shifting the model’s attention towards more confi-069

dent agents, as depicted in Figure 3. We evaluate070

DebUnc across multiple LLMs, benchmarks, and071

uncertainty metrics.072

Our key contributions are outlined as follows:073

1. We introduce DebUnc, a framework designed074

to quantify and communicate the uncertainty of075

LLM agents within multi-agent debates.076

2. We propose a novel attention-scaling mecha-077

nism that guides the model’s focus towards more078

confident agents, serving as an alternative to con-079

veying uncertainty through textual prompts.080

3. We evaluate DebUnc across multiple LLMs,081

benchmarks, and uncertainty metrics, and find082

that debates using attention-scaling to communi-083

cate confidence outperform those using textual084

prompts to communicate confidence, as well as085

debates without any uncertainty communication.086

4. We provide insights into future improvements,087

exploring how more robust uncertainty metrics088

could further enhance debate performance.089

2 Related Work090

LLMs are known for their overconfidence and their091

tendency to provide responses to any user query,092

regardless of their certainty. This often leads to093

the generation of factual inaccuracies, known as094

hallucinations, where the information provided by095

the model is incorrect or unsupported by the data096

on which it was trained (Liang et al., 2024; Yadkori097

et al., 2024; Duan et al., 2024; Yao et al., 2023;098

Aichberger et al., 2024). Ensuring factual accuracy099

is crucial for building trust in LLM-based systems100

and expanding their use in real-world applications.101

As a result, there has been a surge in research fo-102

cused understanding the mechanisms behind hal-103

lucinations and developing strategies to mitigate104

them (Ji et al., 2023; McDonald et al., 2024; Liu105

et al., 2023).106

2.1 Uncertainty in LLMs 107

Some current research efforts to mitigate hallucina- 108

tions focus on measuring a model’s uncertainty and 109

enhancing its self-awareness (Kadavath et al., 2022; 110

Amayuelas et al., 2023; Yin et al., 2023). Accu- 111

rately measuring a model’s confidence would pro- 112

vide users with clearer guidance on when to trust 113

its output (Lin et al., 2022a; Xu et al., 2024) and 114

enable language agents to better determine when 115

to access external resources (Han et al., 2024). 116

However, accurately measuring model uncer- 117

tainty remains an open challenge, with ongoing 118

research exploring new uncertainty metrics. We 119

identify three primary approaches to this problem: 120

Token Probability-Based Uncertainty Met- 121

ricsassess uncertainty by examining the probabili- 122

ties assigned to each token generated by the model. 123

High token probabilities (near 1) indicate strong 124

model confidence, while lower probabilities sug- 125

gest uncertainty, as the model spreads probability 126

across multiple tokens. Notable methods in this 127

category include Mean Token Entropy, Perplex- 128

ity (Fomicheva et al., 2020), SAR (Duan et al., 129

2023), RDE (Vazhentsev et al., 2023), and Claim- 130

Conditioned Probability (Fadeeva et al., 2024). 131

LLM-Generated Uncertainty Metrics involve 132

the model explicitly expressing its uncertainty in 133

its response. Lin et al. (2022a) explored this by 134

fine-tuning GPT-3 (Brown et al., 2020) to provide 135

both an answer and a corresponding confidence 136

level. Alternatively, the model can be prompted 137

to express its uncertainty without explicit training. 138

Tian et al. (2023) found that this approach can can 139

outperform token-probability-based methods when 140

applied to LLMs fine-tuned with reinforcement 141

learning from human feedback (Christiano et al., 142

2017). However, Xiong et al. (2023) report lower 143

performance compared to token probability-based 144

methods on GPT-3. 145

Sampling-Based Uncertainty Metrics evalu- 146

ate uncertainty by generating multiple outputs 147

and analyzing the distribution of meanings across 148

them. Consistency in meaning across samples in- 149

dicates high confidence, while variations suggest 150

lower confidence. These methods generally out- 151

perform token probability-based metrics, but are 152

more resource-intensive due to the need for mul- 153

tiple generations. Examples include Semantic En- 154

tropy (Kuhn et al., 2023), LUQ (Zhang et al., 2024), 155

and other metrics that evaluate meaning diversity 156

(Lin et al., 2023). 157
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Agent 1

Majority Vote
<final answer>

Debate Round 1

Debate Round 2+

After Final Round

Agent 3

Uncertainty Metric
<agent 1 confidence>

Agent 2

Large Language Model
<agent 1 response>

Uncertainty Metric
<agent 1 confidence>

LLM
<res>

UM
<con>

LLM
<res>

UM
<con>

LLM
<res>

UM
<con>

LLM
<res>

UM
<con>

Answer the following question. Think step by step before answering.

<question>

<prompt><prompt>

These are solutions and confidence values from 1 to 10 from other agents: 

One agent solution <agent 2 confidence>: <agent 2 response>
One agent solution <agent 3 confidence>: <agent 3 response>

Based off the opinion of other agents, can you give an updated response? 
Do not mention your confidence.

<prompt><prompt>

Large Language Model
<agent 1 response>

Figure 2: Illustration of the modified multi-agent debate involving three agents. In the first round, each agent
independently generates a response to the question, which is evaluated for confidence using an uncertainty metric.
The prompt for following rounds includes the responses from other agents in the previous round. Sections of the
prompt highlighted in green are used only with the Confidence in Prompt method. Each agent retains access to its
complete chat history throughout the debate. After the final round, a majority vote determines the final answer.

2.2 Multi-Agent Debate158

With the increased accessibility of LLMs and im-159

provements in their inference times, LLMs are be-160

ing integrated into more complex systems as au-161

tonomous agents (Wu et al., 2023; Li et al., 2023;162

Hong et al., 2023). A critical component of these163

agent-based systems is the collaboration mecha-164

nism, where models engage in debate with one165

another. These mechanisms are currently being166

studied (Zhang et al., 2023) and have been shown to167

foster more divergent thinking (Liang et al., 2023),168

enhance reasoning and factual accuracy (Du et al.,169

2023), and lead to more reliable evaluations (Chan170

et al., 2023). Through discussions, the LLMs can171

refine their outputs, ultimately achieving higher172

levels of agreement and producing more factually173

accurate text (Sun et al., 2024; Feng et al., 2024).174

(Pham et al., 2023) recognized that text is not175

be the most effective communication mechanism176

for LLM agents, since information is lost dur-177

ing the token sampling process, and demonstrated178

how LLMs can communicate through embeddings.179

ReConcile (Chen et al., 2023) explored the inte-180

gration of agent confidence in multi-agent debates,181

relying on LLM agents to self-report their confi-182

dence, which was communicated to other agents183

through prompts. Building on these ideas, we em-184

ploy uncertainty metrics to estimate agent confi-185

dence and explore both prompting and attention186

scaling to convey this confidence.187

3 Method 188

In multi-agent LLM debates, agents often produce 189

confident-sounding yet inaccurate responses, po- 190

tentially misleading other agents and leading to 191

consensus on incorrect answers (Du et al., 2023). 192

Our goal is to guide agents on which opinions to 193

prioritize based on uncertainty levels. Our mod- 194

ified debate pipeline, illustrated in Figure 2, op- 195

erates as follows: in each round of debate, every 196

agent generates a response and its uncertainty is as- 197

sessed. In the subsequent round, each agent shares 198

its response and uncertainty with all other agents. 199

We evaluate on three uncertainty metrics and three 200

methods for communicating agent uncertainty. 201

3.1 Uncertainty Metrics 202

Uncertainty metrics assess an LLM’s confidence in 203

its responses: high uncertainty indicates low confi- 204

dence and potential unreliability, while low uncer- 205

tainty suggests greater confidence and reliability. 206

These metrics generally fall into one of three cat- 207

egories: token probability-based, sampling-based, 208

or LLM-generated methods. For more details, see 209

Uncertainty in LLMs. In our experiments, we focus 210

on token probability-based metrics due to their effi- 211

ciency and simplicity, as they require only a single 212

generation and do not rely on the model’s ability 213

to express uncertainty, unlike sampling-based and 214

LLM-generated metrics, respectively. However, 215

our methods could be used with any uncertainty 216

metric. 217
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Specifically, we selected Mean Token Entropy218

(Fomicheva et al., 2020) for its simplicity and To-219

kenSAR (Duan et al., 2023), a more advanced220

approach that recognizes that certain tokens con-221

tribute more significantly to a sequence’s meaning222

than others. We utilized implementations from LM-223

Polygraph, a framework that provides implementa-224

tions for various uncertainty metrics (Fadeeva et al.,225

2023). Lastly, to evaluate the potential of future226

uncertainty metrics, we include a third "Oracle"227

uncertainty metric in our analysis.228

Mean Token Entropy. One of the simplest and229

most computationally efficient uncertainty metrics230

is Mean Token Entropy(Fomicheva et al., 2020).231

It is calculated as the average entropy across all232

tokens generated, with the entropy H of a single233

token X defined as:234

H(X) = −
∑
x∈V

p(x) log p(x)235

Here, V denotes the model’s vocabulary. Entropy236

is maximized when p(x) is uniform over all tokens237

in the vocabulary, indicating maximum uncertainty.238

It is minimized when one token has a probability239

of 1 and all other tokens have a probability of 0,240

indicating complete certainty in the selected token.241

TokenSAR. (Duan et al., 2023) recognized that242

some tokens contribute more to a text’s meaning243

than others and introduced TokenSAR, an uncer-244

tainty metric that accounts for this. TokenSAR is245

defined as the weighted average of the negative log246

probabilities of each generated token, with weights247

determined by the relevance scores of the tokens.248

TokenSAR =

N∑
i

− log p(ti)R(ti)249

Here, N is the number of tokens generated, ti is the250

i-th token, and R(ti) is the relevance of token ti. To251

compute each token’s relevance, RoBERTa-large252

(Liu et al., 2019) must be run N times in total. This253

is more computationally expensive than calculating254

mean token entropy, but significantly less costly255

than metrics requiring multiple generations.256

Oracle. While the uncertainty metrics discussed257

provide valuable insights into agent uncertainty,258

they are not flawless, and future advancements will259

likely lead to more accurate metrics. To assess the260

potential effectiveness of our uncertainty communi-261

cation methods with improved uncertainty metrics,262

we include an "Oracle" metric in our experiments, 263

which simulates an ideal uncertainty metric. This 264

metric yields low uncertainty when the agent is 265

correct and high uncertainty when the agent is in- 266

correct, and is defined as follows: 267

uncertainty =

{
0 if the response is correct
∞ if the response is incorrect

268

In practice, using 0 and ∞ could cause issues with 269

our uncertainty communication methods, so we 270

detail exactly how this metric is applied in the fol- 271

lowing subsection. It is also important to note that 272

this metric requires knowledge of the ground truth 273

answer, making it impractical for real-world use. 274

Instead, it serves to evaluate the effectiveness of 275

our uncertainty communication methods indepen- 276

dently of the performance of the uncertainty met- 277

rics themselves, and allows us to anticipate how 278

improvements in uncertainty metrics could affect 279

debate performance. 280

3.2 Uncertainty Communication 281

After computing the uncertainty of each agent, we 282

need to communicate it to the other agents. We 283

explore several methods to incorporate these uncer- 284

tainties into the following debate round. 285

Confidence in Prompt. One approach is to in- 286

clude the uncertainties directly in the text prompt 287

for the next debate round, as shown in Figure 2. 288

However, it may be more natural to express con- 289

fidence, where higher is better, rather than uncer- 290

tainty, where lower is better. Humans, for example, 291

often describe their confidence on a scale from 1 292

to 10. Since LLMs are trained on human data, they 293

may exhibit a similar preference. 294

Mean Token Entropy and TokenSAR both yield 295

non-negative uncertainties, but their scales differ: 296

Mean Token Entropy has an upper bound that de- 297

pends on the model’s vocabulary size, while To- 298

kenSAR has an unbounded maximum. Because 299

of this, absolute uncertainty values are less infor- 300

mative than the relative differences in uncertainty 301

between agents. 302

In order to convert uncertainty values into con- 303

fidence values, we perform the following steps. 304

Given a list of uncertainties u for n agents, where 305

ui is the uncertainty of agent i, we first invert them 306

to obtain unscaled confidence values ci = 1
ui

. We 307

then scale these values such that the average confi- 308

dence si of all agents is 5: 309
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Prompt Section Initial Prompt Agent 1 Agent 2 Agent 3

Tokens What’s 17 + 16 * 3 + 24 Result: 69.8 Result: 89 Result: 65

Confidence = 
1/Uncertainty — 3.387 = 

1/0.295
6.842 = 
1/0.146

3.182 = 
1/0.314

W ✕ 3.387 W ✕ 6.842 W ✕ 3.182

Normalize

…the final answer, in accordance with 
other agents' solutions, is 89.

Agent 1 Updated Answer

W = Softmax(Query ✕ KeysT / √dk)

Output = Weights ✕ Values

Vanilla Attention

Attention Scaling

Figure 3: Illustration of the Attention-All method from the perspective of Agent 1. As the second debate round
begins, the model’s context includes the initial prompt and each agent’s responses. Agent 2 provided a correct
response with lower uncertainty than Agents 1 and 3, who responded incorrectly. Because Agent 2 had a lower
uncertainty, the attention weights for tokens constituting Agent 2’s response will be increased, while those for
tokens from Agent 1 and Agent 3’s responses will be decreased. This led Agent 1 to switch to the correct answer.

si =
ci∑n
j=1 rj

· (5n− 1) +
1

n
310

Finally, we clamp the confidence levels to the311

range of 1 to 10 and round to the nearest integer.312

When using the Oracle uncertainty metric, we set313

the confidence to 1 if the agent was incorrect and314

to 10 if the agent was correct.315

Attention Scaling. Another approach to commu-316

nicate confidence levels is to modify the LLM’s to-317

ken generation process to account for each agent’s318

confidence. Many LLMs use Transformer decoder319

layers that generate an embedding for the last token320

and use this embedding to predict the next token321

(Radford et al., 2018). This embedding is deter-322

mined by the attention mechanism, which creates323

"query," "key," and "value" vectors for each token.324

The similarity between the "query" vector of the325

last token and the "key" vector of each token is used326

to compute a weight for every token. These weights327

are normalized with a softmax function to ensure328

they sum to 1, and are used to create the output329

embedding, which is the weighted sum of the value330

vectors of each token (Vaswani et al., 2017). The331

weight of each token determines its influence on the332

next token generated. By modifying these weights,333

we can adjust the model’s focus to each token in334

the input. In multi-agent debates, this allows us to335

shift the model’s focus towards the responses from336

more confident agents.337

After each debate round, we have responses from338

each agent. In the next round, each agent’s prompt339

will include these responses. We also compute340

the uncertainty of each agent using an uncertainty 341

metric. In the next round, as the LLM generates 342

its response, it computes the normalized attention 343

weights for each preceding token. We divide the 344

weight wi of every token from agent j by mj , 345

which is defined as the inverse of agent j’s un- 346

certainty when using Mean Token Entropy or To- 347

kenSAR. When using the Oracle metric, to avoid 348

divide-by-zero errors, we set the mj to 10−5 if 349

agent j was incorrect and 1 if agent j was correct. 350

Formally, the scaled weight ai for token i is: 351

ai =

{
wi ·mj if i ∈ tj , for any agent j
wi otherwise

352

Here, tj is the set of token indices from agent j. 353

After this, the attention weights may no longer sum 354

to 1, so another normalization step is needed. We 355

only normalize the weights at indices that were 356

scaled, leaving the weights of other tokens un- 357

changed. The final weight fi for token i is: 358

fi =

ai ·
∑n

j=1

∑
k∈tj

wk∑n
j=1

∑
k∈tj

ak

if i ∈ tj ,
for any agent j

ai otherwise
359

For simplicity, we apply attention scaling to only 360

the responses from the previous round. For in- 361

stance, in a three-round debate, attention would 362

be rescaled for the responses from the first round 363

during the second round, and for the responses 364

from the second round during the third round. In 365

the third round of debate, attention would not be 366

rescaled to the first-round responses. 367
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Metric Method MMLU-0 MMLU-5 GSM8k Truthful Arithmetic Average

— Standard 0.52 ± 0.02 0.54 ± 0.02 0.51 ± 0.05 0.60 ± 0.03 0.48 ± 0.03 0.53 ± 0.01

Entropy Prompt 0.52 ± 0.02 0.55 ± 0.03 0.54 ± 0.04 0.60 ± 0.04 0.48 ± 0.05 0.54 ± 0.01

Attn-Others 0.54 ± 0.02 0.57 ± 0.04 0.49 ± 0.03 0.61 ± 0.03 0.52 ± 0.09 0.54 ± 0.02

Attn-All 0.53 ± 0.05 0.57 ± 0.04 0.54 ± 0.03 0.60 ± 0.03 0.52 ± 0.10 0.55 ± 0.02

SAR Prompt 0.54 ± 0.03 0.55 ± 0.05 0.50 ± 0.03 0.62 ± 0.01 0.46 ± 0.04 0.53 ± 0.01

Attn-Others 0.53 ± 0.04 0.56 ± 0.04 0.50 ± 0.03 0.63 ± 0.03 0.50 ± 0.06 0.54 ± 0.01

Attn-All 0.53 ± 0.02 0.55 ± 0.04 0.53 ± 0.06 0.61 ± 0.03 0.50 ± 0.10 0.54 ± 0.02

Oracle* Prompt 0.56 ± 0.03 0.56 ± 0.03 0.55 ± 0.04 0.63 ± 0.03 0.54 ± 0.06 0.57 ± 0.01

Attn-Others 0.61 ± 0.04 0.67 ± 0.03 0.64 ± 0.04 0.63 ± 0.03 0.65 ± 0.04 0.64 ± 0.01

Attn-All 0.62 ± 0.03 0.68 ± 0.06 0.66 ± 0.05 0.65 ± 0.02 0.73 ± 0.05 0.67 ± 0.01

Table 1: Accuracy comparison ± 95% CI across various benchmarks using different uncertainty metrics (* the
oracle metric simulates a perfect metric) and communication methods with Mistral-7B. ‘MMLU-0’ and ‘MMLU-5’
represent 0 and 5-shot performance on MMLU respectively. The other benchmarks used zero-shot prompting. The
‘Average’ column shows the average performance over all benchmarks and the % increase over the standard debate.

Additionally, in order to prevent divide-by-zero368

errors during normalization, attention is not scaled369

when computing the embeddings for tokens within370

the prompt; it is only scaled when generating an-371

swer tokens.372

We explore two variants of attention scaling:373

• Attention-Others, where agent i only374

rescales attention to other agents’ tokens tj |375

j ̸= i376

• Attention-All, where agent i rescales atten-377

tion to other agents and itself, illustrated in378

Figure 3379

4 Experiment Design380

To evaluate these methods, an open source LLM381

is required, as implementing the attention scaling382

requires modifications to the model source code. In383

addition, the uncertainty metrics used are based on384

token probabilities that may not be readily available385

from closed-source models.386

We ran all of the experiments on Mistral-7B-387

Instruct-v0.2 (Jiang et al., 2023), and re-evaluated388

the most insightful ones on Llama-3-8B-Instruct389

(AI@Meta, 2024). Tokens were sampled with a390

temperature of 1 to ensure responses varied. In-391

stead of evaluating on the full datasets, which392

would be too expensive, we sampled 100 ques-393

tions from each. We evaluated every combination394

of uncertainty metric and communication method395

on these samples five times, and report the mean396

accuracy across the five runs ± the 95% confidence397

interval.398

Parameter Details

LLMs Mistral-7B, Llama-3-8B
Temperature 1
Unc. Metrics Entropy, TokenSAR, Oracle
Benchmarks MMLU Broad knowledge

GSM8k Math problems
TruthfulQA Misconceptions
Arithmetic Random equations

Prompting MMLU: 0/5-shot for Mistral
Others: 0-shot

Questions 100 sampled per benchmark
Repetitions 5 runs per method
Debate Setup 3 agents, 3 rounds, same LLM

Table 2: Experiment Design Summary

We evaluated on the following benchmarks: 399

1. MMLU (Hendrycks et al., 2021): A dataset 400

of multiple-choice questions across various 401

subjects. 402

2. GSM8k (Cobbe et al., 2021): A dataset of 403

free-response grade school math problems. 404

3. TruthfulQA (Lin et al., 2022b): A multiple- 405

choice dataset testing the model’s susceptibil- 406

ity to common misconceptions. 407

4. Arithmetic: An randomly generated set of 408

arithmetic problems in the form a+ b · c+ d 409

for the Mistral model and a+b·c+d−e·f for 410

the Llama model, where 0 ≤ a, b, c, d < 30. 411
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Metric Method MMLU-0 GSM8k TruthfulQA Arithmetic Average

— Standard 0.65 ± 0.03 0.81 ± 0.04 0.52 ± 0.02 0.52 ± 0.05 0.63 ± 0.01

Entropy Prompt 0.61 ± 0.02 0.84 ± 0.05 0.54 ± 0.05 0.53 ± 0.05 0.63 ± 0.02

Attn-Others 0.64 ± 0.06 0.81 ± 0.03 0.56 ± 0.05 0.53 ± 0.08 0.63 ± 0.02

Attn-All 0.66 ± 0.03 0.81 ± 0.03 0.56 ± 0.04 0.53 ± 0.05 0.64 ± 0.01

Oracle* Prompt 0.67 ± 0.03 0.87 ± 0.02 0.58 ± 0.04 0.55 ± 0.05 0.67 ± 0.01

Attn-Others 0.78 ± 0.05 0.90 ± 0.03 0.67 ± 0.02 0.56 ± 0.06 0.73 ± 0.02

Attn-All 0.75 ± 0.03 0.90 ± 0.02 0.68 ± 0.04 0.56 ± 0.05 0.72 ± 0.01

Table 3: Accuracy comparison ± 95% CI across various benchmarks using different uncertainty metrics (* the
oracle metric simulates a perfect metric) and communication methods with Llama-3-8B. Zero-shot prompting was
used for all benchmarks. The ‘Average’ column shows the average performance over all benchmarks and the %
increase over the standard debate.

For MMLU on Mistral-7B, we tested both zero-412

shot and 5-shot prompting with examples from the413

original MMLU repository’s1 dev set. For other414

benchmarks, we used only zero-shot prompting.415

The prompts used are shown in Appendix C.416

The debates involved three agents and three417

rounds, with all agents using the same LLM. In418

the first round, each agent answered the question419

individually. In the following rounds, each agent420

was given other agents’ responses, and used this421

information to refine their answers. A full example422

debate is shown in Appendix A. The final answer423

was determined by a majority vote after the third424

round. This workflow is illustrated in Figure 2.425

5 Results426

In this section, we first analyze the effectiveness of427

each uncertainty incorporation method, and then428

analyze the effectiveness of the uncertainty metrics.429

5.1 Uncertainty Incorporation Methods430

Table 1 presents a comparison of the results ob-431

tained with Mistral-7B using different combina-432

tions of uncertainty metrics (Mean Token Entropy,433

TokenSAR, and Oracle) and methods (Confidence434

in Prompt, Attention-Others, and Attention-All).435

As a baseline, the performance of a standard 3-436

agent, 3-round debate without any uncertainty met-437

rics is also shown. Overall, Attention-All was the438

top-performing method, achieving the highest av-439

erage accuracy across all three uncertainty metrics.440

It was the only method that consistently matched441

or exceeded the performance of the standard multi-442

agent debate on all benchmarks. Table 3 presents443

the results using Llama-3-8B. The findings show444

1https://github.com/hendrycks/test

that with the Oracle uncertainty metric, the atten- 445

tion scaling methods significantly outperformed 446

confidence communication via prompting. How- 447

ever, when using mean token entropy, the perfor- 448

mance gains were minimal, suggesting that mean 449

token entropy may not be as effective on Llama-3- 450

8B as it was on Mistral-7B. 451

As shown in Figure 4, Attention-All demon- 452

strates the most significant accuracy improvements 453

as the AUROC of the uncertainty metric increases, 454

with a slope of 0.59 compared to 0.45 for Attention- 455

Others and 0.17 for Confidence in Prompt. The ac- 456

curacy improvement ratio compares the method’s 457

accuracy to the accuracy observed in a standard de- 458

bate. AUROC, the area under the receiver operating 459

characteristic curve, represents the probability that 460

a correct answer is assigned a lower uncertainty 461

than an incorrect one. A random uncertainty metric 462

would have an AUROC of 0.5, while a perfect one 463

would have an AUROC of 1. 464

5.2 Uncertainty Metrics 465

The best-performing uncertainty metric was, by 466

definition, the Oracle metric. Mean Token Entropy 467

ranked next, with debates using it typically achiev- 468

ing higher average accuracies than debates using 469

TokenSAR, as shown in Table 1. Mean Token En- 470

tropy achieved an average AUROC across all exper- 471

iments of 0.627, compared to 0.617 for TokenSAR. 472

Full AUROC results are shown in Appendix B. 473

To further analyze the uncertainty metrics and 474

understand their impact, Figure 5 presents the dis- 475

tributions of uncertainties for responses contain- 476

ing correct answers versus incorrect answers from 477

Mistral-7B across all benchmarks and uncertainty 478

incorporation methods. 479
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Figure 4: Plots showing the percent increase in accuracy over standard debate versus uncertainty metric AUROC for
a given combination of benchmark, uncertainty metric, and trial using Mistral-7B. A higher AUROC indicates better
metric performance. The plots are titled by uncertainty incorporation method and color-coded by the uncertainty
metric used. The trendlines show that attention-based methods, especially Attention-All, lead to more substantial
performance gains as AUROC increases compared to methods that incorporate confidence directly into the prompt.
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measured by the uncertainty metrics Mean Token Entropy and TokenSAR. Generally, correct answers exhibit
lower uncertainties than incorrect ones, indicating that although not perfect, uncertainty metrics are useful for
distinguishing between accurate responses and those where the agent may be hallucinating.

The left plot illustrates the uncertainties when480

using Mean Token Entropy, while the right plot481

depicts uncertainties when using TokenSAR. As482

shown in Table 1, Mean Token Entropy achieved483

slightly higher accuracy than TokenSAR on aver-484

age. Examining the average uncertainties for cor-485

rect and incorrect responses, Mean Token Entropy486

has a ratio of average correct to average incorrect487

of 1.264, compared to 1.258 for TokenSAR. This488

suggests that Mean Token Entropy slightly outper-489

forms TokenSAR in differentiating between cor-490

rect and incorrect responses, while also being less491

computationally demanding. However, the perfor-492

mance difference is minimal and falls within the493

margin of error.494

6 Conclusion 495

We introduce DebUnc, a framework that integrates 496

model uncertainty into multi-agent debates. By in- 497

corporating confidence levels, agents can assess the 498

reliability of their peers and make more informed 499

decisions when responses differ. Confidence is es- 500

timated using an uncertainty metric and conveyed 501

through either attention scaling, which adjusts to- 502

ken weights based on confidence levels, or direct 503

inclusion in prompts. Our results show that atten- 504

tion scaling outperforms textual prompts, highlight- 505

ing that LLMs can process information beyond 506

traditional text inputs. This technique is broadly 507

applicable to scenarios where certain parts of the in- 508

put should be prioritized, and we encourage further 509

exploration of its potential. 510
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7 Limitations511

One limitation of DebUnc is its reliance on open-512

source LLMs, as attention scaling requires code513

modifications, and token probabilities may not be514

accessible from proprietary models. Additionally,515

attention scaling is sensitive to the order of agent516

responses within the prompt. For example, if agent517

2’s response precedes agent 3’s, unidirectional at-518

tention allows agent 2 to influence agent 3’s tokens,519

potentially leaking information from agent 2 even520

if agent 3 is more confident.521

Ethics Statement522

Deploying large language models (LLMs) to the523

general public requires them to be trustworthy and524

reliable, particularly in high-risk scenarios. This525

concern gains more importance when LLMs inter-526

act within agent frameworks. We foresee a future527

where LLMs interact with other LLMs to achieve528

complex tasks. In this work, we take a step towards529

achieving reliable communication among agents530

by incorporating uncertainty estimations.531
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A Example Debate757

This is a full debate on zero-shot MMLU using Mistral-7B as the LLM. It uses the Confidence in Prompt758

method for incorporating uncertainty with the Oracle uncertainty metric. For conciseness, the user prompts759

for rounds 2 and 3 use “<agent i response>" to reference the response from agent i in the previous round.760

Agent 1 Agent 2 Agent 3

User, Round 1

Answer the following multiple choice question. The last line of your response should be of the following format: ’Answer: $LETTER’ (without
quotes) where LETTER is one of ABCD. Think step by step before answering.

Which of these combinations of clinical features is most suggestive of mixed mitral valve disease with a predominance of mitral
regurgitation?
A. Displaced apex beat; soft first heart sound; pan-systolic murmur; short mid-diastolic murmur
B. Irregularly, irregular pulse; displaced apex beat; ejection systolic murmur; short mid-diastolic murmur
C. Displaced apex beat; normal first heart sound; pan-systolic murmur; long mid-diastolic murmur
D. Tapping apex beat; loud first heart sound; pan-systolic murmur; long mid-diastolic murmur

Assistant, Round 1

Based on the given clinical features, option
C: Displaced apex beat; normal first heart
sound; pan-systolic murmur; long
mid-diastolic murmur is least suggestive of
mixed mitral valve disease with a
predominance of mitral regurgitation.

The features most suggestive of mixed mitral
valve disease with a predominance of mitral
regurgitation are:

1. Displaced apex beat: This can occur due
to chronic volume overload or dilatation of
the left ventricle from mitral regurgitation.
2. Soft or absent first heart sound: This can
be due to the decreased force of mitral valve
closure during diastole.
3. Pan-systolic murmur: This is typically
heard in mitral regurgitation due to the
continuous regurgitant jet throughout the
cardiac cycle.
4. Long mid-diastolic murmur: This can
occur due to the continued mitral regurgitant
jet during diastole.

Therefore, the correct answer is:

A. Displaced apex beat; soft first heart
sound; pan-systolic murmur; long
mid-diastolic murmur

Answer: A

Based on the given clinical features, the
combination most suggestive of mixed mitral
valve disease with a predominance of mitral
regurgitation would be:

C. Displaced apex beat; normal first heart
sound; pan-systolic murmor; long
mid-diastolic murmur

Explanation:
The presence of a displaced apex beat and a
pan-systolic murmur points towards mitral
valve disease. However, the duration and
timing of the additional diastolic murmur
helps distinguish the underlying etiology. A
long mid-diastolic murmur is more
suggestive of functional mitral regurgitation,
which is a component of mixed mitral valve
disease with a predominance of mitral
regurgitation. Therefore, option C is the
correct answer.

Answer: C

The combination of a displaced apex beat, a
pan-systolic murmor, and a long
mid-diastolic murmur is most suggestive of
mitral stenosis. Thus, the answer to the
question is D. however, we were asked for a
combination that is most suggestive of mixed
mitral valve disease with a predominance of
mitral regurgitation. With this in mind, the
correct answer is: C. Displaced apex beat;
normal first heart sound; pan-systolic
murmur; long mid-diastolic murmur

Explanation: Mixed mitral valve disease
refers to a condition in which both mitral
regurgitation and mitral stenosis are present.
The presence of a predominantly regurgitant
jet suggests a more advanced state of the
disease.
A displaced apex beat can be seen in
conditions of volume overload, such as
mitral regurgitation, and is less common in
mitral stenosis. A normal first heart sound
and a long mid-diastolic murmur are more
likely to be heard in mitral regurgitation than
mitral stenosis, as they represent the opening
and closing of the mitral valve during
diastole. Therefore, option C, with a
displaced apex beat, normal first heart sound,
and a long mid-diastolic murmur, is the most
suggestive of mixed mitral valve disease
with a predominance of mitral regurgitation.

Answer: C.
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Agent 1 (cont.) Agent 2 (cont.) Agent 3 (cont.)

User, Round 2

These are solutions and confidence values
from 1 to 10 (higher means more confident)
to the problem from other agents:

One agent solution (confidence level is 1):
“‘<agent 2 response>“‘

One agent solution (confidence level is 1):
“‘<agent 3 response>“‘

Based off the opinion of other agents, can
you give an updated response? Do not
mention your confidence. Think step by step
before answering. The last line of your
response should be of the following format:
’Answer: $LETTER’ (without quotes) where
LETTER is one of ABCD.

These are solutions and confidence values
from 1 to 10 (higher means more confident)
to the problem from other agents:

One agent solution (confidence level is 10):
“‘<agent 1 response>“‘

One agent solution (confidence level is 1):
“‘<agent 3 response>“‘

Based off the opinion of other agents, can
you give an updated response? Do not
mention your confidence. Think step by step
before answering. The last line of your
response should be of the following format:
’Answer: $LETTER’ (without quotes) where
LETTER is one of ABCD.

These are solutions and confidence values
from 1 to 10 (higher means more confident)
to the problem from other agents:

One agent solution (confidence level is 10):
“‘<agent 1 response>“‘

One agent solution (confidence level is 1):
“‘<agent 2 response>“‘

Based off the opinion of other agents, can
you give an updated response? Do not
mention your confidence. Think step by step
before answering. The last line of your
response should be of the following format:
’Answer: $LETTER’ (without quotes) where
LETTER is one of ABCD.

Assistant, Round 2

Based on the information provided by the
other agents, the combination most
suggestive of mixed mitral valve disease
with a predominance of mitral regurgitation
is:

A. Displaced apex beat; soft first heart
sound; pan-systolic murmur; long
mid-diastolic murmur.

The presence of a displaced apex beat, soft
first heart sound, and prolonged pan-systolic
murmur indicate mitral valve disease. The
duration and timing of the diastolic murmur
can be used to distinguish between mitral
stenosis and mitral regurgitation. A long,
holodiastolic murmur is more commonly
heard in mitral regurgitation than mitral
stenosis. Therefore, the presence of a long
mid-diastolic murmur with a displaced apex
beat and soft first heart sound suggests
mixed mitral valve disease with a
predominance of mitral regurgitation.

Answer: A.

Based on the clinical features provided and
the consensus of other agents, option C:
Displaced apex beat; normal first heart
sound; pan-systolic murmur; long
mid-diastolic murmur is the most suggestive
of mixed mitral valve disease with a
predominance of mitral regurgitation.

Answer: C.

Based on the discussions among different
agents, the most suggestive combination of
clinical features for mixed mitral valve
disease with a predominance of mitral
regurgitation is:

A. Displaced apex beat; soft first heart
sound; pan-systolic murmur; long
mid-diastolic murmur

Explanation:
Mixed mitral valve disease is characterized
by the co-existence of mitral stenosis and
mitral regurgitation. The presence of a
displaced apex beat, soft first heart sound,
pan-systolic murmur, and long mid-diastolic
murmur can suggest a diagnosis of mixed
mitral valve disease with a predominance of
mitral regurgitation. The displaced apex beat
can occur due to chronic volume overload or
dilatation of the left ventricle, as seen in
mitral regurgitation. The soft or absent first
heart sound can be due to the decreased force
of mitral valve closure in mitral regurgitation.
The pan-systolic murmur is typically heard
in mitral regurgitation due to the continuous
regurgitant jet throughout the cardiac cycle.
The long mid-diastolic murmur can occur
due to the continued mitral regurgitant jet
during diastole. Therefore, the combination
of these clinical findings, A. Displaced apex
beat; soft first heart sound; pan-systolic
murmur; long mid-diastolic murmur, is most
suggestive of mixed mitral valve disease
with a predominance of mitral regurgitation.

Answer: A.
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Agent 1 (cont.) Agent 2 (cont.) Agent 3 (cont.)

User, Round 3

These are solutions and confidence values
from 1 to 10 (higher means more confident)
to the problem from other agents:

One agent solution (confidence level is 1):
“‘<agent 2 response>“‘

One agent solution (confidence level is 10):
“‘<agent 3 response>“‘

Based off the opinion of other agents, can
you give an updated response? Do not
mention your confidence. Think step by step
before answering. The last line of your
response should be of the following format:
’Answer: $LETTER’ (without quotes) where
LETTER is one of ABCD.

These are solutions and confidence values
from 1 to 10 (higher means more confident)
to the problem from other agents:

One agent solution (confidence level is 10):
“‘<agent 1 response>“‘

One agent solution (confidence level is 10):
“‘<agent 3 response>“‘

Based off the opinion of other agents, can
you give an updated response? Do not
mention your confidence. Think step by step
before answering. The last line of your
response should be of the following format:
’Answer: $LETTER’ (without quotes) where
LETTER is one of ABCD.

These are solutions and confidence values
from 1 to 10 (higher means more confident)
to the problem from other agents:

One agent solution (confidence level is 10):
“‘<agent 1 response>“‘

One agent solution (confidence level is 1):
“‘<agent 2 response>“‘

Based off the opinion of other agents, can
you give an updated response? Do not
mention your confidence. Think step by step
before answering. The last line of your
response should be of the following format:
’Answer: $LETTER’ (without quotes) where
LETTER is one of ABCD.

Assistant, Round 3

Based on the discussions among different
agents, the combination of clinical features
most suggestive of mixed mitral valve
disease with a predominance of mitral
regurgitation is:

A. Displaced apex beat; soft first heart
sound; pan-systolic murmur; long
mid-diastolic murmur.

Explanation:
Mixed mitral valve disease is defined as the
presence of both mitral stenosis and mitral
regurgitation. The clinical presentation of
mixed mitral valve disease can vary
depending on the severity and predominance
of each component.

A displaced apex beat, soft first heart sound,
pan-systolic murmur, and long mid-diastolic
murmur are more indicative of mitral
regurgitation than mitral stenosis. The
displaced apex beat can result from the
increased volume load in the left ventricle
due to mitral regurgitation. A soft or absent
first heart sound may be heard in mitral
regurgitation due to the decreased force of
mitral valve closure, while the pan-systolic
murmur and long mid-diastolic murmur are
characteristic features of mitral regurgitation.

Therefore, the combination of these clinical
findings, A. Displaced apex beat; soft first
heart sound; pan-systolic murmur; long
mid-diastolic murmur, is most suggestive of
mixed mitral valve disease with a
predominance of mitral regurgitation.

Answer: A.

Based on the consensus of other agents, the
combination most suggestive of mixed mitral
valve disease with a predominance of mitral
regurgitation is: A. Displaced apex beat; soft
first heart sound; pan-systolic murmur; long
mid-diastolic murmur.

Answer: A.

Based on the information provided by
various agents and the consensus reached,
the combination of clinical features most
suggestive of mixed mitral valve disease
with a predominance of mitral regurgitation
is:

A. Displaced apex beat; soft first heart
sound; pan-systolic murmur; long
mid-diastolic murmur

Here’s the explanation:
The presence of a displaced apex beat and a
pan-systolic murmur suggest mitral valve
disease. However, the duration and timing of
the diastolic murmur can help distinguish
between mitral stenosis and mitral
regurgitation. Mitral regurgitation is more
commonly associated with a long,
holodiastolic or mid-diastolic murmur, while
mitral stenosis typically has a short,
mid-diastolic murmur. In this scenario, the
long mid-diastolic murmur, along with the
displaced apex beat and soft first heart sound,
makes mixed mitral valve disease with a
predominance of mitral regurgitation the
most likely diagnosis. Therefore, the answer
is:

Answer: A.
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B Full Uncertainty Metric Results 761

Estimator Method MMLU-0 MMLU-5 GSM8k Arithmetic TruthfulQA Avg.

Entropy Prompt 0.630 0.637 0.711 0.631 0.585 0.639
Attn-Others 0.628 0.611 0.696 0.598 0.563 0.619
Attn-All 0.647 0.618 0.716 0.573 0.568 0.624

TokenSAR Prompt 0.633 0.612 0.710 0.615 0.566 0.627
Attn-Others 0.622 0.602 0.694 0.600 0.557 0.615
Attn-All 0.621 0.592 0.684 0.591 0.553 0.608

Oracle Prompt 1.000 1.000 1.000 1.000 1.000 1.000
Attn-Others 1.000 1.000 1.000 1.000 1.000 1.000
Attn-All 1.000 1.000 1.000 1.000 1.000 1.000

Table 4: This table displays the uncertainty metric AUROC values for each experiment run with Mistral-7B.
‘MMLU-0’ denotes zero-shot prompting on MMLU, while ‘MMLU-5’ represents 5-shot prompting. The other
benchmarks used zero-shot prompting. The ‘Avg.’ column shows the average AUROC for all tests. By definition,
the Oracle metric achieved perfect AUROC scores. Among the remaining metrics, Mean Token Entropy delivered
slightly better performance than TokenSAR despite being cheaper to run.
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C Prompts762

The table below displays the prompts used to facilitate the debates. Text in green is only included when763

using the Confidence in Prompt method, and text in blue is specific to each debate.764

Benchmark Prompt Type Prompt

MMLU Initial, 0-shot Answer the following multiple choice question. The last line of your response should
be of the following format: ’Answer: $LETTER’ (without quotes) where LETTER is
one of ABCD. Think step by step before answering.

<question>

Initial, 5-shot Answer the following multiple choice question.

Examples:

<5 example questions and answers>

—

YOUR TASK

Answer the following question. Think step by step before answering. The
last line of your response should be of the following format: ’Answer: $LETTER’
(without quotes) where LETTER is one of ABCD.

<question>

Debate These are solutions and confidence values from 1 to 10 (higher means more confident)
to the problem from other agents:

One agent solution (confidence level is c): <agent response>

One agent solution (confidence level is c): <agent response>

Based off the opinion of other agents, can you give an updated response? Do
not mention your confidence. Think step by step before answering. The last line
of your response should be of the following format: ’Answer: $LETTER’ (without
quotes) where LETTER is one of ABCD.

GSM8k Initial Answer the following math problem. The last line of your response should be of the
following format: ’Answer: $INTEGER’ (without quotes) where INTEGER is the
integer answer. Think step by step before answering.

<question>

Debate These are solutions and confidence values from 1 to 10 (higher means more confident)
to the problem from other agents:

One agent solution (confidence level is c): <agent response>

One agent solution (confidence level is c): <agent response>

Based off the opinion of other agents, can you provide an updated response?
The original problem is:

<question>

Do not mention your confidence. The last line of your response should be of
the following format: ’Answer: $INTEGER’ (without quotes) where INTEGER is the
integer answer.
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Benchmark Prompt Type Prompt

Arithmetic Initial What is the result of <a+b*c+d>? State the final answer at the end of your response.

Debate These are solutions and confidence values from 1 to 10 (higher means more confident)
to the problem from other agents:

One agent solution (confidence level is c): <agent response>

One agent solution (confidence level is c): <agent response>

Based off the opinion of other agents, can you provide an updated answer?
Do not mention your confidence. State the final answer at the end of your response.

TruthfulQA Initial Answer the following multiple choice question:

<question>

Think step by step before answering. The last line of your response should
be of the following format: ’Answer: $LETTER’ (without quotes) where LETTER is
one of <options>.

Debate These are the selections and confidence values from 1 to 10 (higher means more
confident) from other agents:

One agent solution (confidence level is c): <agent response>

One agent solution (confidence level is c): <agent response>

Can you double check that your response is correct? Do not mention your
confidence. The last line of your response should be of the following format: ’Answer:
$LETTER’ (without quotes) where LETTER is one of <options>.
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