
Wasserstein Gradient Flows of MMD Functionals with
Distance Kernel and Cauchy Problems on Quantile Functions

Richard Duong∗ Viktor Stein∗ Robert Beinert∗ Johannes Hertrich†

Gabriele Steidl∗

August 15, 2024

Abstract
We give a comprehensive description of Wasserstein gradient flows of maximum mean dis-

crepancy (MMD) functionals Fν := MMD2
K(·, ν) towards given target measures ν on the real

line, where we focus on the negative distance kernel K(x, y) := −|x − y|. In one dimension, the
Wasserstein-2 space can be isometrically embedded into the cone C(0, 1) ⊂ L2(0, 1) of quantile
functions leading to a characterization of Wasserstein gradient flows via the solution of an
associated Cauchy problem on L2(0, 1). Based on the construction of an appropriate counter-
part of Fν on L2(0, 1) and its subdifferential, we provide a solution of the Cauchy problem.
For discrete target measures ν, this results in a piecewise linear solution formula. We prove
invariance and smoothing properties of the flow on subsets of C(0, 1). For certain Fν-flows this
implies that initial point measures instantly become absolutely continuous, and stay so over
time. Finally, we illustrate the behavior of the flow by various numerical examples using an
implicit Euler scheme and demonstrate differences to the explicit Euler scheme, which is easier
to compute, but comes with limited convergence guarantees.

1 Introduction
Wasserstein gradient flows have been examined in stochastic analysis for a long time and recently
received increasing interest in machine learning, leading to intriguing research questions that often
fall outside the scope of the existing theory, see, e.g., [15, 23, 29]. In this paper, we concentrate on
Wasserstein gradient flows of MMD functionals Fν := MMD2

K(·, ν) towards given target measures
ν. Wasserstein gradient flows of MMDs with smooth kernels K like, e.g., the Gaussian one, preserve
absolutely continuous measures as well as empirical measures, so that in the latter case, just the
movement of particles has to be taken into account [2]. For non-smooth kernels like, e.g., the
negative distance kernel, the properties of the measure can heavily vary during the flow. Figure 1
shows the simple example of a Wasserstein gradient flow on the line starting from an initial measure
µ0 = δ−1 towards the target measure ν = δ0, where the behavior of the flow changes completely,
see also Example 6.8.
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Figure 1: Wasserstein gradient flow of Fν from δ−1 towards ν = δ0. The absolutely continuous
part is visualized by its density in blue (area equals mass) and the atomic part by the red dotted
vertical line (height equals mass). The flow changes immediately from a point measure to a uniform
one with increasing support. It stays absolutely continuous until approaching the target support
point 0. Then it becomes the sum of an absolutely continuous measure and a discrete one, where
the weight of the latter increases in time, see [24].

In general, the characterization of Wasserstein gradient flows of MMD functionals with non-
smooth kernels appears to be complicated. For the interaction energy, which is only one part of
the MMD functional, we refer to [25] and in relation with potential theory to [14]; for functionals
which are the sum of the interaction energy and a potential energy from C1(Rd) which are moreover
geodesically convex, see [13]. Existence and global convergence results of MMD flows with the
Coulomb kernel were proven in [8].

However, the flow examination can be simplified in one dimension, since in this case the Wasser-
stein spaces can be isometrically embedded into the cone C(0, 1) ⊂ L2(0, 1) of quantile functions of
measures. The flow of just the interaction energy, and also for a system of two interacting mea-
sures, was considered in [7, 12], see Remark 4.6. The recent preprint [20] investigates a non-local
conservation law, where the interaction kernel is Lipschitz continuous and supported on the neg-
ative half line. Another special case, namely with a single point target measure was treated in
[24]. Discretized versions of Fν in the one-dimensional case and their convergence properties to
the continuous setting were considered in [17, 18, 22]. Our work is also different from the recent
article [27], where the functional is a porous-medium type approximation of the interaction energy
for the Riesz (or Coulomb) kernel −|x − y|r with r ∈ (−1, 0), and the kernel −|x − y|r for r > 1 but
not r = 1 is covered by the results in [11]. Further, connections between continuity equations and,
more generally, scalar conservation laws in one dimension and their associated PDEs on quantile
functions related to various Wasserstein-p distances were explored, e.g., in [10, 21, 30], but focusing
on the longtime behavior of solutions. Here, we refer to the overview paper [19].

In this paper, we consider the flow of the whole MMD functional with attraction term and
repulsion term for arbitrary starting and target measures, concentrating on the negative distance
kernel K(x, y) := −|x−y|. Taking the isometric embedding into account, a functional Fν on C(0, 1)
can be associated to the MMD functional Fν on the Wasserstein space. We construct a continuous
extension of this functional Fν to the space L2(0, 1) and compute its subdifferential. Then, starting
with a measure µ0 with quantile function Qµ0 , we characterize the Wasserstein gradient flow of Fν

via γt := (g(t))#Λ(0,1), where g is the unique strong solution of the associated Cauchy problem on

2



L2(0, 1): {
∂tg(t) ∈ −∂Fν(g(t)), t ∈ (0, ∞),
g(0) = Qµ0 .

Indeed, the strong solution of the Cauchy problem exists and stays within the cone C(0, 1), i.e.,
quantile functions remain quantile functions. We identify further interesting invariant subset of
C(0, 1), in which the Fν-flow remains once it has started there. In particular, we prove that the Fν-
flow preserves continuity and Lipschitz properties of the initial datum Qµ0 under suitable conditions
on the target Qν . This includes cases where point masses cannot form during the flow – in contrast
to the example given by Figure 1. Also, the phenomenon, where initial point masses immediately
explode into absolutely continuous measures, is covered by our smoothing result, see Theorem 6.5.
This smoothing effect is driven by the repulsive nature of the interaction energy part of our MMD
functional, see also [7, 12]. But note that in our case, the potential energy part in conjunction with
a fixed target measure ν plays a fundamental role, whether or not this smoothing property can
come into effect, and remain over time – see again Figure 1.

Moreover, we discuss the explicit pointwise solution gs of the Cauchy problem at continuity
points s ∈ (0, 1) of the quantile function Qν and show that the family of these functions determines
the solution of the Cauchy problem via [g(t)](s) = gs(t). Furthermore, based on Euler backward
and forward schemes, we illustrate the flow by some numerical examples.

Outline of the paper. In Section 2, we recall Wasserstein gradient flows, and especially flows
on the line in Section 3. We take great care of the relation between quantile functions and cumula-
tive density functions (CDFs) of probability measures and recall properties of maximal monotone
operators on Hilbert spaces which we need later. Finally, we formulate our central characterization
of Wasserstein gradient flows by the solution of a Cauchy problem in L2(0, 1). The MMD and the
functional Fν := MMD2

K(·, ν) with the distance kernel is introduced in Section 4. We determine
a continuous functional Fν on L2(0, 1) whose restriction to C(0, 1) is associated with Fν , mean-
ing that it fulfills Fν(µ) = Fν(Qµ) for all measures µ in the Wasserstein space. We compute the
subdifferential of Fν and show that the related Cauchy problem produces indeed a flow that stays
within the cone C(0, 1). In Section 5, we provide a solution of the pointwise Cauchy problem and
show that it also determines the overall solution. In particular, an explicit solution formula is given
for discrete target measures ν. Section 6 deals with invariance and smoothing properties of our
gradient flows. We show that certain Fν-flows preserve (and improve) Lipschitz properties of the
initial quantile Qµ0 by describing the time evolution of the Lipschitz constants. Also, we prove for
general targets ν that the support of the starting measure stays convex and grows monotonically.
Finally, Section 7, briefly introduces Euler backward and forward schemes and illustrates properties
of the flow by numerical examples. The appendix collects auxiliary and additional material.

2 Wasserstein Gradient Flows
Let M(Rd) denote the space of σ-additive, signed Borel measures and P(Rd) the set of proba-
bility measures on Rd. For µ ∈ M(Rd) and a measurable map T : Rd → Rn, the push-forward
of µ via T is given by T#µ := µ ◦ T −1. We consider the Wasserstein space P2(Rd) := {µ ∈
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P(Rd) :
∫
Rd ∥x∥2

2 dµ(x) < ∞} equipped with the Wasserstein distance W2 : P2(Rd) × P2(Rd) →
[0, ∞),

W 2
2 (µ, ν) := min

π∈Γ(µ,ν)

∫
Rd × Rd

∥x − y∥2
2 dπ(x, y), µ, ν ∈ P2(Rd), (1)

where Γ(µ, ν) := {π ∈ P2(Rd ×Rd) : (π1)#π = µ, (π2)#π = ν} and πi(x) := xi, i = 1, 2 for
x = (x1, x2), see e.g., [41, 42]. Further, ∥ · ∥2 denotes the Euclidean norm on Rd. The set of optimal
transport plans π realizing the minimum in (1) is denoted by Γopt(µ, ν).

A curve γ : I → P2(Rd) on an interval I ⊂ R, is called a geodesic if there exists a constant
C ≥ 0 such that

W2(γt1 , γt2) = C|t2 − t1|, for all t1, t2 ∈ I.

There also exists the notion of generalized geodesics, which in one dimension coincides with that of
geodesics, so we do not introduce it here.

The Wasserstein space is a geodesic space, meaning that any two measures µ, ν ∈ P2(Rd) can
be connected by a geodesic. For λ ∈ R, a function F : P2(Rd) → (−∞, ∞] is called λ-convex
along geodesics if, for every µ, ν ∈ dom(F) := {µ ∈ P2(Rd) : F(µ) < ∞}, there exists at least one
geodesic γ : [0, 1] → P2(Rd) between µ and ν such that

F(γt) ≤ (1 − t) F(µ) + t F(ν) − λ
2 t(1 − t) W 2

2 (µ, ν), t ∈ [0, 1].

In the case λ = 0, we just speak about convex functions.
Let L2,µ denote the Bochner space of (equivalence classes of) functions ξ : Rd → Rd with

∥ξ∥2
L2,µ

:=
∫
Rd ∥ξ(x)∥2

2 dµ(x) < ∞. The (regular) tangent space at µ ∈ P2(Rd) is given by

TµP2(Rd) := {λ(T − Id) : (Id, T )#µ ∈ Γopt(µ, T#µ), λ > 0}
L2,µ

.

For a proper and lower semicontinuous (lsc) function F : P2(Rd) → (−∞, ∞] and µ ∈ P2(Rd), the
reduced Fréchet subdifferential ∂ F(µ) at µ consists of all ξ ∈ L2,µ satisfying

F(ν) − F(µ) ≥ inf
π∈Γopt(µ,ν)

∫
R2d

⟨ξ(x), y − x⟩ dπ(x, y) + o(W2(µ, ν)) (2)

for all ν ∈ P2(Rd).
A curve γ : I → P2(Rd) is (locally) p-absolutely continuous for p ∈ [1, ∞] [1, Def. 1.1.1] if there

exists a m ∈ Lp(I,R) (resp. Lp,loc(I,R)) such that

W2(γt, γs) ≤
∫ t

s

m(r) dr for all s, t ∈ I, s < t,

and we omit the p if p = 1. By [1, Thm. 8.3.1], if γ is absolutely continuous, then there exists a Borel
velocity field v of functions vt : Rd → Rd with with

∫
I

∥vt∥L2,γt
dt < ∞ such that the continuity

equation
∂tγt + ∇x · (vt γt) = 0 (3)

holds on I × Rd in the distributive sense, i.e., for all φ ∈ C∞
c (I × Rd) it holds∫

I

∫
Rd

∂tφ(t, x) + vt(x) · ∇x φ(t, x) dγt(x) dt = 0.
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A locally 2-absolutely continuous curve γ : (0, ∞) → P2(Rd) with velocity field vt ∈ TγtP2(Rd) is
called Wasserstein gradient flow with respect to F : P2(Rd) → (−∞, ∞] if

vt ∈ −∂ F(γt) for a.e. t > 0.

We have the following theorem which holds also true in Rd when switching to so-called gener-
alized geodesics, see [1, Thm. 11.2.1].

Theorem 2.1 (Existence and uniqueness of Wasserstein gradient flows). Let F : P2(R) → (−∞, ∞]
be bounded from below, lower semicontinuous (lsc) and λ-convex along geodesics and µ0 ∈ dom(F).
Then there exists a unique Wasserstein gradient flow γ : (0, ∞) → P2(R) with respect to F with
γ(0+) = µ0. Furthermore, the piecewise constant curves constructed from the iterates of the mini-
mizing movement scheme

µn+1 := arg min
µ∈P2(Rd)

{
F(µ) + 1

2τ
W 2

2 (µn, µ)
}

, τ > 0, (4)

i.e., γτ defined by γτ |(nτ,(n+1)τ ] := µn, n = 0, 1, . . ., converge locally uniformly to γ as τ ↓ 0.
If λ > 0, then F admits a unique minimizer µ̄ ∈ P2(R) and we observe exponential convergence:

W2(γt, µ̄) ≤ e−λtW2(µ0, µ̄) and F(γt) − F(µ̄) ≤ e−2λt
(

F(µ0) − F(µ̄)
)
.

If λ = 0 and µ̄ is a minimizer of F , then we have

F(γt) − F(µ̄) ≤ 1
2t

W 2
2 (µ0, µ̄).

3 Wasserstein Gradient Flows in 1D
In the following, we recall that P2(R) can be isometrically embedded into L2(0, 1) via so-called
quantile functions. This reduces Wasserstein gradient flows in one dimension to the consideration
of gradient flows in the Hilbert space L2(0, 1), or more precisely, in the cone of quantile functions.
We will see in the main Theorem 3.5 of this section, that we have finally to deal with a Cauchy
inclusion problem.

The cumulative distribution function (CDF) of ν ∈ P(R) is given by

R+
ν : R → [0, 1], R+

ν (x) := ν
(
(−∞, x]

)
,

and its quantile function by

Qν : (0, 1) → R, Qν(s) := min{x ∈ R : R+
ν (x) ≥ s}.

Remark 3.1. It is easy to check that Qµ is strictly increasing if and only if R+
µ is continuous.

Further, Qµ is continuous if and only if R+
µ is strictly increasing on (R+

µ )−1(0, 1).

We will also need the function

R−
ν : R → [0, 1], R−

ν (x) := ν
(
(−∞, x)

)
.
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Figure 2: Functions R+
µ (left), R−

µ (middle) and Qµ (right) for a discrete measure µ :=
∑4

k=1 wkδxk

with Wk :=
∑k

j=1 wj .

The functions R+
ν , R−

ν and Qν are monotonically increasing with only countably many discontinu-
ities. They are visualized for a discrete measure in Fig. 2. For a nice overview on quantile functions
in convex analysis, see also [36]. If ν({x}) = 0 for all x ∈ R, then the functions Rν := R−

ν = R+
ν are

continuous. In general, the points of continuity x ∈ R of R+
ν and R−

ν coincide, and there it holds
R−

ν (x) = R+
ν (x). Generally, we have R−

ν ≤ R+
ν such that

[R−
ν (x), R+

ν (x)] ̸= ∅ for all x ∈ R .

Both R−
ν and Qν are left-continuous and, since they are increasing, also lower semicontinuous (lsc),

whereas R+
ν is right-continuous and, since it is increasing, upper semicontinuous (usc). Further, we

have for x ∈ R that

R+
ν (x) =


max{s ∈ (0, 1) : Qν(s) ≤ x}, if x ∈ [inf Qν(s), sup Qν(s)),
1, if x ≥ sup Qν(s),
0, if x < inf Qν(s),

(5)

where the infimum and supremum is taken over all s ∈ (0, 1), and

R−
ν (x) = sup{s ∈ (0, 1) : Qν(s) < x} for x > inf

s∈(0,1)
Qν(s). (6)

Note that formula (5) is different from an erroneous one in [36]. Moreover, it holds the Galois
inequality, which states that

Qν(s) ≤ x if and only if s ≤ R+
ν (x), (7)

The quantile functions of measures in P2(R) form a closed, convex cone

C(0, 1) := {f ∈ L2(0, 1) : f is increasing (a.e.)},

see also Remark A.1 in the appendix.
By the following theorem, see, e.g., [41, Thm. 2.18], the mapping µ 7→ Qµ is an isometric

embedding of P2(R) into L2(0, 1).

Theorem 3.2. For µ, ν ∈ P2(R), the quantile function Qµ ∈ C(0, 1) satisfies µ = (Qµ)#Λ(0,1) with
the Lebesgue measure Λ on (0, 1) and

W 2
2 (µ, ν) =

∫ 1

0
|Qµ(s) − Qν(s)|2 ds.

6



Thus, instead of working with F : P2(R) → (−∞, ∞], we can just deal with associated functions

F : L2(0, 1) → (−∞, ∞] with F (Qµ) := F(µ).

Note that this relation determines F only on C(0, 1) and several extension to the whole space
L2(0, 1) are possible. One possibility would be to extend F outside of C(0, 1) by ∞. Yet, later in
this work we will deal with a continuous extension of a specific functional which is everywhere finite
on L2(0, 1).

Now, instead of the (reduced) Fréchet subdifferential (2), we will use the regular subdifferential
of functions F : L2(0, 1) → (−∞, ∞] defined by

∂F (u) :=
{

v ∈ L2(0, 1) : F (w) ≥ F (u) + ⟨v, w − u⟩ + o(∥w − u∥) for all w ∈ L2(0, 1)
}

.

If F is convex, then the o-term can be skipped.
The following theorem collects well-known properties of subdifferential operators on Hilbert

spaces [3]. Here, the domain of a multivalued operator A : L2(0, 1) → 2L2(0,1) is denoted by
dom(A) := {u ∈ L2(0, 1) : Au ̸= ∅}.

Theorem 3.3. Let F : L2(0, 1) → (−∞, ∞] be proper and convex. Then ∂F : L2(0, 1) → 2L2(0,1)

is a monotone operator, i.e. for every ui and vi ∈ ∂F (ui), i = 1, 2 it holds

⟨u1 − u2, v1 − v2⟩ ≥ 0.

If F is in addition lsc, then ∂F is maximal monotone and thus for any ε > 0,

Range(I + ε∂F ) =
⋃

u∈L2(0,1)

(I + ε∂F )(u) = L2(0, 1).

Moreover, ∂F is a closed operator, dom(F ) = dom(∂F ) and the resolvent

J∂F
ε := (I + ε∂F )−1 : L2(0, 1) → L2(0, 1)

is single-valued.

Concerning the λ-convexity and lower semicontinuity of F , we have the following proposition,
whose proof is given in the appendix.

Proposition 3.4. If F : C(0, 1) → (−∞, ∞] is λ-convex, then F(µ) := F (Qµ), µ ∈ P2(R), is
λ-convex along geodesics. If F is lsc, then the same holds true for F .

The next theorem is central for our further considerations. It characterizes Wasserstein gradient
flows by the solution of a Cauchy problem, where we have to ensure that the solution remains in
the cone C(0, 1). To this end, recall that given an operator A : dom(A) ⊆ L2(0, 1) → 2L2(0,1) and
an initial function g0 ∈ L2(0, 1), a strong solution g : [0, ∞) → L2(0, 1) of the Cauchy problem{

∂tg(t) + Ag(t) ∋ 0, t ∈ (0, ∞),
g(0) = g0,

(8)

is a function g ∈ W 1
1

(
(0, T ]; L2(0, 1)

)
∩ C

(
[0, ∞); L2(0, 1)

)
for any T > 0 which meets the initial

condition and solves the differential inclusion in (8) pointwise for a.e. t > 0, where ∂tg(t) denotes
the strong derivative of g at t.
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Theorem 3.5. Let F : L2(0, 1) → (−∞, ∞] be a proper, convex and lsc function. Assume that
for all (small) ε > 0, the resolvent J∂F

ε maps C(0, 1) into itself. Then, for any initial datum
g0 ∈ C(0, 1) ∩ dom(∂F ), the Cauchy problem{

∂tg(t) + ∂F (g(t)) ∋ 0, t ∈ (0, ∞),
g(0) = g0,

(9)

has a unique strong solution g : [0, ∞) → C(0, 1) which is expressible by the exponential formula

g(t) = e−t∂F g0 := lim
n→∞

(
I + t

n
∂F

)−n

g0. (10)

The curve γt := (g(t))#Λ(0,1) has quantile functions Qγt = g(t) and is a Wasserstein gradient flow
of F with γ(0+) = (g0)#Λ(0,1).

Proof. 1. By assumption, ∂F is the subdifferential of a proper, convex and lsc function, and hence
maximal monotone by Theorem 3.3. By standard results of semigroup theory, see e.g., Theorem A.2,
there exists a strong solution g : [0, ∞) → L2(0, 1) of (9) satisfying the exponential formula (10). It
remains to show that starting in g0 ∈ C(0, 1), the solution remains in the cone C(0, 1). Indeed, since
J∂F

ε maps C(0, 1) into itself, we can conclude that
(
I + t

n ∂F
)−n

g0 ∈ C(0, 1) for all n ∈ N. Since
C(0, 1) is closed in L2(0, 1), this also holds true when the limit in (10) is taken, hence g(t) ∈ C(0, 1)
for all t ≥ 0.

2. Let γt := (g(t))#Λ(0,1). First, we show that γ is locally 2-absolutely continuous. By Theo-
rem A.2, the function g is Lipschitz continuous, so there exists a L > 0 such that for all s, t ≥ 0
with s < t we have

W2(γt, γs) = ∥g(t) − g(s)∥L2(0,1) ≤ L(t − s) =
∫ t

s

L dτ,

where the first equality is due to Theorem 3.2. Since the constant function m ≡ L is in L∞([0, ∞)),
the curve γ : [0, ∞) → (P2(R), W2) is locally 2-absolutely continuous.

Next, we show that the velocity field vt of γt from (3) fulfills vt ∈ −∂ F(γt). To calculate vt, we
exploit [1, Prop 8.4.6] stating that, for a.e. t ∈ (0, ∞), the velocity field satisfies

0 = lim
τ↓0

W2(γt+τ , (Id + τ vt)#γt)
τ

= lim
τ↓0

W2(g(t + τ)#Λ(0,1),
(
g(t) + τ (vt ◦ g(t))

)
#Λ(0,1))

τ

Since vt ∈ Tγt
P2(Rd), there exists a τ̃ > 0 such that (id, id +τ̃ vt)#γt becomes an optimal transport

plan. Moreover, [1, Lem 7.2.1] implies that the transport plans remain optimal for all 0 < τ ≤ τ̃ .
For small τ > 0, the mappings id +τvt are thus optimal and, especially, monotonically increasing.
Consequently, the functions g(t) + τ(vt ◦ g(t)) are also monotonically increasing, and their left-
continuous representatives are quantile functions. Employing the isometry to L2(0, 1), we hence
obtain

0 = lim
τ↓0

∥∥∥g(t + τ) − g(t)
τ

− vt ◦ g(t)
∥∥∥

L2(0,1)
= ∥∂tg(t) − vt ◦ g(t)∥L2(0,1).

8



Thus, by construction (9) of g, we see that vt ◦ g(t) ∈ −∂F (g(t)) for a.e. t. In particular, for any
µ ∈ P2(R), we obtain

0 ≤ F (Qµ) − F (g(t)) +
∫ 1

0
(vt ◦ g(t)) (s)

(
Qµ(s) − (g(t)) (s)

)
ds

= F(µ) − F(γt) +
∫
R × R

vt(x) (y − x) dπ(x, y),

where π := (g(t), Qµ)#Λ(0,1). By Theorem 3.2, the plan π is optimal between γt and µ, see also
[41, Thm. 2.18]. By [31, Thm. 16.1(i),(ii)], we also know that π is unique, so (2) yields that
vt ∈ −∂ F(γt).

By the same arguments as in the proof of Theorem 3.5, we have the following corollary concerning
invariant subsets of C(0, 1) of F -flows.

Corollary 3.6. Let D ⊂ C(0, 1) be a closed subset and let F : L2(0, 1) → (−∞, ∞] be a proper,
convex and lsc function. Assume that for all (small) ε > 0, the resolvent J∂F

ε maps D into itself.
Then, the solution of the Cauchy problem (9) starting in g0 ∈ D fulfills g(t) ∈ D for all t ≥ 0.

4 Flows of MMD with Distance Kernel
In this paper, we are mainly interested in Wasserstein gradient flows of MMD functionals Fν :
P2(R) → [0, ∞) for the negative distance kernel. After introducing these functionals, we will define
an associated functional Fν : L2(0, 1) → R with Fν(Qµ) = Fν(µ). More precisely, we will extend
Fν from C(0, 1) to L2(0, 1) such that its subdifferential can be easily computed.

MMDs are defined with respect to kernels K : Rd ×Rd → R. In this paper, we are interested in
the negative distance kernel

K(x, y) := −|x − y|, (11)

which is symmetric and conditionally positive definite of order one. Then we define

MMD2
K(µ, ν) := 1

2

∫
Rd × Rd

K(x, y) dµ(x) dµ(y) −
∫
Rd × Rd

K(x, y) dµ(x) dν(y) (12)

+ 1
2

∫
Rd × Rd

K(x, y) dν(x) dν(y).

The square root of the above formula defines a distance on P2(Rd) for many kernels of interest
including the negative distance kernel (11). In particular, we have that MMDK(µ, ν) ≥ 0 with
equality if and only if µ = ν. Fixing the target measure ν, the third summand becomes a constant
and we may consider the MMD functional

Fν(µ) := 1
2

∫
Rd × Rd

K(x, y) dµ(x) dµ(y) −
∫
Rd × Rd

K(x, y) dµ(x) dν(y).

The first summand is known as interaction energy, while the second one is called potential energy
of Vν :=

∫
Rd K(·, y) dν(y).

9



In the following, we are exclusively interested in d = 1 and the negative distance kernel (11).
Note that the MMD of the negative distance kernel is also known as energy distance [39, 40] and
that in one dimension we have a relation to the Cramer distance

MMD2
K(µ, ν) =

∫ ∞

−∞
(Rµ(x) − Rν(x))2 dx,

see [38, 26]. More precisely, we will deal with Wasserstein gradient flows of

Fν(µ) = −1
2

∫
R × R

|x − y| dµ(x) dµ(y) +
∫
R × R

|x − y| dµ(x) dν(y). (13)

In dimensions d ≥ 2, neither the interaction energy nor the whole MMD2
K functional with the

negative distance kernel are λ-convex along geodesics, see [25], so that Theorem 2.1 does not apply.
We will see that this is different on the real line. Note that in 1D, but not in higher dimensions,
λ-convexity along geodesics implies the stronger property of λ-convexity along so-called generalized
geodesics.

Next, we propose an associated functional of (13) on L2(0, 1), which is determined on C(0, 1) by
Fν(µ) = Fν(Qµ). We consider the functional Fν : L2(0, 1) → R defined by

Fν(u) :=
∫ 1

0

(
(1 − 2s)

(
u(s) − Qν(s)

)
+

∫ 1

0
|u(s) − Qν(t)| dt

)
ds (14)

=
∫ 1

0
f (s, u(s)) ds,

where f : (0, 1) × R → R is given by

f(s, u) := (1 − 2s)
(
u − Qν(s)

)
+ H(u), H(u) :=

∫ 1

0
|u − Qν(t)| dt. (15)

Indeed, by the following lemma, whose proof can be found in [24], the functional Fν is associated
to Fν .

Lemma 4.1. For Fν in (13), the functional Fν : L2(0, 1) → R defined by (14) fulfills Fν(Qµ) =
Fν(µ) for all µ ∈ P2(R).

By the next lemma, whose proof is given in the appendix, the functional Fν has further desirable
properties.

Lemma 4.2. The functional Fν : L2(0, 1) → R in (14) is convex and continuous.

The subdifferential of Fν can be computed explicitly.

Lemma 4.3 (Subdifferential of Fν). For u ∈ L2(0, 1), it holds

∂Fν(u) =
{

f ∈ L2(0, 1) : (16)
f(s) ∈ 2

[
R−

ν

(
u(s)

)
, R+

ν

(
u(s)

)]
− 2s for a.e. s ∈ (0, 1)

}
.

In particular, we have dom(∂Fν) = L2(0, 1).
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Proof. It holds h ∈ ∂Fν(u) if and only if

h(s) ∈ ∂
[
f(s, ·)

](
u(s)

)
for a.e. s ∈ (0, 1),

see, e.g., [35, Cor. 1B] or [37, Thm. 10.39]. Now,

∂
[
f(s, ·)

]
(u) = (1 − 2s) + ∂H(u), (17)

so that it remains to consider the second summand. Recall that for the convex, one-dimensional
function H, we have ∂H(u) = [D−H(u), D+H(u)] with the one-sided derivatives

D±H(u) := lim
λ↓0

H(u ± λ) − H(u)
λ

.

Let ht(u) := |u − Qν(t)| in the definition (15) of H. Then we conclude by Lebesgue’s dominated
convergence theorem that

D±H(u) = lim
λ↓0

H(u ± λ) − H(u)
λ

= lim
λ↓0

∫ 1

0

ht(u ± λ) − ht(u)
λ

dt

=
∫ 1

0
lim
λ↓0

ht(u ± λ) − ht(u)
λ

dt =
∫ 1

0
D±ht(u) dt,

and consequently

∂H(u) =
[∫ 1

0
D−ht(u) dt,

∫ 1

0
D+ht(u) dt

]
.

Next, we have

D−ht(u) = D+ht(u) = 1 if u > Qν(t),
D−ht(u) = D+ht(u) = −1 if u < Qν(t),
D−ht(u) = −1, D+ht(u) = 1 if u = Qν(t),

so that we obtain by (5) and (6) the value∫ 1

0
D−ht(u) dt =

∫ R−
ν (u)

0
1 dt +

∫ R+
ν (u)

R−
ν (u)

−1 dt +
∫ 1

Rν (u)+
−1 dt = 2R−

ν (u) − 1

and similarly
∫ 1

0 D+ht(u) dt = 2R+
ν (u) − 1. This implies

∂H(u) = 2[R−
ν (u), R+

ν (u)] − 1

and by (17) finally
∂

[
f(s, ·)

]
(u) = 2

[
R−

ν

(
u(s)

)
, R+

ν

(
u(s)

)]
− 2s.

By the following lemma, J∂Fν
ε fulfills the invariance condition from Theorem 3.5.

Lemma 4.4. Let Fν be defined by (14). Then, J∂Fν
ε maps C(0, 1) into itself for all ε > 0.
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Proof. Let ε > 0 be arbitrarily fixed and h ∈ C(0, 1). By Theorem 3.3 and Lemma 4.2, we have that
Range(I + ε

2 ∂Fν) = L2(0, 1), so we obtain the existence of u ∈ L2(0, 1) fulfilling h ∈
(
I + ε

2 ∂Fν

)
u.

The explicit representation of ∂Fν in Lemma 4.3 yields

u(s) + ε[R−
ν (u(s)), R+

ν (u(s))] ∋ h(s) + εs for a.e. s ∈ (0, 1). (18)

We have to show that u ∈ C(0, 1). Since h + ε(·) ∈ C(0, 1), there exists a null set N ⊂ (0, 1) such
that outside of N , h + ε(·) is increasing and (18) holds. Assume that u /∈ C(0, 1). Then, there exist
s1, s2 ∈ (0, 1) outside of N with s1 < s2 and u(s1) > u(s2). But since R−

ν (u(s1)) − R+
ν (u(s2)) =

ν((u(s2), u(s1)) ≥ 0, it follows that

h(s1) + εs1 ≥ u(s1) + εR−
ν (u(s1)) > u(s2) + εR+

ν (u(s2)) ≥ h(s2) + εs2,

contradicting that h + ε(·) is increasing outside of N , and the proof is finished.

Combining the results from Lemmas 4.2 and 4.4, we can apply Theorem 3.5 to Fν . By Propo-
sition 3.4, the properties of Fν carry over to Fν , thus Theorem 2.1 applies to Fν . Together, we
obtain the following theorem.

Theorem 4.5. Let Fν and Fν be defined by (13) and (14), respectively. Then the Cauchy problem{
∂tg(t) ∈ −∂Fν(g(t)), t ∈ (0, ∞),
g(0) = Qµ0 ,

(19)

has a unique strong solution g, and the associated curve γt := (g(t))#Λ(0,1) is the unique Wasserstein
gradient flow of Fν .

Finally, let us briefly have a look at the results of the paper [7] (based on [6]) concerning only
the interaction energy part of the MMD functional.

Remark 4.6. The authors of [7] showed a similar result as Theorem 4.5, but only for the interaction
energy part E(µ) = 1

2
∫
Rd × Rd K(x, y) dµ(x) dµ(y) of the MMD (12). More precisely, they derived

two equivalent criteria for a curve γ : (0, ∞) → P2(R) to be a Wasserstein gradient flow with respect
to E. The first characterization is that the distributions functions Rt := R+

γ(t) solve

∂tRt(x) + ∂x(R2
t (x) − Rt(x)) = 0

subject to some minimum entropy condition. Second, this can be characterized via quantile func-
tions. That is, γ is a Wasserstein gradient flow with respect to E if and only if its quantile functions
Qt := Qγ(t) solve the L2-subgradient inclusion

− d
dt

Qt ∈ ∂E(Qt), where E(g) =
{∫ 1

0 (1 − 2s)g(s) ds, if g ∈ C(0, 1),
∞, otherwise,

for almost every t > 0. Based on this representation, they can explicitly compute the Wasserstein
gradient flow with respect to E via the quantile function Qγ(t)(s) = Qγ(0)(s)+t(2s−1) and prove that
γ(t) is absolutely continuous for all t > 0. These results were extended in [12], where the authors
consider gradient flows for the functional MMD2

K : P2(R)×P2(R) → R and the related PDE system.
In contrast to our setting, these gradient flows are defined on P2(R)×P2(R), i.e., they consider two
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interacting measures (species), while on our side, the second entry is fixed as the target measure ν.
Using again the embedding of the Wasserstein space into L2(0, 1), they prove that gradient flows exist
and that they remain absolutely continuous whenever the initial measures are absolutely continuous.
Stability of stationary states of singular interaction energies and differentiable potentials on R with
bounded, compactly supported initial data is studied in [21].

5 Explicit Solution of the Cauchy Problem
Having the subdifferential of Fν in (16) in mind, we first aim to find a solution of the pointwise
Cauchy problem, i.e., for fixed s ∈ (0, 1) we are interested in{

∂tgs(t) ∈ 2s − 2[R−
ν (gs(t)), R+

ν (gs(t))], for a.e. t > 0,

gs(0) = Qµ0(s),
(20)

satisfying gs(t) = [g(t)](s). Since the proposed method works in the same way for the left- and
right-continuous version of the CDF, we use R±

ν to indicate one of them.

Lemma 5.1 (Pointwise solution). Let ν, µ0 ∈ P2(R). For any fixed continuity point s ∈ (0, 1) of
Qν , the curve

gs(t) :=
{

Φ−1
ν,s

(
2t

)
, t < Ts,

Qν(s), otherwise,
(21)

is a strong solution of (20), where Ts := 1
2 Φν,s (Qν(s)) and

Φν,s(x) :=
∫ x

Qµ0 (s)

(
s − R±

ν (z)
)−1 dz

with x ∈ [min{Qµ0(s), Qν(s)}, max{Qµ0(s), Qν(s)}]. In particular, the inclusion in (20) holds true
for every t ∈ (0, ∞), where ġs(t) exists.

Proof. 1. First, assume that s ∈ (0, 1) is any point such that Qµ0(s) < Qν(s). Since R− ≤ R+

and by the Galois inequality (7), we have for any z < Qν(s) that R±
ν (z) < s. Hence (s − R±

ν (z))−1

exists and Φν,s(x) is finite for all x < Qν(s). For x = Qν(s) we distinguish two cases.
Case 1: Φν,s(Qν(s)) = ∞. Fix any x̂ < Qν(s). Then, Φν,s : [Qµ0(s), x̂] → [0, ∞) is absolutely
continuous, and its derivative exists a.e. and is given by

Φ′
ν,s(x) =

(
s − R±

ν (x)
)−1

> 0, for a.e. x ∈ [Qµ0(s), x̂].

By a result of Zareckii [4, 33], the function Φν,s : [Qµ0(s), x̂] → [0, Φν,s(x̂)] is invertible, and its
inverse is also absolutely continuous with derivative

(Φ−1
ν,s)′(t) = 1

Φ′
ν,s(Φ−1

ν,s(t))
= s − R±

ν (Φ−1
ν,s(t)), for a.e. t ∈ [0, Φν,s(x̂)].

Hence, by definition (21), the function gs is absolutely continuous on [0, 1
2 Φν,s(x̂)), and it holds

ġs(t) = 2s − 2R±
ν (gs(t)), for a.e. t ∈ [0,

1
2Φν,s(x̂)).
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Considering the above arguments, we notice that gs is differentiable at t if and only if gs(t) is a
continuity point of R±

ν , i.e. R+
ν (gs(t)) = R−

ν (gs(t)). Since Φν,s(x̂) ↑ ∞ for x̂ ↑ Qν(s), we see that gs

is a strong solution of (20).
Case 2: Φν,s(Qν(s)) < ∞. Then above arguments with x̂ = Qν(s) show that gs is absolutely
continuous on [0, Ts), and it holds

ġs(t) = 2s − 2R±
ν (gs(t)), for a.e. t ∈ [0, Ts).

By the continuity of Φ−1
ν,s : [0, 2Ts] → [Qµ0(s), Qν(s)] and by construction of gs, we conclude that

gs is continuous in Ts. Since gs ≡ Qν(s) on [Ts, ∞), it is absolutely continuous on the whole half-
line [0, ∞). On the one hand, (7) immediately yields s ≤ R+

ν (Qν(s)), and on the other hand, its
negation s > R+

ν (x) ≥ R−
ν (x) for x < Qν(s) implies s ≥ R−

ν (Qν(s)) due to the left-continuity of
R−

ν . For this reason, we finally have

ġs(t) = 0 ∈ 2s − 2[R−
ν (Qν(s)), R+

ν (Qν(s))] for all t ∈ [Ts, ∞),

which means that gs is a strong solution of (20).
2. Next, assume that s ∈ (0, 1) is a continuity point of Qν such that Qµ0(s) > Qν(s). Then Galois
inequality (7) together with the fact that s is a continuity point of Qν implies for z > Qν(s) that
R±

ν (z) > s. Now, the rest follows analogously as in the first part.
3. For the case Qµ0(s) = Qν(s), we clearly get the constant solution, and the proof is done.

Next we show that the curve g : [0, ∞) → C(0, 1) is differentiable almost everywhere and solves
the original L2 problem (19).

Theorem 5.2 (L2 solution). The family

{gs in (21) : s ∈ (0, 1) is a continuity point of Qν}

strongly solves (19) via [g(t)](s) := gs(t).

Proof. Since (21) is a strong solution of (20), it holds for a.e. t > 0 that

|ġs(t)| ≤ |2s − 2R±
ν (gs(t))| ≤ 4.

Since gs is absolutely continuous in t, this implies that gs : [0, ∞) → R is Lipschitz continuous for
a.e. fixed s ∈ (0, 1), and therefore, g : [0, ∞) → L2(0, 1) is Lipschitz continuous. In particular, g is
differentiable at a.e. t > 0, i.e., for any differentiability point t̂ > 0 outside a null set, the sequence
of functions

∂tg(t̂) := lim
h→0

g(t̂ + h) − g(t̂)
h

converges in L2(0, 1). In particular, this holds true for any positive zero sequence (hn)n∈N. Then,
there exists a subsequence (hnk

)k and a null set Nt̂ ⊂ (0, 1) such that

[∂tg(t̂)](s) = lim
k→∞

gs(t̂ + hnk
) − gs(t̂)

hnk

for all s ∈ (0, 1) \ N t̂ .

Now, fix s ∈ (0, 1) \ Nt̂ which is also a continuity point of Qν . By Theorem A.2, the strong solution
gs of (20) solves

d+

dt
gs(t) ∈ 2s − 2[R−

ν (gs(t)), R+
ν (gs(t))]

14



Qµ0 (s) ≤ Qν(s) Qµ0 (s) ≥ Qν(s)

ℓs Wℓs−1 < s < Wℓs Wℓs−1 < s < Wℓs

ks xks ≤ Qµ0 (s) < xks+1 xks−1 < Qµ0 (s) ≤ xks

xs,j xks+j xks−j j = 1, . . . , |ℓs − ks|
Rs,j Wks+j Wks−j−1 j = 0, . . . , |ℓs − ks| − 1

Table 1: Quantities from Corollary 5.3, where Wk :=
∑k

j=1 wj and x0 := −∞, xn+1 := ∞.

even for every t > 0, where d+

dt denotes the right derivative. Altogether, for the choice t = t̂, it
follows

[∂tg(t̂)](s) = lim
k→∞

gs(t̂ + hnk
) − gs(t̂)

hnk

= d+

dt
gs(t̂) ∈ 2s − 2[R−

ν (gs(t̂)), R+
ν (gs(t̂))].

This proves that g is a strong solution of (19), and we are done.

Next, we apply the explicit solution formula (21) to describe the flow from an arbitrary starting
measure µ0 ∈ P2(R) to a discrete measure ν.

Corollary 5.3 (Point measure target). Let

ν :=
n∑

j=1
wjδxj

with weights 0 < wj ≤ 1 fulfilling
∑n

j=1 wj = 1 and x1 < x2 < · · · < xn. Then the strong solution
of (19) is given by

[g(t)](s) :=


Qµ0(s) + 2 (s − Rs,0) t, t ∈ [ts,0, ts,1),
xs,j + 2 (s − Rs,j) (t − ts,j), t ∈ [ts,j , ts,j+1),
Qν(s), t ≥ ts,|ℓs−ks|,

where
ts,0 := 0, ts,1 := xs,1−Qµ0 (s)

2(s−Rs,0) , ts,j+1 := ts,j + xs,j+1 − xs,j

2(s − Rs,j) ,

for j ∈ {1, . . . , |ℓs − ks| − 1}, and the quantities ℓs, ks, xs,j , Rs,j are given in Table 1.

Proof. Recall that gs is either monotonically increasing or monotonically decreasing until it hits
the target quantile function Qν(s). The values Rs,j in Table 1 denote the values of the constant
plateaus, which the solution passes. The values xs,j denote the locations where the derivative
jumps. Solving (20) piecewise gives the stated explicit form.

In Figure 3 we illustrate that from a pointwise view, the flow gs changes only linearly over
time. However, since all quantities in Table 1, especially the time points ts,j corresponding to
the discontinuities of the derivative, depend non-linearly on s ∈ (0, 1), the actual evolution of the
quantile function itself, becomes highly non-linear. This is illustrated in the following example.
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t

Qµ0
(s)

xks

xks−1

xks−2

xks−j

Qν(s) = xℓs

. . .

ts,1 ts,2 ts,j. . . . . . ts,ks−ℓs

t

xks+j

Qν(s) = xℓs

xks+2

xks+1

Qµ0
(s)

xks

. . .

. . .

ts,1 ts,2 . . . ts,j . . . ts,|ks−ℓs|

Figure 3: The map [0, ∞) → R, t 7→ [g(t)](s) for a s ∈ (0, 1) with Qµ(s) < Qν(s) (left) and
Qµ(s) > Qν(s) (right). The slopes of the affine linear pieces, determined by s − Rs,j , decrease for
increasing t, that is, for increasing j.

Example 5.4. Let
µ0 := 1

3 δ−1 + 1
3 δ1/2 + 1

3 δ2 and ν := 1
4 δ0 + 3

4 δ1.

The evolution of the quantile function can be computed as

[g(t)](s) =


min{2st − 1, 0}, s ∈ (0, 1

4 ),
(22), s ∈ ( 1

4 , 1
3 ),

min{( 1
2 − t

4 ) + 2st, 1}, s ∈ ( 1
3 , 2

3 ),
max{(2 − 2t) − 2st, 1} s ∈ ( 2

3 , 1),

where

[g(t)]
∣∣
( 1

4 , 1
3 )(s) =


2st − 1, s ≤ t−1

1 (t),
1
4s − ( t

2 + 1) + 2st, t−1
1 (t) ≤ s ≤ t−1

2 (t),
1, t−1

2 (t) ≤ s

(22)

with the monotonically decreasing, continuous functions t1(s) := ts,1 and t2(s) := ts,2. Except for
s ∈ (1/4, 1/3), the quantile function is piecewise linear, which corresponds to uniform measures and
point measures. For s ∈ (1/4, 1/3), it becomes non-linear. The flow g(t)#Λ(0,1) is illustrated in
Figure 4.
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Figure 4: The Wasserstein gradient flow between the point measures in Example 5.4. The gray
regions illustrate the density of the absolute continuous part of the flow, whereas the red spikes
illustrate the discrete part. In the lower row, the mass from δ−1 split up, and a portion moves
towards δ1. The movement speed of this portion, however, significantly decreases due to its attrac-
tion by δ0. Figuratively, the mass sticks to δ0 and can escape only slowly. For the corresponding
densities see Figure 14.

6 Invariant Subsets and Smoothing Properties of Fν-Flows
In this section, we are interested in invariant subsets of C(0, 1), i.e., subsets in which Fν-flows
remain once starting there. We also prove a smoothing result, where the Fν-flow immediately
becomes more regular than the initial datum.

Note that [9, p. 131, Prop. 4.5] generally characterizes conditions for closed subsets to be in-
variant. However, we take a more refined approach involving the resolvent J∂Fν

ε , the exponential
formula (10), and our explicit calculation (16) of ∂Fν . This approach will yield more precise results
– and is not limited to closed subsets.

As a starting point, recall that J∂Fν
ε maps C(0, 1) into itself by Lemma 4.4. By (16) this means:

For all ε > 0 and any h ∈ C(0, 1), there exists u ∈ C(0, 1) such that

u(s) + ε[R−
ν (u(s)), R+

ν (u(s))] ∋ h(s) + εs for a.e. s ∈ (0, 1). (23)

To simplify the following arguments and notations, we identify an (equivalence class) v ∈ C(0, 1)
with its unique left-continuous and increasing version, i.e. v := Qµv

, where µv := v#Λ(0,1), such
that v is uniquely defined everywhere on (0, 1) (and not only up to a null set) 1.

With the above identification of v ∈ C(0, 1) with its quantile function, the following lemma
shows that (23) holds everywhere on (0, 1).

1Further, we make the agreement to always exclude denominators of (difference) quotients being zero, implicitly.
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Lemma 6.1. Let ν ∈ P2(R) be arbitrary. Then, for any h ∈ C(0, 1) there exists u := J∂Fν

ε/2 h ∈
C(0, 1) such that

u(s) + ε[R−
ν (u(s)), R+

ν (u(s))] ∋ h(s) + εs for all s ∈ (0, 1). (24)

The proof is given in the appendix.

Now, let −∞ ≤ a ≤ b ≤ ∞ and L > 0. We will study the following closed subsets of C(0, 1):

I) bounded quantile functions:

D[a,b] := {Qµ ∈ C(0, 1) : Qµ(0, 1) ⊆ [a, b]} = {Qµ ∈ C(0, 1) : supp µ ⊆ [a, b]},

II) quantile functions admitting a lower L-Lipschitz condition:

D−
L := {Qµ ∈ C(0, 1) : L ≤ Qµ(s1) − Qµ(s2)

s1 − s2
for all s1, s2 ∈ (0, 1)},

III) L-Lipschitz continuous quantile functions:

D+
L := {Qµ ∈ C(0, 1) : Qµ(s1) − Qµ(s2)

s1 − s2
≤ L for all s1, s2 ∈ (0, 1)}.

We will also consider the following subset which is not closed in C(0, 1):

IV) continuous quantile functions:

Dc := {Qµ ∈ C(0, 1) : Qµ is continuous}

= {Qµ ∈ C(0, 1) : R+
µ is strictly increasing on (R+

µ )−1(0, 1)}
= {Qµ ∈ C(0, 1) : supp µ is convex}.

Note that the subset of quantile functions of absolutely continuous measures with respect to the
Lebesgue measure is also not closed in C(0, 1).

Next, we provide some examples of probability measures ν ∈ P2(R) and discuss to which of the
sets from above their quantile functions belong.

Example 6.2. i) For any atomic measure ν with a finite number of atoms we have Qν ∈ D[a,b]
for some a, b ∈ R and Qν ̸∈ D−

L for any L > 0.

ii) If ν defines a uniform distribution on [a, b], then its quantile function is s 7→ a + s(b − a).
Hence Qν ∈ D+

b−a ∩ D−
b−a ∩ D[a,b] ∩ Dc.

iii) For the normal distribution ν ∼ N (µ, σ2), we have supp ν = R, so Qν ∈ Dc, and that Qν(s) =
µ+

√
2σ erf−1(2s−1) is not Lipschitz continuous. However, Qν ∈ D−

L with L := (2πσ2) 1
2 . The

same is true for the Laplace distribution or a mixture of two normal distributions.

iv) The exponential, Pareto and folded norm distributions, see (33), have a support that is un-
bounded in only one direction, so their quantile functions belong to Dc ∩ D[a,∞) for some
a ∈ R. As above, these quantile functions do not belong to D+

L , but to D−
L .

Note that if µ ∈ P2(R) is absolutely continuous and Qµ ̸∈ D[a,b] for any a, b ∈ R, then we can not
have Qµ ∈ D+

L for any L > 0.

18



−4 −2 2 4

−0.5

0.5

1

R+
µ = R−

µ

0.2 0.4 0.6 0.8 1

−4

−2

2

Qµ

Figure 5: Left: R+
µ is 1

2 -Lipschitz continuous, since there is a “double cone” (white) with extremal
rays of slope 1

2 such that if it is centered at any point of the graph of R+
µ , then the graph has no

points within this double cone. Right: Qµ admits a lower 2-Lipschitz condition, since the white
double cone with extremal rays of slope 2 contains the whole graph of Qµ.

By the following Proposition 6.3, the above sets D±
L can be described in terms of CDFs instead

of quantile functions, see Figure 5.

Proposition 6.3. Let Qµ ∈ C(0, 1). Then the following holds true:

i) Qµ ∈ D−
L if and only if Rµ = R+

µ is 1
L -Lipschitz continuous, i.e.,

Rµ(x) − Rµ(y)
x − y

≤ 1
L

for all x, y ∈ R .

In this case, µ is absolutely continuous, and the above holds iff its density fµ fulfills

fµ ≤ 1
L

a.e. on R .

ii) Qµ ∈ D+
L if and only if R+

µ admits a lower 1
L -Lipschitz condition on (R+

µ )−1(0, 1), i.e.,

1
L

≤
R+

µ (x) − R+
µ (y)

x − y
for all x, y ∈ (R+

µ )−1(0, 1).

If µ is absolutely continuous, then the above holds iff its density fµ fulfills

1
L

≤ fµ a.e. on conv(supp µ).

The proof is given in the appendix.
The following proposition says that the support of flows cannot escape the convex hull of the

support of the target measure ν once they start there.
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Proposition 6.4 (Invariance of D[a,b]). Let ν ∈ P2(R) be such that conv(supp ν) ⊆ [a, b]. Then,
J∂Fν

ε maps D[a,b] into itself for all ε > 0. Hence, the solution of the Cauchy problem (19) starting
in g0 ∈ D[a,b] fulfills g(t) ∈ D[a,b] for all t ≥ 0.

Proof. Let h ∈ D[a,b] and consider a solution u ∈ C(0, 1) of (24). W.l.o.g., let a, b be finite (otherwise
there is nothing to show). Assume there exists s∗ ∈ (0, 1) such that

u(s∗) < a ≤ min(supp ν).

Then, it holds R−
ν (u(s∗)) = R+

ν (u(s∗)) = 0 and by (24) that

a > u(s∗) = h(s∗) + εs∗ ≥ a + εs∗,

which is a contradiction. Now, assume there is s∗ ∈ (0, 1) such that

u(s∗) > b ≥ max(supp ν).

Then, we obtain R−
ν (u(s∗)) = R+

ν (u(s∗)) = 1 and by (24) further

b < u(s∗) = h(s∗) + ε(s∗ − 1) ≤ b + ε(s∗ − 1),

again a contradiction. Together, we have proved u(s) ∈ [a, b] for every s ∈ (0, 1), which shows
u ∈ D[a,b]. The remaining claim follows by Corollary 3.6.

In order to prove invariance results for D−
L and D+

L , we define2 for given Qµ ∈ C(0, 1) the largest
lower Lipschitz constant

Llow(Qµ) := max{L ≥ 0 : Qµ(s1) − Qµ(s2)
s1 − s2

≥ L for all s1, s2 ∈ (0, 1)} ≥ 0,

where Llow(Qµ) = 0 is explicitly allowed. Note that by Proposition 6.3, it holds Llow(Qµ) > 0
if and only if Rµ is Lipschitz continuous with constant Llow(Qµ)−1. Further, consider the usual
smallest Lipschitz constant

Lip(Qµ) := min{L ≥ 0 : Qµ(s1) − Qµ(s2)
s1 − s2

≤ L for all s1, s2 ∈ (0, 1)} ≤ ∞.

By Proposition 6.3, it holds 0 < Lip(Qµ) < ∞ if and only if R+
µ admits a lower Lip(Qµ)−1-Lipschitz

condition on (R+
µ )−1(0, 1).

Now, we can formulate an invariance and smoothing property of Fν-flows. In addition, we can
accurately describe how the Lipschitz constants of the Fν-flow evolve over time. We start with the
lower constant.

Theorem 6.5. Let ν ∈ P2(R) with Llow(Qν) > 0. Consider any initial value g0 = Qµ0 ∈ C(0, 1),
where Llow(g0) = 0 is explicitly allowed. Then, the strong solution g : [0, ∞) → C(0, 1) of the
Cauchy problem (19) enjoys for all t > 0 the smoothing property

Llow(g(t)) ≥ Llow(g0) · e
− 2t

Llow(Qν ) + Llow(Qν) · (1 − e
− 2t

Llow(Qν ) ) > 0. (25)
2Notice that in the definitions of Llow(Qµ) and Lip(Qµ), “for all” can be replaced by “for almost all”, yielding

the same constants since Qµ is left-continuous.
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In particular, the CDF Rγt of the associated Wasserstein gradient flow γt is Lipschitz continuous
for any t > 0 with Lipschitz constant

Lip(Rγt) ≤
(

Llow(g0) · e
− 2t

Llow(Qν ) + Llow(Qν) · (1 − e
− 2t

Llow(Qν ) )
)−1

< ∞. (26)

Proof. i) First, let h ∈ C(0, 1) and ε > 0. By (24) and since R+
ν = R−

ν = Rν is continuous, there
exists a solution u ∈ C(0, 1) of

h(s) + εs = u(s) + εRν(u(s)) for all s ∈ (0, 1).

By the Lipschitz continuity of Rν , it holds for all s1, s2 ∈ (0, 1), s1 > s2, that

u(s1) − u(s2)
s1 − s2

= h(s1) − h(s2)
s1 − s2

+ ε − ε
Rν(u(s1)) − Rν(u(s2))

s1 − s2

≥ Llow(h) + ε − ε
1

Llow(Qν) · u(s1) − u(s2)
s1 − s2

,

which yields

u(s1) − u(s2)
s1 − s2

≥ Llow(h) + ε

q
, q := 1 + ε

Llow(Qν) .

This means Llow(u) ≥ Llow(h)+ε
q > 0. (Notice the improvement Llow(u) > 0, even if Llow(h) = 0.)

We have proved for any h ∈ C(0, 1) and any ε > 0 that

Llow((I + ε

2∂Fν)−1h) ≥ Llow(h) + ε

q
.

Now, fix n ∈ N and observe inductively that

Llow((I + ε

2∂Fν)−ng0) ≥
Llow((I + ε

2 ∂Fν)−(n−1)g0)
q

+ ε

q

≥
Llow((I + ε

2 ∂Fν)−(n−2)g0)
q2 + ε

q2 + ε

q
≥ . . .

≥ Llow(g0)
qn

+ ε

n∑
k=1

1
qk

= Llow(g0)
qn

+ ε

q
· 1 − q−n

1 − q−1

= Llow(g0)
qn

+ Llow(Qν)(1 − q−n).

Now, for t > 0 and choosing ε := 2t
n , it follows

Llow((I + t

n
∂Fν)−ng0) ≥ Llow(g0)

(1 + 2t
nLlow(Qν ) )n

+ Llow(Qν)(1 − (1 + 2t

nLlow(Qν) )−n)

n↑∞−→ Llow(g0) · e
− 2t

Llow(Qν ) + Llow(Qν) · (1 − e
− 2t

Llow(Qν ) ).
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Finally, the solution g : [0, ∞) → C(0, 1) of the Cauchy problem (19) is given by the exponential
formula (and L2-limit) (10) which implies

Llow(g(t)) ≥ Llow(g0) · e
− 2t

Llow(Qν ) + Llow(Qν) · (1 − e
− 2t

Llow(Qν ) ) > 0

for all t > 0, which concludes the proof.

Note that even if the initial measure satisfies Llow(g0) = 0 (e.g., atomic measures), the Lipschitz
continuity of the target CDF, i.e., Llow(Qν) > 0, is enough to force the flow’s CDFs to immediately
become Lipschitz continuous for any t > 0, and the Lipschitz constants exponentially improve for
t → ∞ towards the target Lipschitz constant Llow(Qν)−1 as described in (26).

The following example demonstrates that the bound (26) of the Lipschitz constants in Theo-
rem 6.5 is sharp.

Example 6.6. Consider as target measure ν the uniform distribution on [0, 1], and as initial
measure µ0 := δ0 the Dirac measure at 0. Then, for the corresponding CDFs, we get that

Rν(x) =


0, x ≤ 0,

x, 0 < x < 1,

1, x ≥ 1

is 1-Lipschitz continuous, whereas

R+
µ0

(x) =
{

0, x < 0,

1, x ≥ 0.

is a jump function. Still, the Fν-Wasserstein gradient flow γt immediately regularizes to uniform
distributions for t > 0 given by

Rγt
(x) =


0, x ≤ 0,

(1 − e−2t)−1x, 0 < x < 1 − e−2t,

1, x ≥ 1 − e−2t,

which are (1 − e−2t)−1-Lipschitz continuous. Thus, the upper bound of the Lipschitz constants (26)
is sharp.

Next, we deal with the upper Lipschitz constant.

Theorem 6.7. Let ν ∈ P2(R) such that supp ν = [a, b] and Lip(Qν) < ∞. Consider an initial
value g0 = Qµ0 ∈ C(0, 1) with convex support supp µ0 ⊆ [a, b] and Lip(g0) < ∞. Then, the strong
solution g : [0, ∞) → C(0, 1) of the Cauchy problem (19) fulfills for all t > 0 the invariance property

Lip(g(t)) ≤ Lip(g0) · e− 2t
Lip(Qν ) + Lip(Qν) · (1 − e− 2t

Lip(Qν ) ) < ∞. (27)

In particular, the CDF R+
γt

of the associated Wasserstein gradient flow γt admits a lower Lipschitz
constant on (R+

γt)−1(0, 1) for all t > 0, and the constant is

Llow(R+
γt

) ≥
(

Lip(g0) · e− 2t
Lip(Qν ) + Lip(Qν) · (1 − e− 2t

Lip(Qν ) )
)−1

> 0.
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Proof. If Lip(Qν) = 0, then by assumption, it holds supp µ0 ⊆ supp ν = {a}. Hence, the solution
of (19) is given by g(t) ≡ a for all t ≥ 0, and trivially satisfies (27). So, we can assume that
Lip(Qν) > 0. Now, let h ∈ D[a,b] with Lip(h) < ∞, and ε > 0. By Proposition 6.4, there exists a
solution u ∈ D[a,b] of (24). Let s1, s2 ∈ (0, 1), s1 > s2. W.l.o.g., we can assume that u(s2) < u(s1).
Hence, we can choose κ > 0 small enough such that a ≤ u(s2) < u(s1) − κ ≤ b. Now, by (24), it
holds

u(s1) ≤ h(s1) + εs1 − εR−
ν (u(s1))

and
u(s2) ≥ h(s2) + εs2 − εR+

ν (u(s2)).

By Proposition 6.3, R+
ν admits a lower Lip(Qν)−1-Lipschitz condition on

(R+
ν )−1(0, 1) = supp ν = [a, b], so that

u(s1) − u(s2)
s1 − s2

≤ h(s1) − h(s2)
s1 − s2

+ ε − ε
R−

ν (u(s1)) − R+
ν (u(s2))

s1 − s2

≤ h(s1) − h(s2)
s1 − s2

+ ε − ε
R+

ν (u(s1) − κ) − R+
ν (u(s2))

s1 − s2

≤ h(s1) − h(s2)
s1 − s2

+ ε − ε
1

Lip(Qν) · (u(s1) − κ) − u(s2)
s1 − s2

.

Letting κ ↓ 0 leads to

u(s1) − u(s2)
s1 − s2

≤ Lip(h) + ε − ε

Lip(Qν) · u(s1) − u(s2)
s1 − s2

,

which yields

u(s1) − u(s2)
s1 − s2

≤ Lip(h) + ε

q
, q := 1 + ε

Lip(Qν) .

This shows Lip(u) ≤ Lip(h)+ε
q < ∞. In other words, for any h ∈ D[a,b] with Lip(h) < ∞ and ε > 0,

it holds
Lip((I + ε

2∂Fν)−1h) ≤ Lip(h) + ε

q
.

Now, setting h := g0, we obtain the desired estimate (27) in the same lines as in the previous proof,
and we are done.

We mention that formally, the conditions Lip(Qν) < ∞ and Lip(Qµ0) = ∞ bring no improve-
ment in the estimate (27) for Lip(g(t)). Further, by the following example, the support assumption
in Theorem 6.7 cannot be skipped.

Example 6.8. In our example in the introduction, we considered the Wasserstein gradient flow
from µ0 = δ−1 to ν = δ0 with Lip(Qµ0) = Lip(Qν) = 0. By Corollary 5.3, the quantile functions
given by

[g(t)](s) = min{2st − 1, 0}. (28)
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Figure 6: The functions g(t) from (28) for t ∈ {0, 1
4 , 1

2 , 1, 2, 10}.

are piecewise linear and sharply contained in D+
2t, see Figure 6. In particular, the Lipschitz constants

cannot be bounded. The corresponding Wasserstein gradient flow reads as

γt =


δ−1, t = 0,
1
2t Λ[−1,−1+2t], 0 ≤ t ≤ 1

2 ,
1
2t Λ[−1,0] +

(
1 − 1

2t

)
δ0, 1

2 < t,

and was already depicted in Figure 1.

As a consequence of Theorems 6.5, 6.7 and their proofs, we immediately obtain the following
invariance properties of D−

L and D[a,b] ∩ D+
L with respect to the Fν-flow.

Corollary 6.9 (Invariance of D−
L and D+

L ∩ D[a,b]). Let ν ∈ P2(R).

i) Assume Qν ∈ D−
L . Then, the solution of the Cauchy problem (19) starting in g0 ∈ D−

L fulfills
g(t) ∈ D−

L for all t ≥ 0. More precisely, it holds (25). Moreover, J∂Fν
ε maps D−

L into itself for
all ε > 0.
In particular, if the initial measure µ0 has a L0-Lipschitz continuous CDF Rµ0 , then the flow’s
CDF Rγt remains Lipschitz (and thus absolutely) continuous with constant ≤ max{L0, L−1}
for all t ≥ 0.

ii) Assume supp ν = [a, b] and Qν ∈ D+
L . Then, the solution of the Cauchy problem (19) starting

in g0 ∈ D[a,b] ∩ D+
L fulfills g(t) ∈ D[a,b] ∩ D+

L for all t ≥ 0. More precisely, it holds (27).
Moreover, J∂Fν

ε maps D[a,b] ∩ D+
L into itself for all ε > 0.

In particular, if the initial measure µ0 has convex support supp µ0 ⊆ [a, b] and is in D+
L , then

γt has convex support for all t ≥ 0 and no ’gaps’ of empty mass can form3.

Note that in part i), no point masses can arise during the flow – given that the target measure
is Lipschitz continuous – as opposed to the example of Figure 1.

Finally, we study the set Dc of continuous quantile functions. By the following lemma, it is also
invariant with respect to the resolvent J∂Fν

ε .
3This particular invariance property of Fν -flows concerning the convexity of supports, we will generalize to arbi-

trary target measures ν ∈ P2(R) further below.
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Lemma 6.10. Let ν ∈ P2(R) be arbitrary. Then, J∂Fν
ε maps Dc into itself for all ε > 0.

Proof. For h ∈ Dc, we consider a solution u ∈ C(0, 1) of (24). Suppose that u is not continuous at
some s0 ∈ (0, 1). Since u is left-continuous and increasing, we have limt↓s0 u(t) > u(s0). But then,
(24) and the continuity of h imply

h(s0) + εs0 = lim
t↓s0

(h(t) + εt) ≥ lim
t↓s0

(
u(t) + εR−

ν (u(t))
)

> u(s0) + εR+
ν (u(s0)) ≥ h(s0) + εs0,

a contradiction. Thus, u ∈ Dc.

Since Dc is not closed with respect to the L2-norm, Corollary 3.6 cannot be applied directly.
Still, we have the following invariance and monotonicity result. Note that there are no restrictions
on the target measure ν ∈ P2(R).

Theorem 6.11 (Invariance of Dc & monotonicity of the support). Let ν ∈ P2(R) and g0 ∈ Dc.
Then the following holds true:

i) The solution g of the Cauchy problem (19) starting in g0 ∈ Dc fulfills g(t) ∈ Dc for all t ≥ 0.

ii) The ranges fulfill g(t1)(0, 1) ⊆ g(t2)(0, 1) for all 0 ≤ t1 ≤ t2.

In other words the theorem says: if the initial measure µ0 has convex support, then supp γt

stays convex for all t ≥ 0, and we have the monotonicity supp γt1 ⊆ supp γt2 for all 0 ≤ t1 ≤ t2.

Proof. i) Fix t > 0. For the initial datum g0 ∈ Dc, Lemma 6.10 yields

gn := (I + t

n
∂Fν)−ng0 ∈ Dc for all n ∈ N .

We verify that (gn)n∈N fulfills the assumptions of the Arzelà-Ascoli theorem.
1) Fix s ∈ (0, 1) and n ∈ N. By (24), it holds for u := (I + t

n ∂Fν)−1g0 that

u(s) ≤ g0(s) + 2t

n
s − 2t

n
R−

ν (u(s)) ≤ g0(s) + 2t

n
s,

u(s) ≥ g0(s) + 2t

n
s − 2t

n
R+

ν (u(s)) ≥ g0(s) + 2t

n
s − 2t

n
,

so that
|u(s)| ≤ |g0(s)| + 2t

n
(s + 1).

Iteratively, it follows
|gn(s)| ≤ |g0(s)| + 2t(s + 1).

Since n ∈ N was arbitrary, (gn)n is pointwise bounded.
2) Fix 0 < s2 < s1 < 1 and n ∈ N. W.l.o.g. we can assume for u as above that u(s2) < u(s1). Since
R−

ν (u(s1)) − R+
ν (u(s2)) ≥ 0, it follows by (24) that

|u(s1) − u(s2)| ≤ g0(s1) − g0(s2) + 2t

n
(s1 − s2) − 2t

n

(
R−

ν (u(s1)) − R+
ν (u(s2))

)
≤ |g0(s1) − g0(s2)| + 2t

n
|s1 − s2|.
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Again, it follows inductively that

|gn(s1) − gn(s2)| ≤ |g0(s1) − g0(s2)| + 2t|s1 − s2|.

Since n ∈ N was arbitrary, (gn)n∈N is equicontinuous.
Now let K ⊂ (0, 1) be compact. By Arzelà-Ascoli’s theorem, (for a subsequence) (gn) converges
uniformly on K to a continuous function g̃ : K → R. By the exponential formula (10), the L2-
limit of (gn) is already given by g(t). By the uniqueness of the limit, it follows that g(t)|K ≡ g̃
is continuous on K. Since K was an arbitrary compact subset of (0, 1), we obtain that g(t) is
continuous on (0, 1), which means g(t) ∈ Dc as claimed.
ii) For the monotonicity claim, let 0 ≤ t1 ≤ t2 < ∞ be arbitrary fixed. The strong solution g of the
Cauchy problem (19) has the Bochner integral representation

g(t2) =
∫ t2

t1

∂tg(t) dt + g(t1),

which allows a pointwise evaluation

g(t2)(s) =
∫ t2

t1

∂tg(t)(s) dt + g(t1)(s) for a.e. s ∈ (0, 1).

Since ∂tg(t) ∈ −∂Fν(g(t)) for a.e. t > 0, and noting that 0 ≤ R−
ν ≤ R+

ν ≤ 1, it follows for a.e.
s ∈ (0, 1) that

g(t2)(s) ≤
∫ t2

t1

2s − 2R−
ν

(
g(t)(s)

)
dt + g(t1)(s)

≤ 2s(t2 − t1) + g(t1)(s).

This yields
lim
s↓0

g(t2)(s) ≤ lim
s↓0

g(t1)(s). (29)

Analogously, it holds for a.e. s ∈ (0, 1) that

g(t2)(s) ≥
∫ t2

t1

(
2s − 2R+

ν

(
g(t)(s)

))
dt + g(t1)(s)

≥ 2(s − 1)(t2 − t1) + g(t1)(s),

which implies
lim
s↑1

g(t2)(s) ≥ lim
s↑1

g(t1)(s). (30)

Combining (29) and (30), we have proved that

lim
s↓0

g(t2)(s) ≤ lim
s↓0

g(t1)(s) ≤ lim
s↑1

g(t1)(s) ≤ lim
s↑1

g(t2)(s).

By part i), we know that g(t2) ∈ Dc. The intermediate value theorem finally implies that
g(t1)(0, 1) ⊆ g(t2)(0, 1), and we are done.

Remark 6.12. Theorem 6.11 states that the support of the flow γt monotonically increases with
the time t, given that the initial support supp µ0 is convex. We leave it as an open problem, whether
this still holds in general without the convexity assumption on supp µ0.

In Appendix A.4, we highlight some statements of this section from a different point of view.
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7 Numerical Experiments
In this section, we first discuss a backward and a forward Euler scheme for the numerical compu-
tation of the one-dimensional MMD flow with the negative distance kernel and give some examples
afterwards.

7.1 Euler Schemes
Implicit (backward) Euler scheme. The minimizing movement scheme (4), see also JKO
scheme [28],

µn+1 := arg min
µ∈P2(Rd)

{
Fν(µ) + 1

2τ
W 2

2 (µn, µ)
}

, τ > 0,

can be rewritten by Theorem 3.2 in terms of quantile functions as

gn+1 = arg min
g∈C(0,1)

{
Fν(g) + 1

2τ

∫ 1

0
|g − gn|2 ds

}
, τ > 0.

Because Fν is proper, convex and lsc, the solution of this problem is given by (also see (10))

gn+1 = (I + τ∂Fν)−1(gn) (31)

which is by Lemma 4.3 and Lemma 6.1 equivalent to

gn(s) + 2τs ∈ gn+1(s) + 2τ [R−
ν (gn+1(s)), R+

ν (gn+1(s))] for all s ∈ (0, 1). (32)

Note that by Lemma 6.1 the functions gn and gn+1 are quantile functions and thus increasing, so
that gn + 2τI is strictly increasing. Figure 7 gives a visual intuition for solving (32).

−2 −1 1

−2

−1

1

2

gn(s1) + 2τs1

s1gn+1(s1)

s2gn+1(s2)

gn + 2τ id

id+2τ [R−
ν , R

+
ν ]

Figure 7: Implicit Euler step visualized for gn = Qγn
with γn ∼ N (0, 1) and τ = 1

2 and ν being a
mixture of two uniform distributions. Starting from any point s1 ∈ (0, 1) and y := (gn + 2τI)(s1),
we are searching for x := gn+1(s) ∈ R such that y ∈ x + 2τ [R−

ν (x), R+
ν (x)]. This is also illustrated

for a point s2 ∈ (0, 1).
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For fixed τ > 0, we perform n = 1, 2, . . . implicit Euler steps (31) via solving (32). By Theo-
rem 2.1, we see that (gn)#Λ(0,1) can be considered as an approximation of the Wasserstein gradient
flow in the time interval (nτ, (n + 1)τ ]. Further, for fixed τ and n → ∞, the sequence (gn)n∈N
converges weakly to Qν in L2(0, 1), see [3, 34], and the corresponding measures µn := (gn)#Λ(0,1)
converge narrowly to the minimizer ν of Fν , see [32, Thm 6.7]. The scheme (31) resembles a
proximal point algorithm, and for convergence results for more general so-called quasi α-firmly
nonexpansive mappings (instead of just proximal mappings), we refer to [5].

Explicit (forward) Euler scheme. For constant step size τ > 0, we will also consider the
explicit Euler discretization

gn+1 = gn − τ∇Fν(gn),

which is only available if R+
ν = R−

ν =: Rν is continuous, so that

∇Fν(g) = 2Rν ◦ g − 2I, g ∈ L2(0, 1).

The explicit Euler scheme has the advantage that we do not have to solve an inclusion in each
step. However, this method comes with weaker convergence guarantees. Moreover, it might not
preserve C(0, 1), that is, the iterates might not be monotone. In all our numerical examples we
chose τ = 1

100 , which preserved monotonicity. However, monotonicity was not preserved for large
step sizes, e.g., τ = 2.

7.2 Numerical Experiments
Next, we compare the implicit and explicit Euler schemes for various combinations of absolutely
continuous initial and target measures4. The following examples are covered by Theorem 6.5, or
Corollary 6.9 i): since Llow(Qν) > 0 in each figure, we have Llow(Qγt) > 0 for all t > 0.

Flow between two Gaussians, resp., Laplacians. In Figure 8 we plot the MMD flow, where
µ0 and ν are both Gaussians with different means, but equal variance. Although the qualitative
behaviors of the implicit and explicit schemes are similar, the explicit scheme “is ahead of” the
implicit one. In particular, we observe that the shape of the normal distribution is not at all
preserved during the flow and that instead the densities first spread out and become more flat and
then form a peak again, when they meet the mean of the target distribution.

In Figure 9, this behavior can also be observed when the initial and the target measure are
both Laplacians. Here we can also see that the non-differentiability of the density at its peak is
smoothed out and then re-created during the flow.

In Figure 10 we plot the MMD flow, where µ0 and ν are both Gaussians with different variance
but equal mean. Again, the behavior of both discretizations is similar, just shifted in time, and the
measures do not stay Gaussian. In particular, as predicted by Theorem 6.11 the visible support of
γt is strictly increasing and matches the tails of the target distribution only exponentially slowly.

4The python code recreating these plots can be found at https://github.com/ViktorAJStein/MMD_Wasserstein_
gradient_flow_on_the_line/tree/main.
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Figure 8: Comparison of implicit (red) and explicit (green) Euler schemes between two Gaussians
µ0 ∼ N (5, 1) and ν ∼ N (−5, 1) with τ = 1

100 . For the corresponding quantile functions, see
Figure 15.
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Figure 9: Comparison of implicit (red) and explicit (green) Euler schemes between two Laplacians
µ0 ∼ L(5, 1) and ν ∼ L(−5, 1) with τ = 1

100 . For the corresponding quantile functions, see
Figure 16.
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Figure 10: Comparison of implicit (red) and explicit (green) Euler schemes between two Gaussians
µ0 ∼ N (0,

√
2) and ν ∼ N (0, 1√

2 ) with τ = 1
100 . For the corresponding quantile functions, see

Figure 17.

Flow between measures with different number of modes. Consider now the case where
the initial measure µ0 is a Gaussian mixture model, which is symmetric with respect to the origin,
and ν is a standard Gaussian. This case is plotted in Figure 11. We observe a similar relation
between implicit and explicit scheme as in the previous example. Interestingly, we see that when
the two parts of the visible support of γt collide at the origin, it takes a lot of time to recover the
peak of the target measure, that is, the region of high density is recovered after regions of lower
density.

In Figure 12 we switch initial and target measure. Here, we observe a similar behavior as in
Figure 8: first the densities spread out and become more flat, and the two peaks of the target are
developed not until the density meets the modes of the target.

Flow between measures without full support Our simulations can also handle initial mea-
sures and targets which are not everywhere supported. Consider for example the folded normal
distribution FN (µ, σ2) with mean µ and scale σ2 > 0, which has the density

R → R, x 7→
√

2
πσ2 exp

(
−x2 + µ2

2σ2

)
cosh

(µx

σ2

)
. (33)

We consider the case of the target and initial measure being folded Gaussians in Figure 13. We
again observe that the structure of the distribution is not preserved by the flow, the support grows
monotonically, and that the tail of the target distribution is matched exponentially slow.
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Figure 11: Comparison of implicit (red) and explicit (green) Euler schemes between µ0 ∼
1
2 N (−10, 1) + 1

2 N (10, 1) and ν ∼ N (0, 1) with τ = 1
100 . For the corresponding quantile func-

tions, see Figure 18.

10 5 0 5 10
0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

Iteration 10
initial
target
explicit
implicit

10 5 0 5 10
0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

Iteration 100
initial
target
explicit
implicit

10 5 0 5 10
0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

Iteration 500
initial
target
explicit
implicit

10 5 0 5 10
0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

Iteration 1000
initial
target
explicit
implicit

10 5 0 5 10
0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

Iteration 5000
initial
target
explicit
implicit

10 5 0 5 10
0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

Iteration 10000
initial
target
explicit
implicit
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Figure 13: Comparison of implicit (red) and explicit (green) Euler schemes between µ0 ∼ FN (0, 1)
and ν ∼ FN (2, 1) with τ = 1

100 . For the corresponding quantile functions, see Figure 20.
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A Additional Material
A.1 Supplement to Section 3
Remark A.1. To be completely accurate, the set of quantile functions is the set of increasing and
left-continuous functions (not equivalence classes) in L2(0, 1). However, each almost everywhere
increasing function f ∈ L2(0, 1) has a unique left-continuous representative: consider a function
f̃ ∈ L2(0, 1) in the equivalence class f , which is everywhere increasing. Then f̃ has at most
countably many jump discontinuities (sk)k∈N. Define f0 : (0, 1) → R via s 7→ limt↑s f̃(t). Then f0
differs from f̃ only at possibly (sk)k∈N, and f0 is increasing everywhere and left-continuous.

Indeed, C(0, 1) is closed, since for any sequence (fn)n∈N ⊂ C(0, 1) converging to f in L2(0, 1) as
n → ∞, we have fn(s) → f(s) along a subsequence for almost all s ∈ (0, 1). Since the pointwise
limit of increasing functions is increasing, we see that f ∈ C(0, 1).

Proof of Proposition 3.4 Let λ ∈ R and F : L2(0, 1) → R be λ-convex, that is,

F (tu + (1 − t)v) ≤ tF (u) + (1 − t)F (v) − 1
2λt(1 − t)∥u − v∥2

for all u, v ∈ dom(F ) ∩ C(0, 1) and all t ∈ (0, 1). Let γ : [0, 1] → P2(R) be any geodesic with γ0 = µ
and γ1 = ν. Since µ 7→ Qµ is an isometry by Theorem 3.2, the curve t 7→ Qγt

is a geodesic in
L2(0, 1). Since L2(0, 1) is a linear space, the only geodesics are straight line segments, so we obtain

Qγt
= (1 − t)Qµ + tQν .

Finally, we conclude

F(γt) = F (Qγt) = F
(
(1 − t)Qµ + tQν

)
≤ tF (Qµ) + (1 − t)F (Qν) − 1

2λt(1 − t)∥Qµ − Qν∥2
L2(0,1)

= t F(µ) + (1 − t) F(ν) − 1
2λt(1 − t)W 2

2 (µ, ν).

The lower semicontinuity of F follows directly from the lower semicontinuity of F using the isometric
embedding, see Theorem 3.2. □

Theorem A.2 (Existence and regularity of strong solutions to (9) [9, Thm. 3.1, p. 54], [16]). Let
H be a Hilbert space and A : H → 2H be a maximal monotone operator. For all g0 ∈ dom(A), there
exists a unique function g : [0, ∞) → H such that

1. g(t) ∈ dom(A) for all t > 0,

2. g is Lipschitz continuous on [0, ∞), that is, dg
dt ∈ L∞((0, ∞), H) (in the sense of distributions

and in the strong sense a.e.) and∥∥∥∥dg

dt

∥∥∥∥
L∞((0,∞),H)

≤ ∥A◦g0∥,

where A◦z := arg min{∥y∥ : y ∈ Az} denotes the minimal norm selection,
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3. dg
dt (t) ∈ −Ag(t) for almost all t > 0,

4. g(0) = g0.

Furthermore, g satisfies the following properties:

5. g admits a right derivative for all t > 0 and d+g
dt (t) + A◦g(t) = 0 for all t > 0,

6. t 7→ A◦g(t) is right-continuous and t 7→ ∥A◦g(t)∥ is decreasing.

7. g is given by the exponential formula

g(t) = lim
n→∞

(
I + t

n
A

)−n

g0,

uniformly in t on compact intervals.

A.2 Supplement to Section 4
Proof of Proposition 4.2 The functional Fν is convex, since for u, v ∈ L2(0, 1) and t ∈ (0, 1) we
have

Fν

(
tu + (1 − t)v

)
=

∫ 1

0

(
(1 − 2s)

(
tu(s) + (1 − t)v(s) − Qν(s)

)
+

∫ 1

0
|tu(s) + (1 − t)v(s) − Qν(t)| dt

)
ds

≤ t

∫ 1

0

(
(1 − 2s)

(
u(s) − Qν(s)

)
+

∫ 1

0
|u(s) − Qν(t)| dt

)
ds

+ (1 − t)
∫ 1

0

(
(1 − 2s)

(
v(s) − Qν(s)

)
+

∫ 1

0
|v(s) − Qν(t)| dt

)
ds

= tFν(u) + (1 − t)Fν(v).

To show that Fν is everywhere finite, notice that for all u ∈ L2(0, 1),

|Fν(u)| ≤
∫ 1

0
|1 − 2s||u(s) − Qν(s)| + |u(s)| + ∥Qν∥L1(0,1) ds

≤ 2(∥u∥L2(0,1) + ∥Qν∥L2(0,1)) < ∞.

Lastly, we will show the continuity of Fν . Suppose that (un)n∈N ⊂ L2(0, 1) converges to u ∈
L2(0, 1). Then there exists a subsequence (unk

)k∈N such that unk
(s) → u(s) for k → ∞ for a.e.

s ∈ (0, 1), and there exists a m ∈ L1(0, 1) such that |unk
(s)| ≤ m(s) for a.e. s ∈ (0, 1).

Hence applying Lebesgue’s dominated convergence theorem twice yields

lim
k→∞

Fν(unk
) = lim

k→∞

∫ 1

0

(
(1 − 2s)

(
unk

(s) − Qν(s)
)

+
∫ 1

0
|unk

(s) − Qν(t)| dt

)
ds

= Fν(u).
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We can apply the dominated convergence theorem because in both cases the integrands are bounded
above by an integrable function as follows: for almost all s ∈ (0, 1) we have by applying the triangle
inequality many times that∣∣∣∣(1 − 2s)

(
unk

(s) − Qν(s)
)

+
∫ 1

0
|unk

(s) − Qν(t)| dt

∣∣∣∣
≤ |1 − 2s|︸ ︷︷ ︸

≤1

|unk
(s) − Qν(s)| +

∫ 1

0
|unk

(s) − Qν(t)| dt

≤ |unk
(s)| + |Qν(s)| + |unk

(s)| +
∫ 1

0
|Qν(t)| dt

≤ 2m(s) + |Qν(s)| + ∥Qν∥L1(0,1).

This function is integrable because m ∈ L1(0, 1) and Qν ∈ L2(0, 1) ⊂ L1(0, 1). Analogously, for
any s ∈ (0, 1), the integrand (0, 1) ∋ t 7→ |unk

(s) − Qν(t)| is bounded by the integrable function
t 7→ |unk

(s)| + |Qν(t)|. □

A.3 Supplement to Section 6
Proof of Lemma 6.1 Let s0 ∈ (0, 1) be arbitrary and take a sequence (sn) ⊂ (0, 1) of values s
where (23) holds, and such that sn ↑ s0. Then, it holds

h(s0) + εs0 = lim
n→∞

h(sn) + εsn ≥ lim
n→∞

u(sn) + εR−
ν (u(sn)) = u(s0) + εR−

ν (u(s0))

by the left-continuity of h, u and R−
ν , and since u is increasing. Also, one has

h(s0) + εs0 = lim
n→∞

h(sn) + εsn ≤ lim
n→∞

u(sn) + εR+
ν (u(sn)) ≤ u(s0) + εR+

ν (u(s0)),

since R+
ν is upper semicontinuous. Since s0 ∈ (0, 1) was arbitrary, this shows the claim. □

Proof of Proposition 6.3 Let us write Rµ := R+
µ .

i) ’Only if’ : Let x, y ∈ R−1
µ ((0, 1)) with x > y. W.l.o.g. suppose Rµ(x) > Rµ(y) and let ε > 0

such that Rµ(x) > Rµ(y) + ε. Then, it holds Qµ(Rµ(x)) ≤ x and Qµ(Rµ(y) + ε) > y by the Galois
inequalities (7). Now, using that Qµ ∈ DL,low, it follows that

L|Rµ(x) − (Rµ(y) + ε)| ≤ |Qµ(Rµ(x)) − Qµ(Rµ(y) + ε)|
= Qµ(Rµ(x)) − Qµ(Rµ(y) + ε)
≤ x − y = |x − y|.

Letting ε ↓ 0 shows

|Rµ(x) − Rµ(y)| ≤ 1
L

|x − y| for all x, y ∈ R−1
µ ((0, 1)).

Since Rµ ≡ 0 on R−1
µ ((−∞, 0]), Rµ ≡ 1 on R−1

µ ([1, ∞)), and since Rµ is continuous (on R) by
Remark 3.1, Rµ is Lipschitz continuous on R with constant ≤ L−1, which proves the ’only-if’ part.
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’If’ : Since Rµ is (Lipschitz) continuous, one has Rµ(Qµ(s)) = s for all s ∈ (0, 1). It immediately
follows

|Qµ(s1) − Qµ(s2)| ≥ L|Rµ(Qµ(s1)) − Rµ(Qµ(s2))| = L|s1 − s2|

for all s1, s2 ∈ (0, 1), which concludes the proof of part i).
ii) ’Only if’ : Since Qµ is (Lipschitz) continuous, Rµ is strictly increasing on R−1

µ ((0, 1)) by Re-
mark 3.1, and hence, Qµ(Rµ(x)) = x for all x ∈ R−1

µ ((0, 1)). It immediately follows

|Rµ(x) − Rµ(y)| ≥ 1
L

|Qµ(Rµ(x)) − Qµ(Rµ(y))| = 1
L

|x − y|

for all x, y ∈ R−1
µ ((0, 1)). This inequality directly extends to all x, y ∈ R−1

µ ((0, 1)), since Rµ is
increasing.
’If’ : Let s1, s2 ∈ (0, 1) with s1 > s2. W.l.o.g. suppose Qµ(s1) > Qµ(s2) and let ε > 0 such that
Qµ(s1) − ε > Qµ(s2). Then, it holds Rµ(Qµ(s2)) ≥ s2 and Rµ(Qµ(s1) − ε) < s1 by the Galois
inequalities (7). Now, using the lower Lipschitz bound of Rµ, it follows

1
L

|(Qµ(s1) − ε) − Qµ(s2)| ≤ |Rµ(Qµ(s1) − ε) − Rµ(Qµ(s2))|

= Rµ(Qµ(s1) − ε) − Rµ(Qµ(s2))
≤ s1 − s2 = |s1 − s2|.

Letting ε ↓ 0 shows Qµ ∈ DL, which completes the proof of ii).
Finally, assume that µ is absolutely continuous. Then the bounds for its density follow by applying
the fundamental theorem of calculus for absolutely continuous Rµ, i.e., for all x ≥ y,

|Rµ(x) − Rµ(y)| = Rµ(x) − Rµ(y) =
∫ x

y

fµ(ξ) dξ. □

A.4 Smoothness Properties: Different Approach
In the rest of this section, we highlight the statements from Section 6 from a different point of
view. Instead of working with the exponential formula (10), we deal with the pointwise differential
inclusion (20), allowing for a more direct approach. 5

The following theorem is analogous to Theorem 6.7. Let us remark that both theorems also
hold true in a local sense, i.e., on subintervals I ⊆ (0, 1).

Theorem A.3. Let I := (a, b) be such that Qµ0(I) ⊂ supp ν. If Qµ0 is locally upper Lipschitz on I
with constant Lµ0 ≥ 0, and if R±

ν is locally lower Lipschitz on conv(Qµ0(I) ∪ Qν(I)) with constant
L−1

ν > 0, then g(t) is locally upper Lipschitz on I with

Lip(g(t)) ≤ Lµ0 e−2tL−1
ν + Lν (1 − e−2tL−1

ν ).

Proof. W.l.o.g. we consider s1 < s2 in I with Qµ0(s) < Qν(s) for all s1 ≤ s ≤ s2. Due to the local
lower Lipschitz property of R+

ν , the derivatives of gs1 are bounded by

ġs1(t) = 2s1 − 2R+
ν (gs1(t)) ≥ 2L−1

ν (Qν(s1) − gs1(t))
5But note that the exponential approach of Section 6 also yields information about the implicit Euler steps.
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for almost every t ≥ 0. Solving the differential equation with the lower bound and the initial value
Qµ0(s1), we obtain

gs1(t) ≥ Qν(s1) + (Qµ0(s1) − Qν(s1)) e−2tL−1
ν .

A similar procedure for gs2 yields

ġs2(t) = 2s2 − 2R+
ν (gs2(t)) ≤ 2s2 − 2R+

ν (Qµ0(s2) + 2L−1
ν (Qµ0(s2) − gs2(t))

and
gs2(t) ≤ Lν(s2 − R+

ν (Qµ0(s2))) + Qµ0(s2) − Lν(s2 − R+
ν (Qµ0(s2))) e−2tL−1

ν .

Taking the difference and exploiting that

Qµ0(s2) − Qν(s1) ≤ Lν(R+
ν (Qµ0(s2)) − R+

ν (Qν(s1)))
≤ Lν(R+

ν (Qµ0(s2)) − s1)

by the lower Lipschitz property of R+
ν , we obtain

|gs2(t) − gs1(t)| ≤ (Qµ0(s2) − Qµ0(s1)) e−2tL−1
ν

+ (Qµ0(s2) − Qν(s1) + Lνs2 − LνR+
ν (Qµ0(s2)) (1 − e−2tL−1

ν )

≤ (Lµ0 e−2tL−1
ν + Lν (1 − e−2tL−1

ν )) (s2 − s1).

We can analogously argue for the lower Lipschitz property.
The following theorem is a counterpart to Theorem 6.11, but with a subtle difference in its

nature: it states an invariance of the continuity in a single point s ∈ (0, 1), assuming in addition
that s is a continuity point of the target Qν . On the other hand, Theorem 6.11 states an invariance
of continuity on neighborhoods of s, without any further assumptions on the target.

Theorem A.4. Let s ∈ (0, 1) be a continuity point of Qν and Qµ0 , then g(t) is continuous at s for
all t ≥ 0.

Proof. Since Qν is continuous in s, for all x < Qν(s), there exists δx > 0 such that Φν,s′(x) < ∞ for
all s′ ∈ (s − δx, s + δx). The integrand of Φν,s is monotone in s such that Φν,s(x) is continuous in s
due to Lebesgue’s dominated convergence theorem. To show that g(t) is continuous in s, we use the
ϵ–δ criterion. First, we discuss the case 2t = Φν,s(x) with x < Qν(s). For arbitrary ϵ > 0, we find
x1 ∈ (x−ϵ, x) and δ1 > 0 such that Φν,s′(x1) < 2t for all s′ ∈ (s−δ1, s). Due to the monotonicity of
Φν,s(x) in s, we have Φ−1

ν,s(2t) ∈ (x− ϵ, x) for all s′ ∈ (s− δ1, s). Analogously, we find x2 ∈ (x, x+ ϵ)
and δ2 > 0 such that Φν,s′(x2) is finite and Φν,s′(x2) > 2t for all s′ ∈ (s, s + δ2). Again due to
the monotonicity, we have Φ−1

ν,s(2t) ∈ (x, x + ϵ) for all s′ ∈ (s, s + δ2). Taking δ := min{δ1, δ2}, we
finally have

[g(t)](s′) ∈ ([g(t)](s) − ϵ, [g(t)](s) + ϵ) for all s′ ∈ (s − δ, s + δ).
Second, for the case 2t ≥ Φν,s(Qν(s)), we have to argue slightly differently. Here, we find x1 ∈
(Qν(s) − ϵ, Qν(s)) and δ1 > 0 such that Φν,s′(x1) < 2t and thus Φ−1

ν,s′(2t) > Qν(s) − ϵ for all
s′ ∈ (s − δ1, s + δ1). Due to the continuity of the target Qν in s, we find δ2 > 0 such that
Qν(s′) < Qν(s) + ϵ) for all s′ ∈ (s − δ2, s + δ2). Taking δ := min{δ1, δ2}, we again have

[g(t)](s′) ∈ ([g(t)](s) − ϵ, [g(t)](s) + ϵ) for all s′ ∈ (s − δ, s + δ).
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A.5 Quantile functions plots for the experiments
In this supplementary section we plot the quantile functions belonging to the densities in figures 4
and 8 – 13 from the main text.

Here, one can nicely verify the results from the previous subsection, in particular, that a point-
wise view on the Cauchy problem on quantile functions is insightful.

In the fully discrete case, see Figure 14, we have Qµ0 ̸∈ Dc, and so we can not apply Theo-
rem 6.11 i). In fact, Qγt ̸∈ Dc for all t ≥ 0.
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Figure 14: The quantile functions of the Wasserstein gradient flow between the point measures in
Example 5.4. For the corresponding densities, see Figure 4.

Concerning the examples with absolutely continuous target, plotted in figures 15 – 20, we observe
that the quantile functions differ mostly at the boundary, that is, for values of s close to zero or
close to one. Furthermore, we observe that Proposition 6.4 holds true, i.e., the range of the quantile
functions Qγt

does not leave the range of Qµ0 and Qν , and we can verify the monotonicity of the
ranges of Qγt

predicted by Theorem 6.11 ii). We also see that Theorem 6.11 holds true: the quantile
functions stay continuous because g0 = Qµ0 is continuous. Lastly, we have Lip(Qµ0) = ∞ in all
these examples, so Theorem 6.7 does not apply. Indeed, Qγt ̸∈ D+

L for all L > 0.

A.6 Implicit Euler Scheme for the Flow Towards δ0 Starting in a Uniform
or Gaussian Measure

Let ν = δ0. Then the multi-valued operator I + 2τ [R−
ν , R+

ν ] appearing on the left hand side of (32)
is given by

R ∋ x 7→ x + 2τ [R−
ν (x), R+

ν (x)] =


x, if x < 0,

[0, 2τ ], if x = 0,

x + 2τ, if x > 0,
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Figure 15: Comparison of the quantile functions belonging to the implicit (red) and explicit (green)
Euler schemes between two Gaussians µ0 ∼ N (5, 1) and ν ∼ N (−5, 1) with τ = 1

100 . For the
corresponding densities, see Figure 8.
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Figure 16: Comparison of the quantile functions belonging to the implicit (red) and explicit (green)
Euler schemes between two Laplacians µ0 ∼ L(5, 1) and ν ∼ L(−5, 1) with τ = 1

100 . For the
corresponding densities, see Figure 9.
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Figure 17: Comparison of the quantile functions belonging to the implicit (red) and explicit (green)
Euler schemes between two Gaussians µ0 ∼ N (0,

√
2) and ν ∼ N (0, 1√

2 ) with τ = 1
100 . For the

corresponding densities, see Figure 10.
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Figure 18: Comparison of of the quantile functions belonging to the implicit (red) and explicit
(green) Euler schemes between µ0 ∼ 1

2 N (−10, 1) + 1
2 N (10, 1) and ν ∼ N (0, 1) with τ = 1

100 . For
the corresponding densities, see Figure 11.
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Figure 19: Comparison of implicit (red) and explicit (green) Euler schemes between µ0 ∼ N (0, 1)
and ν ∼ 1

2 N (−10, 1) + 1
2 N (10, 1) with τ = 1

100 . For the corresponding densities, see Figure 12.
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Figure 20: Comparison of the quantile functions belonging to the implicit (red) and explicit (green)
Euler schemes between µ0 ∼ FN (0, 1) and ν ∼ FN (2, 1) with τ = 1

100 . For the corresponding
densities, see Figure 13.
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and its inverse is given by Sτ (· − τ), where

Sτ : R → R, x 7→


x + τ, if x < −τ,

0, if − τ ≤ x ≤ τ,

x − τ, if x > τ,

is the soft-shrinkage operator with threshold τ > 0.
Thus the implicit Euler scheme on quantile functions is given by the simple update

gn+1(s) = Sτ (gn(s) + 2τs − τ).

For a uniform initial distribution and for a Gaussian initial distribution, these iterates are displayed
in Figure 21.
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Figure 21: Iterates (quantile functions) of the implicit Euler scheme (9) with ν = δ0 and τ = 1
100

starting in µ0 ∼ U [0, 1] (left) and µ0 ∼ N (−1, 0.5) (right).
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