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Abstract

Recent advancements in large language mod-001
els (LLMs) have been fueled by large-scale002
training corpora drawn from diverse sources003
such as websites, news articles, and books.004
These datasets often contain explicit user in-005
formation, such as person names, addresses,006
that LLMs may unintentionally reproduce in007
their generated outputs. Beyond such explicit008
content, LLMs can also leak identity-revealing009
cues through implicit signals such as distinc-010
tive writing styles, raising significant concerns011
about authorship privacy. There are three012
major automated tasks in authorship privacy,013
namely authorship obfuscation (AO), author-014
ship mimicking (AM), and authorship verifica-015
tion (AV). Prior research has studied AO, AM,016
and AV independently. However, their inter-017
plays remain under-explored, which leaves a018
major research gap, especially in the era of019
LLMs, where they are profoundly shaping how020
we curate and share user-generated content,021
and the distinction between machine-generated022
and human-authored text is also increasingly023
blurred. This work then presents the first uni-024
fied framework for analyzing the dynamic rela-025
tionships among LLM-enabled AO, AM, and026
AV in the context of authorship privacy. We027
quantify how they interact with each other to028
transform human-authored text, examining ef-029
fects at a single point in time and iteratively030
over time. We also examine the role of demo-031
graphic metadata, such as gender, academic032
background, in modulating their performances,033
inter-task dynamics, and privacy risks. All034
source code will be publicly available.035

1 Introduction036

Recent advances in LLMs have been extraordinary,037

driven largely by the massive amounts of training038

data indiscriminately sourced from diverse online039

platforms such as websites, news outlets, and books040

(Brown, 2020; Le Scao et al., 2023; Touvron et al.,041

2023; Achiam et al., 2023). This training data of-042
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Figure 1: The interactive influence loop between LLMs,
obfuscation, mimicking, and verification.

ten includes extensive writing contributions by the 043

same authors, publicly shared across various plat- 044

forms (Gao et al., 2020; Raffel et al., 2020). These 045

sources frequently contain explicit user informa- 046

tion, such as names, addresses, and phone num- 047

bers, which LLMs can inadvertently expose dur- 048

ing their text generation process (Weidinger et al., 049

2021; Kim et al., 2024). Beyond explicit details, 050

user identification can also be inferred from im- 051

plicit information, such as their distinctive writing 052

styles, that does not immediately give out the au- 053

thors’ identities. Research in human cognitive sci- 054

ence and linguistics highlights that individual back- 055

grounds significantly shape writing styles (Zheng 056

et al., 2006; Cheng et al., 2023a; Deshpande et al., 057

2023; Xing et al., 2024; He et al., 2025), facilitating 058

bidirectional inferences between implicit informa- 059

tion (e.g., writing style) and explicit information 060

(e.g., names, ages, or areas of expertise). Recent 061

studies also reveal that text generated by LLMs 062

can also capture human personality traits (Karra 063

et al., 2022; Jiang et al., 2024a,b; Bang et al., 2024; 064

An et al., 2024), and vice versa–i.e., explicit infor- 065

mation about specific individuals or groups can be 066

used by LLMs to produce personalized outputs or 067

mimic individuals’ writing styles (Chen et al., 2024; 068

Salemi et al., 2024). 069
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Although the authorship mimicking (AM) ca-070

pabilities of LLMs–i.e., their ability to replicate071

an individual’s writing style, are impressive, this072

capability could also enable malicious activities,073

such as impersonating public figures to spread mis-074

information or commit fraud (Deshpande et al.,075

2023; Jiang et al., 2024a). For instance, a fraud-076

ster could fine-tune an LLM on publicly available077

texts authored or spoken by a target victim (e.g.,078

social media posts, interviews) and prompt LLMs079

to generate spam emails or persuasive messages080

that pretend to be delivered by the victim (Salewski081

et al., 2023). Contrasting with AM, authorship082

obfuscation (AO) (Uchendu et al., 2024) aims to083

conceal an author’s identity by altering stylistic fea-084

tures of text while preserving its original meaning.085

By masking writing style before public dissemina-086

tion (e.g., on social media), AO can help protect087

whistleblowers, such as writers or speakers, from088

potential anonymity exposure. In addition, author-089

ship verification (AV) is the process of determining090

the author of a particular piece of writing. AV091

poses significant privacy risks by enabling the de-092

anonymization of individuals through their writing093

style, which can facilitate surveillance, behavioral094

profiling, and misuse without informed consent.095

While AO, AM, and AV have each been stud-096

ied in isolation, their interactions within a unified097

framework remain underexplored or limited to only098

specific pairwise formulations, such as AV and AO099

in the context of LLM-generated text Uchendu100

et al. (2023). In addition, real-world scenarios of-101

ten involve multiple rounds of text transformation,102

where content is repeatedly mimicked, obfuscated,103

and verified—either by different LLMs or within104

multi-turn dialogue settings where LLMs interact105

with one another (Duan et al., 2024). To address106

this gap, our study investigates three key scenarios107

in which LLMs play triple roles in authorship pri-108

vacy (Fig. 1), analyzing their individual effects, in-109

terdependencies, and collaborative influences. Un-110

derstanding the interplay among these capabilities111

is crucial for netizens in today’s LLM era, where112

users may rely on LLMs to obfuscate their writing113

style, while others may utilize LLMs to recover114

or attribute the original authorship. Our contri-115

butions include: (1) the first unified framework116

for studying the bidirectional effects among AO,117

AM, and AV; (2) empirical findings revealing dis-118

tinct task-specific strengths of various commercial119

LLMs; (3) detailed analysis showing how demo-120

graphic and metadata influence these interactions.121

Our analysis shows that obfuscation tends to outper- 122

form mimicking in interactive settings, effectively 123

disrupting authorial signals. However, mimicking 124

can partially reverse obfuscation over successive 125

cycles, gradually restoring aspects of the original 126

writing style. Furthermore, models with stronger 127

reasoning abilities (e.g., o3-mini, Deepseek) ac- 128

cording to the benchmark 1, excel at verification 129

and concealing authorial traits but are less effective 130

at faithfully replicating an author’s distinctive style. 131

2 Related Works 132

Beyond explicit metadata leakage such as names, 133

social security numbers, LLMs’ generations can 134

also reflect implicit and private authorship signals 135

such as writing style, tone, or rhetorical structure, 136

many of which are uniquely identifiable to spe- 137

cific individuals (Zheng et al., 2006; Cheng et al., 138

2023a; Deshpande et al., 2023; Xing et al., 2024; 139

He et al., 2025). Thus, these models may memorize 140

and reproduce identifiable features of authorship 141

through their generated texts, so-called AM, intro- 142

ducing interesting interwoven relationships with 143

LLM-enabled AO and AV. 144

Authorship Obfuscation (AO) hides the original 145

author’s identity by altering stylistic cues without 146

compromising semantic content. Recent meth- 147

ods include ALISON (Xing et al., 2024), which 148

performs obfuscation by substituting stylistic se- 149

quences, and StyleRemix (Fisher et al., 2024), 150

which utilizes AdapterMixup (Nguyen and Le, 151

2024) to train adapters for various stylistic dimen- 152

sions and mix them. Different prompting-based 153

approaches using LLMs have also been proposed 154

(Hung et al., 2023; Pape et al., 2024). 155

Authorship Mimicking (AM) is the reverse of AO, 156

aiming to generate text in the style of a specific au- 157

thor. LLMs excel in this task due to their few-shot 158

and in-context learning capabilities, raising ethical 159

concerns around impersonation, misinformation, 160

and malicious use (Deshpande et al., 2023; Jiang 161

et al., 2024a). Recent work has shown that LLMs 162

can be fine-tuned or prompted to convincingly repli- 163

cate individual writing styles from publicly avail- 164

able content (Salewski et al., 2023), making these 165

capabilities intersect with privacy risks, such as 166

when the LLMs leak memorized training examples 167

(Carlini et al., 2023; Zhang et al., 2023). 168

Authorship Verification (AV) seeks to determine 169

1https://www.vals.ai/benchmarks/math500-05-09-2025
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or confirm whether a given text was written by a170

particular author, based on linguistic cues or stylis-171

tic fingerprints (Huang et al., 2025). With the ad-172

vancement of model size scaling laws, LLMs can173

now perform AV in few-shot settings (Hung et al.,174

2023; Huang et al., 2024).175

Interdependency of AO, AM, and AV. Prior re-176

search has largely treated AO, AM, and AV in177

isolation. However, their pairwise interactions,178

especially under the influence of LLMs, remain179

underexplored and foundational to many practical180

scenarios. For instance, for AO–AV, users obfus-181

cate their writing style to protect identity, while ad-182

versaries re-identify authorship, creating a privacy-183

versus-attribution dynamic; for AM–AV, attackers184

mimic a target author’s style to deceive attribu-185

tion models, challenging the robustness of verifi-186

cation systems; and for AO–AM, one can attempt187

to reconstruct authorial style from obfuscated text,188

testing the boundaries of stylistic recovery. More-189

over, AO, AM, and AV can also form a closed190

loop in a triplet-wise interaction, reflecting how191

a text authorship changes under the influence of192

LLMs overtime. Our work is the first to address193

all pairwise and triplet-wise interdependencies of194

LLM-enabled AO, AM, and AV.195

3 Research Questions and Formulation196

3.1 Research Questions197

We propose three research questions (RQs) to198

investigate both isolated and multi-level interdepen-199

dencies among LLM-enabled authorship privacy200

tasks AO, AM, and AV, aiming to understand how201

individual and joint model behaviors influence the202

privacy and stylometry–i.e., writing styles, in com-203

plex authorship pipelines. Practical implications of204

our RQs are motivated in Appendix. A.1.205

RQ1: How effectively can different LLMs perform206

AO, AM, AV in isolation, and which models are207

best suited for specific goals such as privacy preser-208

vation and stylistic imitation?209

RQ2: How do LLM-enabled AO, AM, and AV in-210

fluence one another to transform individuals’ sty-211

lometries when used in conjunction at one point212

in time, including their pairwise and triplet interac-213

tions?214

RQ3: How do LLM-enabled AO, AM, and AV215

influence one another to transform individuals’216

stylometries when used in conjunction iteratively217

through time?218

To answer these RQs, we first formally de-219

fine the evaluation of AO, AM, and AV of a 220

target LLM f(·). For a given author a, let 221

Da={(x1, y1), (x2, y2), . . . , (xn, yn)} represent a 222

set of a’s original written documents paired with 223

their corresponding author labels. Ma denotes the 224

metadata associated with author a, such as name, 225

field of study. We define Ca={Ma,Da} as the 226

context available to f(·). For example, fAO(x|Ca) 227

denotes the output obfuscation text of LLM f(·) 228

on the input text x given the context Ca. d(·) is 229

a stylometric distance defined on the two sets of 230

input texts. 231

3.2 Isolation - No Interdependency 232

We begin by formulating AO, AM, and AV in 233

isolation to evaluate the standalone performance of 234

a specific LLM f . This setting is the most common 235

in prior work, where researchers aim to quantify 236

how well an individual LLM performs on specific 237

authorship privacy tasks (Hung et al., 2023; Huang 238

et al., 2024; Fisher et al., 2024; Pape et al., 2024; 239

Salewski et al., 2023). 240

AO. To evaluate the effectiveness of AO on an in- 241

put text x, we compute the distance d(·) between 242

the original authentic texts and the obfuscated one 243

(Eq. 1). The larger the distance, the more diver- 244

gent the obfuscated text becomes from the original, 245

suggesting more effective obfuscation. 246

AO = d(fAO(x|Ca), Da) (1) 247

AM. We evaluate the effectiveness of AM on an 248

input text x by computing the distance between the 249

original texts and the mimicked text (Eq. 2). The 250

smaller stylometric distance d(·), the more similar 251

the mimicked text is to the original, suggesting 252

more effective mimicking. 253

AM = d(fAM (x|Ca), Da) (2) 254

AV. We evaluate the effectiveness of AV on an input 255

text x by comparing its binary predictive verifica- 256

tion –i.e., whether the text was written by author 257

a or by someone else (Eq. 3). The higher verifica- 258

tion accuracy, the more effective f(·) is at correctly 259

identifying the author’s text. 260

AV = I(fAV (x|Ca) == a) (3) 261

3.3 Pairwise Interdependency 262

Netizens are increasingly relying on LLMs to refine 263

or disguise their writing through polishing, para- 264

phrasing, or rephrasing, before sharing and publish- 265

ing their content. These scenarios highlight a grow- 266

ing trend in which multiple LLMs are employed 267
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within a single pipeline: one model generates or268

modifies text, while another evaluates or attributes269

authorship. Consequently, the input to these mod-270

els is not always original author-written text but271

may already have undergone AI-driven transforma-272

tion (Uchendu et al., 2023). To better understand273

these interactions, we conduct pairwise interdepen-274

dency evaluations that measure their bidirectional275

relationships–i.e., how one LLM’s capabilities in-276

fluence the performance of others (Fig. 1). To re-277

flect the realistic scenario where the users prefer278

the best models for specific tasks, we designate a279

“judge” fjudge for each task, or the LLM that is se-280

lected based on its highest standalone performance281

in isolation (§ 3.2), for this evaluation.282

Influence of Obfuscation. We factorize the in-283

fluence of AO in the authorship pipeline into (1)284

how AO influences AM (
−−→
OM ) and (2) how AO in-285

fluences AV (
−−→
OV ). For

−−→
OM , we first generate the286

obfuscated versions of an input text x, denoted xobf,287

using various LLMs. Each of the obfuscated texts288

then serve as an input for the mimicking “judge”289

- a “ground-truth” LLM with the highest AM per-290

formance in isolation (§ 3.2), which attempts to291

reconstruct the original style of input x (Eq. 4).292

We compare the mimicked outputs to the original,293

authentic texts. The greater their stylistic diver-294

gence is, the more effective the obfuscated input,295

and hence the more influential the corresponding296

AO, and vice versa:297
−−→
OM = d(fAM

judge(x|xobf), Da) (4)298

For
−−→
OV , we pass the obfuscated texts xobf to a299

verification “judge”. We compute verification ac-300

curacy on the original input x given the obfus-301

cated texts (Eq. 5). The lower the accuracy, the302

more effective the obfuscation is; otherwise, it sug-303

gests the author’s style remains identifiable. This304

evaluation provides a practical measure of AO by305

testing whether others can still attribute the dis-306

torted writing to its original author. Such insights307

are particularly valuable in privacy-sensitive set-308

tings—e.g., anonymous investigative journalism or309

whistleblowing—where safeguarding the author’s310

identity is paramount:311
−−→
OV = I(fAV

judge(x|xobf) == a) (5)312

Influence of Mimicking. We factorize the influ-313

ence of AM in the authorship pipeline into (1) how314

AM influences AO (
−−→
MO) and (2) how AM influ-315

ences AV (
−−→
MV ). For (

−−→
MO), we first generate316

mimicking versions of the input text x, denoted317

as xmimic, using various LLMs. These mimicked 318

texts then serve as the reference inputs for the ob- 319

fuscation “judge”. Then, we compare the resulting 320

obfuscated outputs to the original, authentic texts 321

(Eq. 6). Obfuscation style significantly diverging 322

from the originals indicates that the mimicking was 323

effective in replicating the author’s writing style, 324

and vice versa: 325
−−→
MO = d(fAO

judge(x|xmimic), Da) (6) 326

For
−−→
MV , we feed xmimic into a verification “judge”. 327

We calculate the verification accuracy of the pre- 328

dictive author with x’s original author a (Eq. 7). A 329

high verification accuracy indicates that the mim- 330

icked text effectively replicates the original author’s 331

writing style, whereas a low accuracy suggests poor 332

stylistic imitation: 333
−−→
MV = I(fAV

judge(x|xmimic) == a) (7) 334

Influence of Verification. We factorize the influ- 335

ence of AV in the authorship pipeline into (1) how 336

AV influences AO (
−−→
V O) and (2) how AV influences 337

AM (
−−→
VM ). In other words, AV acts as a filtering 338

process to select only the texts verified as being 339

authored by a as the input contexts for AO and AM. 340

Intuitively, AV decides how pure or contaminated 341

Ca is. To do this, we randomly sample n noisy texts 342

or documents written by authors different from a, 343

supposedly these are imposter samples. In both 344

settings, we assess AV performance under two con- 345

ditions: (1) perfect Ca: where all input context 346

are genuine samples from the target author, and (2) 347

noisy Ca: where we introduce imposter samples 348

from other authors that the model nonetheless clas- 349

sifies as the target author. Persistent positive clas- 350

sification of these imposter texts indicates weaker 351

verification robustness. We then compute the dis- 352

tance of mimicking and obfuscation texts on the 353

original input x, with the ground truth samples are 354

all genuine and noisy (Eq. 8, Eq. 9). 355
−−→
V O = d(fAO

judge(x|Ca), f
AO
judge(x|Ca)) (8) 356

357
−−→
VM = d(fAM

judge(x|Ca), f
AM
judge(x|Ca)) (9) 358

3.4 Triplet-wise Interdependency 359

While previous evaluations identify which models 360

excel at individual tasks and how they are pairwise- 361

interdependent, this section investigates the au- 362

thorship pipeline cycle as a whole (Fig. 1)–i.e., 363

how AO and AM alter verification accuracy and 364

the linguistic distribution of original human texts. 365

By orchestrating multiple LLMs, each deployed 366
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Models AO AM AV

PPL (↑) SIM (↓) PPL (↓) SIM (↑) Acc (↑)

4o-mini 0.72 0.12 0.65 0.13 0.45
o3-mini 2.71 0.10 1.57 0.11 0.89
deepseek 1.08 0.11 1.86 0.12 0.74
gemini 0.31 0.12 1.00 0.13 0.39

Table 1: Isolation evaluation on AO, AM, and AV across
different models. Bold and underline indicate each
metric’s best and second-best performance, respectively.

for its strongest capability, whether AO, AM or367

AV, we evaluate their collective impact on author-368

ship privacy. This integrated perspective mirrors369

real-world workflows in which texts undergo suc-370

cessive AI-mediated transformations, from iterative371

edits in anonymous online forums to chained para-372

phrasing and verify in whistleblowing activities.373

4 Experiment Setup374

Models. We utilize the well-known commercial375

LLMs of varying presence of reasoning capability376

and origins: GPT-4o-mini (Achiam et al., 2023),377

GPT-o3-mini (Brown, 2020), Gemini-2.0 (Team378

et al., 2023), and Deepseek-v3 (Liu et al., 2024).379

Datasets. We utilize three datasets: Speech: US380

Presidents’ speeches from Fisher et al. (2024),381

Quora: Quora blog posts by diverse users with382

active online presence that we collect ourself; and383

Essay: writing essays from layperson (Li and Wan,384

2025). These corpora vary in text length and au-385

thor notoriety, descending from Speech, Quora and386

Essay. They also allow us to evaluate LLMs’ per-387

formance on writing by both native and non-native388

English speakers.389

Prompts. Following previous works such as390

LIP (Huang et al., 2024), we design prompts along391

four key dimensions: Context, Task, Instruction,392

and Output to characterize open-ended LLMs’ be-393

havior systematically (Cheng et al., 2023b). Specif-394

ically, we prompt LLMs to focus on writing style395

rather than topic or content differences.396

Metrics. In our work, authorship privacy depends397

on identifying linguistic traits that are unique to398

individuals and can also help differentiate human-399

authored text from that generated by LLMs. Par-400

ticularly, we examine how 4 key linguistic features401

change before and after an authorship task AO, AM402

and AV is performed. Central to this is word distri-403

bution, quantified using TF-IDF similarity (denoted404

as SIM), which is also widely applied in detect-405

ing deepfake text by revealing unnatural or overly406

0
0.2

0.4
0.6

0.8
1.0

Mimicking

Verification

Obfuscation

4o-mini
o3-mini
deepseek
gemini

Figure 2: We present an overall pairwise interdepen-
dency evaluation of each LLM across the tasks of AO,
AM, and AV. For each aspect, the final score is com-
puted as the average across two “judge” evaluations to
enable relative comparison.

consistent vocabulary usage (Becker et al., 2023). 407

Additionally, we evaluate language naturalness us- 408

ing perplexity (denoted as PPL) and also report the 409

KL divergence over the distribution of text PPL 410

scores. This metric is commonly employed to cap- 411

ture the natural writing patterns of individuals and 412

to detect machine-generated text that may appear 413

overly fluent or statistically optimized compared 414

to genuine human writing. In our experimental 415

setup, we conduct evaluations both with metadata 416

Ca={Ma,Da} and without metadata Ca={Da}. 417

Details of the datasets, prompts, and metrics are 418

provided in the Appendix. A.2, A.3, A.4, respec- 419

tively. 420

5 Experiment Results 421

5.1 Isolation Evaluation (RQ1) 422

Overall, o3-mini performs the best in AO and AV 423

tasks, and 4o-mini leads in faithful AM (Table 1). 424

Particularly, o3-mini achieves the highest perplex- 425

ity (2.71) and lowest similarity (0.10) in AO, indi- 426

cating more distinct and less traceable outputs. For 427

AM, 4o-mini excels with the lowest PPL (0.65) and 428

highest similarity (0.13), reflecting better stylistic 429

imitation of the original texts. For AV, o3-mini iden- 430

tifies authorships with the highest accuracy (0.89). 431

5.2 Pairwise Interdependency (RQ2) 432

From the isolation evaluation (Sec. 5.1), we se- 433

lect o3-mini as both the obfuscation and verifica- 434

tion judge, and 4o-mini as the mimicking judge to 435

assess the interplays among the authorship tasks. 436

Fig. 2 presents a comprehensive comparison of the 437

four models’ influence capabilities across AO, AM, 438
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Models Speech Quora Essay

KL SIM ACC KL SIM ACC KL SIM ACC

w.
m

et
a 4o-mini 0.14 0.08 0.71 1.21 0.19 0.67 1.99 0.18 0.59

o3-mini 0.91 0.08 0.58 1.96 0.16 0.59 2.15 0.15 0.51
gemini 0.23 0.09 0.66 1.82 0.18 0.69 1.83 0.15 0.61
deepseek 1.15 0.08 0.53 2.15 0.13 0.57 2.23 0.15 0.51

w.
o.

m
et

a 4o-mini 0.39 0.08 0.63 1.25 0.16 0.62 1.87 0.17 0.62
o3-mini 1.41 0.07 0.59 1.84 0.16 0.63 2.01 0.15 0.53
gemini 0.05 0.08 0.70 1.76 0.17 0.76 1.86 0.15 0.60
deepseek 1.76 0.06 0.52 1.85 0.16 0.62 2.21 0.15 0.53

Table 2: Evaluation on obfuscation. KL (↑), SIM (↓),
and Verification Accuracy (ACC) (↓) between the mim-
icked and original text.

and AV. Overall, gemini, deepseek, and o3-mini439

are the most influential or effective with mimick-440

ing, obfuscation, and verification, respectively. We441

analyze each authorship task in detail as follows.442

Influence of Obfuscation. To quantify AO, we443

employ a mimicking judge (4o-mini) and a veri-444

fication judge (o3-mini). Table 2 reports the KL445

and SIM between mimicked and original texts and446

the verification accuracy on original texts when us-447

ing obfuscated texts as the ground truth. Overall,448

among all models, deepseek consistently demon-449

strates the strongest obfuscation influence across all450

datasets, achieving the highest KL and lowest SIM451

scores. This indicates that its obfuscated outputs452

deviate the most from the original writing style.453

In addition, the results also show that obfusca-454

tion without user metadata generally outperforms455

the versions that incorporate metadata. This sug-456

gests that metadata may inadvertently constrain457

the models, making it more difficult to mask the458

original writing style. In other words, the mim-459

icking judge can utilize the same user metadata to460

reconstruct the original author’s writing style, mak-461

ing the obfuscation less impactful. Furthermore,462

the performance gap between the with-metadata463

and without-metadata settings is most pronounced464

in the Speech dataset, which features more well-465

known authors. This gap progressively narrows in466

the Quora and Essay datasets, reflecting a trend: it467

is easier to conceal the identity of less well-known468

authors, regardless of metadata inclusion.469

Influence of Mimicking. To quantify AM, we eval-470

uate the mimicked texts using two distinct judges:471

an obfuscation judge (o3-mini) and a verification472

judge (o3-mini). Table 3 reveals several consis-473

tent trends across datasets. Gemini achieves the474

strongest overall performance in text obfuscation475

and verification, followed by 4o-mini, with Gem-476

Models Speech Quora Essay

KL SIM ACC KL SIM ACC KL SIM ACC

w.
m

et
a 4o-mini 3.25 0.05 0.73 2.51 0.17 0.78 2.32 0.20 0.68

o3-mini 2.95 0.06 0.70 2.30 0.19 0.73 2.14 0.19 0.65
gemini 3.29 0.05 0.87 3.20 0.15 0.89 2.98 0.18 0.71
deepseek 2.95 0.07 0.65 2.18 0.18 0.82 1.97 0.21 0.67

w.
o.

m
et

a 4o-mini 3.32 0.06 0.70 2.13 0.16 0.79 2.16 0.20 0.63
o3-mini 3.26 0.06 0.62 2.24 0.19 0.64 1.98 0.22 0.60
gemini 3.28 0.05 0.82 2.48 0.15 0.87 2.79 0.19 0.69
deepseek 2.58 0.07 0.59 2.37 0.17 0.81 2.03 0.22 0.62

Table 3: Evaluation on mimicking. KL (↑), SIM (↓),
and Verification Accuracy (ACC) (↑) between the ob-
fuscation and original text.

ini leading in most KL (↑), SIM (↓), and ACC (↑) 477

metrics. Contrast with previous AO evaluation, 478

incorporating user metadata to AM significantly 479

enhances verification quality specially on Speech 480

data. Notably, the performance gap between set- 481

tings with and without metadata narrows from well- 482

known to lesser-known authors, suggesting that 483

metadata plays a more critical role in capturing and 484

disguising distinctive writing styles. Specifically, 485

in the Speech dataset, the gap in KL divergence 486

and SIM metrics between the metadata and without- 487

metadata settings is substantially larger for AO than 488

for AM. This implies that metadata is more influ- 489

ential in AO or that AO is generally more effective 490

than AM. One possible explanation is that the input 491

text contains many identifiable linguistic patterns, 492

making it easier to alter (for obfuscation) than to 493

replicate (for mimicking). 494

Influence of Verification. We construct noisy sam- 495

ples Ca by doing AV across the 4 models, which 496

then serve as inputs for obfuscation and mimick- 497

ing judge. Overall, o3-mini achieves the highest 498

precision and recall, with deepseek showing strong 499

recall, while 4o-mini and gemini perform less effec- 500

tively in AV. We refer to Appendix. A.5 for detailed 501

setup and results. 502

Table 4 reports how AV influences AO and AM 503

when feeding AV with perfect (Ca) and noisy sam- 504

ples (Ca). Overall, models with higher precision, 505

indicating fewer false positives in Ca (Eq. 8, Eq. 9) 506

and reduced noise in the few-shot ground truth, ex- 507

hibiting smaller divergence between obfuscation 508

texts generated with perfect and imperfect samples. 509

This suggests that cleaner sample ground truth ex- 510

amples make the obfuscation texts more indistin- 511

guishable. Moreover, removing metadata during 512

obfuscation amplifies the divergence between ob- 513

fuscated texts, potentially because the obfuscation 514
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Models

−−→
V O

−−→
VM

Speech Quora Speech Quora

KL SIM KL SIM KL SIM KL SIM

w.
m

et
a 4o-mini 1.47 0.24 1.89 0.19 0.21 0.33 0.39 0.26

o3-mini 1.08 0.27 1.57 0.24 0.19 0.34 0.30 0.28
gemini 1.65 0.22 1.80 0.18 0.22 0.30 0.40 0.25
deepseek 1.21 0.24 1.74 0.21 0.20 0.33 0.35 0.26

w.
o.

m
et

a 4o-mini 1.72 0.22 1.91 0.17 0.34 0.29 0.41 0.25
o3-mini 1.24 0.24 1.60 0.23 0.24 0.31 0.36 0.27
gemini 1.71 0.18 1.83 0.17 0.33 0.28 0.43 0.25
deepseek 1.45 0.21 1.72 0.20 0.29 0.31 0.38 0.26

Table 4: Evaluation on verification. KL (↓) and SIM (↑)
measure similarity between two obfuscated texts. Full
results are shown in Table A5.

judge can utilize the metadata to force the obfus-515

cated texts to be similar. Lastly, across datasets,516

the gap in KL and SIM becomes narrower as the517

author becomes less well-known, reflecting the di-518

minishing influence of author-specific features in519

obfuscation.520

In terms of
−−→
VM , overall, mimicked texts de-521

rived from ground-truth examples of LLMs with522

higher precision exhibit lower divergence, reflected523

by smaller KL and higher SIM, because higher pre-524

cision reduces false positives and thus introduces525

less noise during the mimicking process. Addition-526

ally, AV’s access to metadata consistently improves527

the AM judge’s ability to perform accurate text528

mimicking compared to settings without metadata,529

although this benefit diminishes as the authors be-530

come less well-known. The reason might be LLMs’531

familiarity with famous people, and hence able to532

effectively utilize metadata.533

5.3 Triplet-wise Interdependency (RQ2, RQ3)534

This section analyzes five iterative cycles of AO,535

AM, and AV to evaluate how LLMs progressively536

shape stylometric patterns over time. Without loss537

of generality, we begin with mimicking followed by538

obfuscation, as their outputs are iteratively used as539

inputs for the subsequent task throughout the eval-540

uation process. An interesting observation is the541

emergence of zig-zag patterns in all plots in Fig. 3,542

suggesting an ongoing “tug-of-war” between mim-543

icking and obfuscation. Obfuscation appears to544

be more dominant, though the nature of this inter-545

play varies depending on (1) the dataset and (2) the546

presence or absence of metadata.547

Authorship Verification. Overall, mimicking548

demonstrates the ability to recover the original text549

to some extent (first plot in Fig. 3). However, its550
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Figure 3: Verification accuracy (↑), KL (↓), and Human-
likeness scores of mimicked and obfuscated texts com-
pared to original texts across datasets, both with and
without metadata. The x-axis represents the step order,
ranging from 1 to 10 for 5 iterations alternating between
AM→AO→AM→...→AO. AV is used as an intermediate
step after AO and does not generate any texts, so we
hide it for clarity. We refer to Table A6 for the detailed
results.

effectiveness diminishes over successive iterations, 551

due to the cumulative noise introduced by repeated 552

obfuscation steps, which makes it increasingly dif- 553

ficult for the mimicker to reconstruct the original 554

content. This degradation is particularly evident 555

in the Quora and Essay datasets, where mimick- 556

ing accuracy drops sharply after the first iteration. 557

In terms of obfuscation, we observe a substantial 558

reduction in verification accuracy for the Speech 559

dataset compared to Quora and Essay. This sug- 560

gests that obfuscation is more effective when au- 561

thor identity is strongly encoded in the text, as is 562

the case for public figures whose speech styles are 563

easily recognizable. Notably, removing metadata 564

from AO/AM consistently decreases verification ac- 565

curacy across all datasets and iterations, further 566

demonstrating the value of auxiliary information in 567

authorship verification. 568

Language Naturalness. Overall, KL divergence 569

increases over iterations, mirroring verification 570

trends and signaling growing linguistic drift from 571

the original text (second plot in Fig. 3). Mimicking 572

degrades over time, especially without metadata, 573

while obfuscation consistently drives text away 574

from its original form. Mimicking works best on 575

shorter, structured texts like Speech, whereas ob- 576

fuscation excels on longer, more variable texts like 577

7



Quora and Essay due to richer linguistic features578

for distortion.579

Anthropomorphism Analysis. We investigate580

whether generated text becomes more human-581

written or machine-generated through successive582

iterations of AM→AO (Cheng et al., 2025). To583

quantify this, we employ GPTZero2, one of the584

most popular commercial deepfake text detectors,585

to assess the degree to which a given text resembles586

human writing. Fig. 3 reports the human-likeness587

score- GPTZero’s estimated probability that a given588

text is written by a human. The first mimicked texts589

often appear most human-like, especially on the590

Speech dataset, while obfuscated texts consistently591

score low. Mimicking after obfuscation can par-592

tially restore human-like style, but this effect fades593

over time as the text becomes increasingly machine-594

generated. For Quora and Essay, texts generated595

after the second iteration are generally classified as596

machine-generated. This may be attributed to the597

lower popularity and variability in writing styles598

within these datasets, making it harder for mimick-599

ing models to recover stylistic patterns. Without600

metadata, this effect intensifies across all datasets,601

texts quickly adopt machine-like traits after two602

iterations, with minimal recovery by AM even in603

the Speech dataset.604

Topic Distribution. We analyze how mimicking605

and obfuscation alter topic distributions using LDA606

(Blei et al., 2003) and find that iterative authorship607

tasks gradually shift texts away from their origi-608

nal themes. For instance, in the Speech dataset,609

the initial texts cover topics such as politics, elec-610

tions, health/life, war/terror, and economy/jobs are611

replaced by more generic, repetitive content over612

time. This degradation may result from the com-613

pounding effects of generation, as LLMs tend to614

produce less specific and more repetitive content615

(Holtzman et al., 2020). Detailed topic trends are616

in Appendix A.8.617

6 Discussions618

Relationship between Authors’ Popularity and619

Metadata’s Effectiveness. Including metadata sig-620

nificantly boosts AV effectiveness, especially for621

well-known individuals, heightening privacy risks622

through easier re-identification or impersonation.623

Otherwise, lesser-known authors are less affected,624

indicating that popularity increases identifiability.625

While obfuscation helps, it does not reliably ensure626

2https://gptzero.me/

anonymity. These results carry important impli- 627

cations for LLM providers like OpenAI, Google: 628

(1) LLMs may unintentionally erode user privacy 629

by leveraging publicly available or leaked meta- 630

data; second, (2) incorporating privacy-preserving 631

mechanisms into authoring and editing tools; (3) 632

providing transparency and safeguards around how 633

metadata is used or inferred in LLM-driven author- 634

ship tasks. 635

The Double-edged Sword of LLMs: Empower- 636

ing Privacy or Enabling Threats? LLMs are 637

double-edged tools. On one hand, users can uti- 638

lize LLMs for privacy-preserving purposes. For 639

instance, whistleblowers or vulnerable individuals 640

may rely on LLM-powered obfuscation tools to 641

share sensitive content anonymously. On the other 642

hand, the same technology can be misused for im- 643

personation or misinformation. Our results show 644

that LLMs can convincingly mimic writing styles, 645

especially when metadata such as demographics 646

is available, opening the door for social engineer- 647

ing attacks or deepfake text generation. Therefore, 648

individuals must be aware that their public user- 649

generated content, even absent explicit identifiers, 650

can leave behind implicit rich digital traces. This 651

raises an urgent need for tools that proactively eval- 652

uate and adjust online writings to minimize their 653

digital traces. 654

Impersonation and Misuse at Scale. The interplay 655

between AO and AM reveals that obfuscated text 656

can still be reverse-engineered by powerful LLMs, 657

especially with demographic cues. This poses real 658

risks: malicious actors could impersonate public 659

figures or institutions at scale to spread misinfor- 660

mation. As a result, stronger authorship detection 661

tools are essential to identify AI-generated imper- 662

sonations and trace their origins. 663

7 Conclusion 664

In this work, we present a unified framework to 665

evaluate how LLMs interact across authorship ob- 666

fuscation, mimicking, and verification, highlight- 667

ing task-specific strengths and the role of demo- 668

graphic metadata. Our analysis quantifies inter- 669

dependencies among these tasks and shows that 670

obfuscation generally dominates mimicking in dis- 671

rupting authorial signals, though mimicking can 672

partially recover stylistic traits over time. Notably, 673

models with stronger reasoning excel at verifica- 674

tion and style concealment but struggle to faithfully 675

replicate an author’s unique voice. 676
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Limitation680

Despite presenting a comprehensive evaluation681

framework for the three core authorship privacy682

tasks—authorship verification, obfuscation, and683

mimicking—using diverse linguistic metrics across684

a range of real-world datasets, our study is lim-685

ited by the absence of human-centered evaluation.686

While automated metrics offer scalability and con-687

sistency, incorporating human judgment would pro-688

vide valuable insights into the perceived natural-689

ness, fluency, and effectiveness of obfuscated or690

mimicked text. This is especially important in as-691

sessing whether generated text truly conceals au-692

thorship or convincingly imitates another writing693

style from a human perspective. Future work could694

benefit from human-in-the-loop studies to better695

align evaluation with real-world perceptions and696

practical usability.697

Broader Impacts and Ethics Statement698

This work raises important ethical considerations699

in authorship privacy. While our framework helps700

evaluate and improve privacy-preserving tech-701

niques, it also reveals how LLMs can deanonymize702

writers or impersonate them, posing risks to vul-703

nerable individuals and enabling potential misuse,704

such as spreading misinformation. We urge the705

development of safeguards, such as tools that warn706

users of identifiability risks and stronger detection707

systems for AI-generated content. All data used708

are publicly available and handled following ethical709

research standards.710
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A Appendix868

A.1 Practical applications on authorship869

privacy870

In this section, we present some applications of our871

research questions related to real-world authorship872

privacy.873

RQ1: A practical application of this research874

question in authorship privacy is enabling users,875

such as whistleblowers, activists, or social media876

participants, to select the most suitable LLM for877

their goals. For instance, if a user seeks to mask878

their identity when writing sensitive content, the879

analysis can guide them toward models with strong880

authorship obfuscation (AO) performance. Con-881

versely, a journalist or researcher aiming to emulate882

a public figure’s writing style might benefit from883

models that excel in authorship mimicking (AM).884

Similarly, platforms concerned with detecting AI-885

generated or impersonated text can rely on models886

with high authorship verification (AV) accuracy.887

Thus, understanding isolated LLM performance888

informs the deployment of tailored models in real-889

world authorship privacy scenarios.890

RQ2: A practical application of this research891

question in authorship privacy lies in improving892

the design and security of multi-step text pro-893

cessing pipelines used in sensitive communica-894

tions. Specifically, in scenarios like anonymous895

online forums, whistleblower disclosures, or se-896

cure messaging, texts often undergo multiple trans-897

formations—generation, obfuscation, and verifica-898

tion—each performed by different LLMs. Under-899

standing how these models influence one another900

and the interdependencies that arise helps identify901

potential privacy risks, such as:902

1. whether obfuscation techniques are truly effec-903

tive in concealing an author’s style. For instance,904

whistleblowers and journalists who rely on tex-905

tual obfuscation to anonymize their writing may906

still be at risk if LLMs can reverse-engineer their907

original style, allowing adversaries to trace the908

obfuscated text back to them.909

2. anonymizing sensitive documents, e.g, legal tes-910

timonies or medical records, where ensuring that911

downstream mimicking models cannot recover912

the original author’s style is critical for privacy913

protection.914

3. evaluating the potential misuse of LLMs in im-915

personation attacks, such as forging stylistically916

similar content for deception or misinformation.917

4. forensic investigations, where reliable verifica- 918

tion must distinguish genuine statements from 919

adversarially altered or mimicked texts. Addi- 920

tionally, content moderation systems can lever- 921

age these insights to detect and flag deceptive 922

or impersonated content, enhancing online plat- 923

form safety and trust. 924

RQ3: A practical application of this question is 925

in developing robust authorship privacy tools that 926

account for real-world scenarios where text under- 927

goes multiple rounds of transformation. For in- 928

stance, in environments like anonymous publishing 929

platforms or secure communication channels, text 930

might be repeatedly mimicked, obfuscated, and 931

verified using different LLMs. Understanding how 932

these iterative cycles influence each other helps 933

identify how privacy can degrade or be preserved 934

over successive edits. This knowledge allows de- 935

signers to build more effective multi-stage pipelines 936

that maintain author anonymity, prevent unintended 937

leakage of writing style, and improve the reliability 938

of verification methods, ultimately enhancing the 939

security and trustworthiness of authorship privacy 940

systems. 941

A.2 Additional statistics on evaluation dataset 942

We present the statistics on the evaluation dataset 943

in Table A1 and A2. 944

Dataset # Avg Avg doc. Avg #sen. #
Exam length length per doc. Authors

Speech 5,172 58.20 17.44 3.34 3

Quora 9,899 294.62 18.83 15.64 5

Essays 154 225.87 9.43 7.24 3

Table A1: Statistics of the evaluation datasets.

A.3 Prompt Construction 945

Author identification can be generated based on 946

the attributes of each learner, including sex, aca- 947

demic background, level of English proficiency, 948

and country of origin, to build a more targeted 949

background persona. For example: The author is 950

female. Her academic background is in the Hu- 951

manities. Her English proficiency level is CEFR 952

B1 (lower). She is from Singapore, an ESL environ- 953

ment (English as a Second Language). The prompt 954

construction for mimicking, attribution, and obfus- 955

cation are written in Table A4. 956
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Attribute Value Count

CEFR

B1_1 914
B1_2 881
A2_0 470
B2_0 231
XX_0 73

Acad. Genre

Sciences & Tech. 1,034
Social Sciences 762
Humanities 674
Life Sciences 99

Lang. Env.
EFL 1,886
ESL 610
NS 73

Sex F 1,430
M 1,139

Table A2: Distribution of author attributes across 2,569
learners.

Models Speech Quora Essay

Precision Recall Precision Recall Precision Recall

4o-mini 0.36 0.50 0.36 0.50 0.33 0.50
o3-mini 0.67 0.80 0.54 0.70 0.50 0.70
gemini 0.36 0.50 0.33 0.50 0.27 0.40
deepseek 0.62 0.80 0.54 0.70 0.43 0.60

Table A3: Authorship verification precision and recall
of the four LLMs on the Speech, Quora, and Essay
datasets.

A.4 Evaluation Metrics957

Word Distribution. We employ TF-IDF to quan-958

tify each word’s significance within a document959

relative to the entire corpus. TF counts word occur-960

rences, while IDF down-weights common terms.961

We extract TF-IDF vectors from our text sources962

and compute cosine similarity to assess stylistic963

and thematic alignment.964

Language Naturality. Perplexity (PPL) evalu-965

ates how well a language model predicts a given966

text, with lower PPL reflecting greater confidence967

and closer adherence to learned linguistic patterns.968

Since LMs capture typical language structures from969

large corpora, PPL is a proxy for naturalness. Here,970

we fine-tune GPT-2 (Radford et al., 2019) on the971

original corpus and compute text-level PPL for both972

human-written and generated texts.973

A.5 Detailed results on Precision and Recall974

We construct the imperfect ground truth examples975

xp by sampling 20 examples from the original texts,976

including 10 from the author and 10 from others.977

The target model will be used to verify authorship.978

All the examples classified as correct verification979

will be used as the ground truth for the obfuscation 980

and mimicking processes. Table A3 shows detailed 981

results on Precision and Recall. 982

A.6 Additional results for VO and VM 983

We present detailed evaluation results of VO and 984

VM in Table A5. 985

A.7 Additional evaluation results on 986

triplet-wise interdependency 987

We present detailed evaluation results on triplet- 988

wise interdependency in Table A6. 989

A.8 Detailed results on topic distribution 990

analysis 991

From Table A7 to A17, we show detailed results 992

on topic distribution analysis on the mimicking and 993

obfuscation process. 994
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Task Prompt

Verification

• System Prompt: You are a judge designed to verify the attribution of a human-author written text.

• Instruction: You are given sample texts including 5 writings from the author and 5 writings from
others. Analyze the writing styles of the input text, disregarding the differences in topic and
content. Reasoning based on linguistic features such as phrasal verbs, modal verbs, punctuation,
rare words, affixes, quantities, humor, sarcasm, typographical errors, and misspellings. Your task
is to verify if the input text was written by {author name}. As output, exclusively return yes or
no without any accompanying explanations or comments.

• Context: Here is some information about the author: {author identification}. The 10 sample
writings: {sample text}.

• Task: The input text is: {input text}.

Mimicking

• System Prompt: You are an emulator designed to replicate the writing style of a human author.

• Instruction: You are given 5 sample writings from the author. The goal of this task is to mimic
the author’s writing style while paying meticulous attention to lexical richness and diversity,
sentence structure, punctuation style, special character style, expressions and idioms, overall
tone, emotion, and mood, or any other relevant aspect of writing style established by the author.
Your task is to generate a {avg}-word continuation that seamlessly blends with the provided
input text. Ensure that the continuation is indistinguishable from both the input text and the 5
sample writings by the author. As output, exclusively return the text completion without any
accompanying explanations or comments.

• Context: Here is some information about the author: {author identification}. The 5 sample
writings from an author: {sample text}.

• Task: The input text is: {input text}.

Obfuscation

• System Prompt: You are an emulator designed to hide the writing style of a human author.

• Instruction: You are given 5 sample writings from an author. The goal of this task is to conceal
the author’s writing style by carefully modifying lexical richness and diversity, sentence structure,
punctuation patterns, special character usage, expressions and idioms, overall tone, emotion,
mood, and any other distinguishing stylistic elements. Your task is to generate {avg}-word
continuation that has writing style significantly different from the provided input text. Strive to
make the rewritten text distinguishable from both the input text and the 5 sample writings by the
author. As output, exclusively return the text completion without any accompanying explanations
or comments.

• Context: Here is some information about the author: {author identification}. The 5 sample
writings from an author: {sample text}.

• Task: The input text is: {input text}.

Table A4: Prompt construction for the 3 tasks to evaluate LLMs ability.
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Models VO VM

Speech Quora Essay Speech Quora Essay

KL SIM KL SIM KL SIM KL SIM KL SIM KL SIM

w.
m

et
a 4o-mini 1.47 0.24 1.89 0.19 1.34 0.28 0.21 0.33 0.39 0.26 0.69 0.18

o3-mini 1.08 0.27 1.57 0.24 1.26 0.31 0.19 0.34 0.30 0.28 0.52 0.19
gemini 1.65 0.22 1.80 0.18 1.51 0.28 0.22 0.30 0.40 0.25 0.63 0.17
deepseek 1.21 0.24 1.74 0.21 1.32 0.29 0.20 0.33 0.35 0.26 0.64 0.17

w
o.

m
et

a 4o-mini 1.72 0.22 1.91 0.17 1.35 0.27 0.34 0.29 0.41 0.25 0.66 0.17
o3-mini 1.24 0.24 1.60 0.23 1.32 0.29 0.24 0.31 0.36 0.27 0.54 0.18
gemini 1.71 0.18 1.83 0.17 1.49 0.28 0.33 0.28 0.43 0.25 0.63 0.18
deepseek 1.45 0.21 1.72 0.20 1.34 0.28 0.29 0.31 0.38 0.26 0.65 0.17

Table A5: Merged results from both evaluations: Verification Obfuscation and Verification Mimicking. KL (↓)
and SIM (↑) measure similarity between two obfuscated texts. Bold and underline indicate best and second-best
performance per category.

Verification KL

Original 1 2 3 4 5 1 2 3 4 5

AM AO AM AO AM AO AM AO AM AO AM AO AM AO AM AO AM AO AM AO

w
m

et
a Speech 0.82 0.91 0.26 0.84 0.21 0.77 0.22 0.65 0.20 0.59 0.19 0.16 0.89 0.19 1.13 0.18 1.20 0.31 1.21 0.30 1.30

Quora 0.96 0.89 0.52 0.71 0.50 0.67 0.46 0.61 0.44 0.56 0.41 0.42 1.09 0.50 1.12 0.51 1.28 0.56 1.31 0.60 1.39
Essay 0.73 0.60 0.54 0.58 0.51 0.50 0.49 0.46 0.45 0.46 0.43 0.60 1.23 0.61 1.26 0.66 1.38 0.71 1.54 0.78 1.70

w
o

m
et

a Speech 0.80 0.72 0.68 0.64 0.63 0.50 0.57 0.46 0.50 0.41 0.45 0.31 1.19 0.39 1.37 0.42 1.42 0.48 1.45 0.70 1.58
Quora 0.89 0.80 0.46 0.62 0.41 0.48 0.44 0.40 0.41 0.34 0.36 0.97 1.43 1.32 1.89 1.57 2.31 1.89 2.80 2.17 3.20
Essay 0.69 0.60 0.51 0.50 0.48 0.46 0.44 0.40 0.41 0.41 0.38 1.12 1.34 1.42 1.78 1.50 1.98 1.80 2.61 1.91 2.90

Table A6: Performance analysis across 5 iterations (AM: mimicking, AO: obfuscation) for Verification and KL
Divergence metrics.

Topic Top Words
0 day, election, going, people, help, votes, working, could, got, better
1 weapons, tax, best, let, people, made, could, plan, give, think
2 people, country, time, right, look, together, one, border, want, believe
3 iraq, health, costs, people, team, looking, war, year, care, working
4 people, jobs, american, time, america, states, think, right, work, put
5 new, nation, america, american, years, right, peace, workers, great, drug
6 want, people, terrorists, important, college, enforcement, asking, terror
7 one, security, people, country, war, life, let, never, america, american
8 going, government, economy, world, america, afghanistan, iraq, getting, history, go
9 want, going, people, americans, think, true, test, save, health, support

Table A7: Top 10 words for each LDA topic on the original Speech dataset

Topic Top Words
0 america, nation, people, great, believe, world, together, continue, better, means
1 people, states, world, new, energy, afghan, united, best, take, working
2 weapons, people, country, know, america, act, got, work, tough
3 1st, country, good, could, china, american, always, quality, going, people
4 nation, iraq, america, united, security, safe, people, states, choose, issue
5 people, going, new, americans, great, way, thank, american, want
6 people, going, know, right, american, one, policy, get, great
7 people, economy, going, world, american, country, families, great, challenges, nation
8 want, good, working, people, continue, america, get, let, need
9 america, going, know, day, country, people, give, future, nation

Table A8: (Round1 Step1: Mimicking) Top 10 words for each LDA topic
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Topic Top Words
0 energy, progress, remains, across, people, iraq, together, let, ensure
1 built, probability, plane, boeing, airbus, children, life
2 ensuring, remain, nation, costs, moving, people, yet, accountability, financial
3 one, ensuring, future, fostering, ensure, secure, american, communities,
4 ensuring, essential, fostering, sustainable, future, progress, growth, efforts, economic
5 one, world, unity, life, fostering, resilience, children, wage
6 innovation, progress, challenges, yet, ensuring, fostering, remains, future, essential
7 commitment, last, crucial, energy, year, world, legal, principles, stability
8 future, progress, let, together, challenges, forward, shared, innovation, resilience
9 people, time, seemed, yet, dreams, distant, whispers, future, hope

Table A9: (Round1 Step2: Obfuscation) Top 10 words for each LDA topic

Topic Top Words
0 people, america, time, one, great, care, future, american, could, talking
1 world, going, future, let, great, build, america, job, look
2 challenges, america, world, new, innovation, good, always, moment, americans, embracing
3 people, america, let, country, opportunity, world, time, essential, american
4 support, people, power, future, let, progress, collective, respect, together
5 commitment, people, principles, trade, essential, future, nation, ensuring, dedication
6 work, future, people, challenges, let, requires, together, vote, commitment
7 america, together, need, nation, challenges, states, total, let, open
8 people, going, country, great, america, let, bad, win, things
9 nation, right, progress, values, back, believe, going, time, security

Table A10: (Round2 Step1: Mimicking) Top 10 words for each LDA topic

Topic Top Words
0 let, time, together, future, essential, ensure, yet, progress, resilience
1 progress, forward, let, together, path, future, ensuring, yet, test
2 progress, shared, challenges, future, together, unity, resilience, yet, innovation
3 innovation, future, could, change, time, progress, challenges, resilience, ensuring
4 future, let, progress, even, fostering, together, challenges, hope, path
5 day, time, yet, relentless, lies, collective, life, fostering, decisions
6 ’, offer, energy, greater, yet, dialogue, fostering, often, today, security
7 people, fostering, progress, solutions, ensuring, future, innovation, challenges, efforts
8 progress, future, collective, resilience, let, together, fostering, solutions, efforts
9 sustainable, fostering, growth, future, economic, innovation, ensuring, essential, together

Table A11: (Round2 Step2: Obfuscation) Top 10 words for each LDA topic

Topic Top Words
0 jobs, future, american, people, look, time, let, lot, need
1 future, nation, together, values, people, going, build, vital, need, american
2 commitment, jobs, right, americans, unwavering, challenges, economy, fill, good, better
3 world, economy, good, fight, prevail, got, forces, iraq
4 together, security, great, strategy, even, america, need, economic, made
5 people, future, work, america, nation, together, values, commitment, american
6 get, progress, ahead, future, nation, true, americans, shared, tomorrow, day
7 going, people, really, see, great, know, coming, thing, election
8 challenges, together, face, world, nation, resolve, forward, future, let
9 always, people, believe, right, nation, freedom, country, bad, working

Table A12: (Round3 Step1: Mimicking) Top 10 words for each LDA topic
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Topic Top Words
0 future, energy, collaboration, fostering, growth, demands, resilience, sustainable, economic
1 ensuring, forward, innovation, together, progress, demands, stability, clear, economy
2 together, progress, future, let, shared, collaboration, innovation, challenges, collective
3 let, progress, yet, together, hope, future, resilience, world, time
4 progress, path, let, future, yet, forward, together, demands, ahead
5 future, together, hope, ensuring, efforts, values, unity, resilience, let
6 quiet, world, shared, becomes, yet, month, america, key, let
7 progress, future, challenges, forward, ensuring, innovation, resilience, let, time
8 time, global, need, one, north, right, let, people
9 future, fairness, ensuring, ensure, economic, together, everyone, fostering, collaboration

Table A13: (Round3 Step2: Obfuscation) Top 10 words for each LDA topic

Topic Top Words
0 get, want, future, time, let, understand, ensuring, clear, situation
1 world, people, let, american, america, challenges, values, stand, together
2 people, right, help, innovation, prosperity, free, thing, economic, families
3 going, future, people, need, change, country, long, better, day
4 people, see, things, going, something, action, stand, disaster, let
5 people, bad, great, ’, nation, america, time, see, going, country
6 progress, journey, shaped, nation, spirit, something, always, human, going
7 america, together, people, future, let, world, requires, true, get
8 people, support, economy, know, work, great, world, time, done
9 world, america, ahead, future, yet, let, resolve, hope, freedom

Table A14: (Round4 Step1: Mimicking) Top 10 words for each LDA topic

Topic Top Words
0 guide, future, forward, commitment, essential, wage, next, protect
1 path, time, something, forward, energy, address, economic, achieving
2 let, solutions, forward, ?, progress, ahead, time, innovation, change
3 yet, forward, time, small, step, care, health, forged, energy
4 together, future, world, commitment, yet, challenges, let, across
5 shared, peace, resilience, path, collaboration, forward, progress, fostering
6 future, let, forward, progress, path, time, challenges, innovation, keep
7 progress, together, yet, one, let, change, time, vision, path
8 progress, together, resilience, challenges, essential, forward, future, collaboration, ensuring
9 future, together, let, progress, everyone, fostering, ensuring, innovation, build

Table A15: (Round4 Step2: Obfuscation) Top 10 words for each LDA topic

Topic Top Words
0 together, better, great, world, path, win, easy, opportunity, need
1 let, america, future, country, time, get, believe
2 get, jobs, let, american, america, need, means, investing
3 american, world, let, unwavering, ahead, work, opportunity, people, everyone
4 let, done, people, job, forward, time, get, citizens, keep
5 people, america, let, get, know, country, great, right, american
6 got, ta, room, forward, doubt, ahead, fight, open, freedom, stay
7 people, american, work, always, america, ’, time, act, future, nation
8 nation, let, best, got, stay, get, folks, sure
9 going, people, know, work, really, together, believe, want, world

Table A16: (Round5 Step1: Mimicking) Top 10 words for each LDA topic
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Topic Top Words
0 progress, together, shared, resilience, future, challenges, let, fostering, ensuring
1 lost, time, one, momentum, path, progress, america, became
2 future, fostering, innovation, progress, together, embracing, let, resilience, ensuring
3 future, progress, ensuring, let, together, challenges, innovation, collaboration, vision
4 future, progress, together, yet, forward, resilience, remains, shared, collective
5 let, progress, together, forward, step, commitment, action, ensure, future
6 together, future, progress, let, ensuring, path, unity, shared, commitment
7 ensuring, across, future, challenges, resilience, essential, without, forward, together
8 fostering, let, remains, future, progress, approach, financial, essential, together
9 progress, future, shared, forward, together, collaboration, challenges, yet, innovation

Table A17: (Round5 Step2: Obfuscation) Top 10 words for each LDA topic
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