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Abstract

Denoiser models have become powerful tools for inverse problems, enabling
the use of pretrained networks to approximate the score of a smoothed prior
distribution. These models are often used in heuristic iterative schemes aimed at
solving Maximum a Posteriori (MAP) optimisation problems, where the proximal
operator of the negative log-prior plays a central role. In practice, this operator is
intractable, and practitioners plug in a pretrained denoiser as a surrogate—despite
the lack of general theoretical justification for this substitution. In this work, we
show that a simple algorithm, closely related to several used in practice, provably
converges to the proximal operator under a log-concavity assumption on the prior p.
We show that this algorithm can be interpreted as a gradient descent on smoothed
proximal objectives. Our analysis thus provides a theoretical foundation for a class
of empirically successful but previously heuristic methods.

1 Introduction

Inverse problems are ubiquitous in scientific and engineering fields involving image acquisition. In
many such problems, the object of interest is not directly observed but instead undergoes a degradation
process—such as blurring, downsampling, or noise corruption. The goal is to reverse this degradation
and recover the original image.

A classical approach formulates this task as an optimisation problem balancing two terms: a data
fidelity term, modelling the observation process, and a regularisation term, encoding prior knowledge
about the solution. Historically, regularisers such as total variation or wavelet sparsity were hand-
crafted [Mallat, 1999]. While effective to some extent, recent approaches often rely on data-driven
priors, using pretrained denoisers and generative models. In particular diffusion and flow-based
models offer powerful ways to learn the true image distribution p from large datasets.

This opens the door to principled formulations like Maximum a Posteriori (MAP) estimation:

arg m]iRn Af(z) — Inp(x), (MAP)
zER

which corresponds to the posterior mode under the likelihood p(y | ) o exp(—Af(«)) and prior
p(x). In practice, however, this optimisation problem is extremely challenging to solve: evaluating
the score —V Inp(z) is often intractable, the term — In p(x) can be severely ill-conditioned, and
the data fidelity term f(x) is frequently not strongly convex. A wide range of methods have been
proposed to address these problems, and many of them perform remarkably well empirically. Yet,
these methods do not come with the guarantee of actually minimising the MAP objective, making
their success difficult to interpret.

A natural class of algorithms for addressing the MAP optimisation problem are proximal splitting
methods [see, e.g., Beck and Teboulle, 2009, Figueiredo et al., 2007, Combettes and Pesquet, 2011],
which are particularly effective when dealing with objectives that combine smooth and non-smooth
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components. These methods alternate between two steps: one that follows the gradient of the data
fidelity term, and another that incorporates prior knowledge through what is known as a “proximal
update” — a correction step informed by the prior distribution.

However, for prior models relying on an unknown data distribution, this proximal update is extremely
difficult to compute exactly. To circumvent this, a popular line of work introduced by Venkatakrishnan
et al. [2013] known as Plug-and-Play (PnP) replaces the intractable proximal step with a pretrained
denoising neural network. PnP methods have shown excellent empirical performance in a wide range
of inverse problems. But despite their success, they come with a significant caveat: the denoiser is
not designed to match the proximal operator it replaces. As a result, the overall algorithm no longer
corresponds to solving the original MAP estimation problem, which limits its interpretability and
makes it hard to analyse theoretically unless strong constraints are imposed on the denoiser [Hurault
etal., 2022, Sun et al., 2021, Hertrich et al., 2021, Cohen et al., 2021].

More recently, a new wave of approaches has emerged which view inverse problems as a sampling
task, see [Delbracio and Milanfar, 2023, Chung et al., 2023, Boys et al., 2024] among others, moving
further away from traditional optimisation frameworks. One example is the Cold Diffusion [Bansal
et al., 2023] algorithm, which combines denoising steps with corruption steps towards the observed
data, with decreasing intensity. While this method often produces high-quality results in practice,
especially with a small number of steps, it also lacks strong convergence guarantees and may diverge
during extended runs with default parameters [Delbracio and Milanfar, 2023].

In this work, we revisit denoising-based iterative schemes from a theoretical perspective, focusing on
the case where the negative log-density p is log-concave and potentially ill-conditioned. Specifically,
we show that a simple algorithm originally proposed by Bansal et al. [2023] with appropriate step-
sizes converges to the proximal operator of the negative log-density, and we establish corresponding
convergence rates. Having a reliable approximation of the proximal operator enables its integration
into broader MAP estimation frameworks, akin to Plug-and-Play methods, but now supported by a
rigorous theoretical foundation.

Our contribution: establishing convergence rates for MAP estimation. In this work, for a
suitable choice of sequences of noise levels o, > 0 and weights o, € (0, 1), we consider the
following recursion to compute the proximal operator of — In p at a point y € R%:
Zrp+1 = (1 — ag) MMSE,, (z1) + ary, (MMSE Averaging)
with MMSE, (2) := E[X | X + 0e = 2],
where the expectation is taken over X ~ p and ¢ ~ N(0, I;) conditionally on X + ce = z. In
practice, the theoretical minimum mean square error denoiser MMSE,, can be approximated by a
neural network which has been trained to match the MMSE denoiser.

Each iterate in the recursion is a weighted average between a denoised version of the current point
and the original input y, echoing the structure of methods like Cold Diffusion [Bansal et al., 2023].
What makes this recursion striking is that, for appropriate choices of weights ay, and vanishing noise
levels o, — 0, it can be rewritten (see Proposition 1)—yvia the Tweedie formula [Efron, 2011]—as:
Tpt1 = T — o VFy, (xr), with F, (z):= %Hy —z||* = Tlnp,, (2),

where p, denotes the convolution of the prior p with a Gaussian of variance 2. Under this reinterpre-
tation, the recursion corresponds to gradient descent on a sequence of smoothed objectives (Fy, )k
converging to the true proximal objective F'(z) := 1|y — z||* — 7 Inp(z) whose minimiser is the
proximal point prox_, p(y). This perspective enables a rigorous convergence analysis: as o — 0,
each update more closely resembles a step on F', and the iterates can be shown to converge to its
minimiser.

( )
We show that, under a log-concavity assumption on p and a bound on the third derivative of
— In p, the iterates xj, of the MMSE Averaging recursion converge to the true proximal point at

the following rate (see Theorem 1):
Hmk - prOX,-,—lnp(y)H S O(l/k)v

where O() hides logarithmic factors. Importantly, our convergence bound does not rely on the
L-smoothness constant of the negative log-prior — In p, which could be arbitrarily large.




This result provides theoretical grounding for algorithms that previously lacked a variational in-
terpretation, establishing a direct connection between heuristic denoising schemes and principled
optimisation algorithms. Crucially, it yields an explicit method to approximate the proximal operator
of the negative log-prior—a central building block in many optimisation frameworks for inverse
problems [Venkatakrishnan et al., 2013, Romano et al., 2017, Hurault et al., 2021]. Once available,
this proximal operator can be readily integrated into broader algorithms, such as proximal gradient
descent and its accelerated variants [Beck and Teboulle, 2009]. In Theorem 2, we demonstrate exactly
this by plugging our approximation into a proximal gradient method to solve the MAP problem.

The proof of convergence with explicit rates of the MMSE Averaging iterates towards the proximal
operator, while conceptually intuitive, requires a careful blend of inexact optimisation analysis
and tools from partial differential equations—most notably the heat equation—to control how the
minimiser of the smoothed objectives F,, evolves with the noise level.

2 Related Works

Our work shares similar motivations with much of the literature on Plug-and-Play (PnP) methods for
inverse problems [Venkatakrishnan et al., 2013]. The PnP literature is vast, and for a particularly clear
and comprehensive overview, we refer the reader to the PhD thesis of Samuel Hurault [Hurault, 2023].
PnP methods replace the proximal operator prox_ﬂnp(y) with a generic denoiser D,, typically
parameterised by the noise level o. A wide variety of denoisers have been used, including classical
approaches [Dabov et al., 2007, Zoran and Weiss, 2011], CNN-based denoisers [Zhang et al., 2021,
Kamilov et al., 2023, Zhang et al., 2017] and, more recently, diffusion models [Graikos et al., 2022,
Zhu et al., 2023]. These methods are often combined with different optimisation schemes (e.g.,
PGD [Terris et al., 2020], ADMM [Romano et al., 2017], HQS [Zhang et al., 2017]) and adapted to
different specific inverse problems. Several works [Sreehari et al., 2016, Gavaskar and Chaudhury,
2020, Nair et al., 2021, Xu et al., 2020] show that a variety of PnP algorithms converge, however
they cannot guarantee that the denoiser is a proximal operator, let alone the proximal operator of the
correct functional. Furthermore the convergence proofs often rely on restrictive assumptions on the
denoising model [Reehorst and Schniter, 2018]. Indeed, the denoiser is usually trained [Zhang et al.,
2021, Meinhardt et al., 2017] to minimize the MSE and hence—under Gaussian noise assumptions
converges to the MMSE estimator which can be very different from the MAP [Gribonval, 2011].

Gradient step (GS) denoisers [Cohen et al., 2021, Hurault et al., 2021] parameterize D, = I — Vg,
where g, is a neural network. It is then possible to show that D, is indeed the proximal operator of
an explicit functional [Hurault et al., 2022], but this function is unfortunately not the negative log
prior as desired. Similarly, Hauptmann et al. [2024] link linear denoisers to the proximal operator of
a regularization functional, which is however again not — In p.

Two recent theoretical works share our concerns about existing PnP methods and strive to learn the
correct proximal operator: Fang et al. [2023] replace the usual MSE loss by a proximal matching
loss which is guaranteed in the limit to yield prox__, . Though elegant, they do not establish any
convergence rate, and their training procedure only approximates the desired limit without providing
a bound on the approximation error. Using an approach somewhat close to ours, Laumont et al.
[2023] introduce PnP-SGD, which performs stochastic gradient descent on a smoothed version of the
proximal objective F,,. However, by keeping the smoothing parameter fixed (o = o), their method
only converges to the proximal operator of the smoothed density and the convergence rate depends
on the smoothness constant of F,,, which can be arbitrarily large and lead to slow convergence as
explained in this work.

The second class of approaches which are receiving more and more attention in the context of
solving inverse problems are conditional diffusion methods. These algorithms are typically based on
modifying the smoothed prior score V In p, (z, )—obtained through a pretrained diffusion model—
into the posterior score V Inp, (2, | y). Coupled with sampling along the reverse diffusion SDE this
allows to generate samples from the desired probability distribution. Dhariwal and Nichol [2021]
propose to use a classifier to estimate V In p(y | «), Jalal et al. [2021] approximate p, (y | ») =~ p(y |
x) obtained through the explicit likelihood term under Gaussian noise, the DPS algorithm [Chung
et al., 2023] approximates the mean of the smoothed log prior with the Tweedie formula and Boys
et al. [2024] additionally approximates the standard deviation. All such methods aim to sample from
the posterior distribution rather than identify its maximum. Moreover, they rely on approximations
that are difficult to control, offering no guarantees of sampling from the true posterior. Although



asymptotic guarantees can be achieved with more sophisticated algorithms [Wu et al., 2023], these
methods are not designed to recover the MAP estimate.

Using flow matching, Zhang et al. [2024] approximate the MAP solution directly, without relying on
the proximal operator. Instead, they construct a trajectory that trades off between the prior and data
fidelity terms, but no convergence rates are given. Finally, Ben-Hamu et al. [2024] solve a similar
problem, but additionally need an expensive backpropagation step through an ODE at every step.

3 Main Result: Convergence Towards the Proximal Operator

We begin by showing that the MMSE Averaging recursion corresponds to gradient descent on a
sequence of smoothed approximations of the proximal objective F'. We then show that these smoothed
objectives are significantly better conditioned than the original unsmoothed problem. Finally, we
prove convergence of the iterates and provide explicit convergence rates.

3.1 From MMSE Averaging to Gradient Descent on Smoothed Proximal Objectives

We can connect the recursion in MMSE Averaging to the negative log-prior — In p by leveraging the
celebrated Tweedie identity (see for example Efron [2011]), which links the MMSE denoiser to the
gradient of the log-density of a smoothed version of the prior. Specifically, if p,, denotes the Gaussian
convolution of p with a centred Gaussian of variance o2 (i.e. the density of X + o¢), then:

MMSE, (2) = z + 0*V Inp, ().

Plugging the above identity into the MMSE Averaging recursion allows expressing the iterate update
in terms of the score of the smoothed density p,, , which already resembles a gradient descent update:

(1 — ak)

Tp+1 = Tk — O ((9% —y) - UI%VIHPM (mk)> .

Rearranging the terms in the above expression naturally leads to the following simple observation:

Proposition 1. The MMSE Averaging recursion with choice of weights oy, = 1/(k + 2) and noise
sequence oi = 7/(k + 1) can be rewritten:

. 1
Tpy1 = @k — xVFy (zg), with F, (x):= §||y —z|? = 7lnp,, (z).

In this form, the recursion is naturally interpreted as a gradient descent algorithm applied to a
sequence of smoothed proximal objectives (F,, )r and with stepsizes (ay)i. This reformulation
not only enables a clean convergence analysis but also offers a new perspective on the MMSE
Averaging recursion: as o, — 0, one can hope that the iterates approach the minimiser of the original
(unsmoothed) proximal objective:
1
F(x):= 3 ly — z||* — 7Inp(z). (Proximal Objective)
Moreover, we argue that this smoothed approach leads to faster convergence than applying standard
gradient descent directly to the original, potentially badly conditioned Proximal Objective.

3.2 Good Conditioning Properties of F,

Compared to the original objective F, the function F|, enjoys much better properties. In particular,
the next result shows that F,, is L,-smooth, with smoothness controlled by the noise level o.
Proposition 2. For any o > 0, the function F, is L,-smooth, with

T

The proof can be found in Section A and is a simple consequence of known results on the Hessian
of —Inp,. This smoothing effect introduces a natural trade-off: for large o, the objective F,
becomes easier to minimise thanks to an improved smoothness, but the minimiser of F}, may deviate
significantly from that of the original problem. While this smoothness property holds for any density



function p, obtaining convergence guarantees requires stronger assumptions. In particular, we will
focus on the case where p is log-concave and satisfies regularity conditions. Although this assumption
is clearly idealised and does not hold for many practical distributions, it offers a manageable setting
for theoretical analysis.

Assumption 1. The density p is log-concave, and strictly positive on R%.

In particular, this ensures that —Inp is well-defined and convex over R%, so that the Prox-
imal Objective function F' is 1-strongly convex and admits a unique minimiser, denoted by
prox_,,,(y) = argmin F'. Furthermore, the stability of log-concavity under convolution (a
special case of the Prékopa—Leindler inequality, see [Saumard and Wellner, 2014, Proposition 3.5.])
ensures that — In p,, is convex for all ¢ > 0, and hence that F}, is 1-strongly convex. Along with
Proposition 2, this allows to quantify how much the smoothing improves the conditioning of the
objective in the following proposition.

Proposition 3. Under Assumption 1, for o > 0, the function F, is L,-smooth and ji,-strongly
convex with Ly = 1+ 7/0? and p, = 1. The condition number of F, is therefore at most

L, T
om0 7).
o o

This result highlights a key benefit of the smoothed proximal objective: as o increases the function
F, becomes significantly better conditioned, with the condition number «, decreasing toward 1 as
o — oo. For example, setting o = /7 already yields a condition number of x JF =2

Next, we impose an assumption on the third derivative of the log-prior, which is crucial in our analysis
for controlling the Lipschitz continuity of the map o2 + arg min F,,. Without such control, it would
be difficult to establish any meaningful convergence guarantees for the iterates of MMSE Averaging.

Assumption 2. The prior p is three times differentiable and the third derivative of In p is bounded.
We denote by M > O the quantity:

3
sup HV lnp(x)HF =M,
z€R?
1/2 )

where for A € R¥*xd || A||p = (Zid’k A?jk) / corresponds to the Frobenius norm.
This assumption controls how skewed and “non-quadratic” the log-prior is, and we make it in order
to control the stability of the minimisers prox__,,,, (y) := argmin F,, as o varies. Also note that
an upper bound on the third derivative does not imply an upper bound on the second one: indeed for

a Gaussian prior p, its negative log likelihood is a simple quadratic, which can have arbitrarily large
L-smoothness, while its third derivative is trivially 0.

3.3 Convergence of the MMSE Averaging Iterates Towards the Proximal Operator

Leveraging the upper bound on the condition number of the objectives (F),>0, We obtain the
following convergence result on the iterates xj, of the MMSE Averaging recursion:

Theorem 1 (Convergence to the Proximal operator). Under Assumptions 1 and 2, let prox__,, ,(y)
denote the unique solution of the Proximal Objective problem. Then, the MMSE Averaging iterates
with parameters a, = 1/(k +2), 02 = 7/(k + 1) and initialised at xo = y satisfy:

(Ink)+7

k+1 [”y_prOX—Tlnp(y)H +7—2M\/g]

||$k - prOX—Tlnp(y)H <

Comparison with naive GD: illustration with a Gaussian prior. The most important part of our
result is that the convergence bound does not depend on the L-smoothness of — In p, which could
be arbitrarily large. The convergence rate depends only on a bound on the third derivative of — In p,
which may remain moderate even when the second derivative is large. This is unlike gradient descent
(GD) applied directly to the proximal objective F', whose rate scales poorly with the L-smoothness
of —In p. We illustrate this with a toy yet instructive case of a Gaussian prior, for which the third
derivative of the log likelihood is trivially zero, yet the second derivative can be arbitrarily large. Let
p be the density of a d-dimensional Gaussian A/(0, H 1), with H a positive definite matrix whose
smallest eigenvalue we arbitrarily consider to be ; = 1 and whose largest eigenvalue L > 1 can be



arbitrarily large. In this setting the negative log-prior — In p is a quadratic with Hessian H and F
is a quadratic too with Hessian equal to (I + 7H ). The corresponding smoothness constant of F' is
therefore Ly = 14 7L, and the strong convexity constant is ur = 14 7. Since L can be arbitrarily
large, gradient descent on F' requires an arbitrarily small (and non-practical) step size « < 1/Lp.
For & = 1/ L, the iterates satisfy the standard convergence bound:

k/2
2
o = prox a0l < (1= 55 ) = prox s, ()1,

leading to an iteration complexity of L -log(1/¢) to reach e-accuracy. From Theorem 1, since M = 0
the MMSE Averaging iteration converges much faster, with rate O(1/k) (i.e. iteration complexity
O(1/¢)), which is tight up to the log term (see Section A.3).

Parameter-free algorithm. A key practical advantage of our result is that it guarantees convergence
for a parameter-free choice of weights «, and noise levels oj. Specifically, these sequences depend
only on the chosen regularisation parameter 7 and do not require any knowledge of smoothness or
Lipschitz constants, condition number, or other problem-specific properties of the prior distribution p.
This makes the algorithm particularly simple to use and eliminates the need for costly hyperparameter
tuning.

Sketch of proof. The proof (given in Section A.3) combines techniques for approximate gradient
optimization and a priori estimates on the solution to a partial differential equation. We begin by
applying the standard descent lemma to the smoothed objective F,, , which yields a contraction
towards its minimiser at a rate determined by the condition number ., which is controlled through
Proposition 3, guaranteeing consistent progress. However, because the minimiser of F},, changes
with o, we must control how much it drifts over the iterations. To do this, we study the evolution of
the minimiser of F}, as a function of ¢ by analysing the differential equation it satisfies. This is made
possible by the fact that p,, satisfies the heat equation. The resulting ODE for arg min F, involves
the quantity VA In p,,, which we are able to bound uniformly in o by M+/d by carefully analysing
the parabolic inequality satisfied by ||V Inp, (x)||r and using the bound from Assumption 2 for
o = 0. Summing the incremental drift contributions and combining them with the contraction bound
yields the final convergence result toward the true proximal point.

Link with cold diffusion. There is a notable similarity between our algorithm and a heuristic
approach introduced in Bansal et al. [2023], which generates images by inverting a known degradation.
When the degradation operator is defined as a linear interpolation between the degraded image y
and the clean image x (as explained in Section 6.2 in Delbracio and Milanfar [2023]), cold diffusion
initialises at zo = y and applies the following iteration for a fixed number of steps V:

Tp1 = (1 —ap)Do(wi, k) + ary, withop =1— %
where Dy is a trained denoiser, as for our recursion MMSE Averaging. However, note that the choice
ay = k/N differs from the schedule used in our theoretical analysis. While this empirical scheme
yields strong results for very small [V, it lacks convergence guarantees and tends to diverge as the
number of iterations increases. We suspect that this instability may be due to the fact that the fixed
ratio k/N does not necessarily correspond to a well-behaved weighting policy.

Comparison with standard random smoothing techniques. The smoothing that appears through
—Inp, differs significantly from classical random smoothing approaches (e.g., Nesterov and
Spokoiny [2017]). In standard random smoothing, the goal is to regularise a possibly non-
smooth function h by convolving it with a Gaussian, yielding a smooth approximation h,(z) :=
E.Ar(0,021)[(2 + €)]. This smoothed function h, inherits favourable differentiability properties
that are well understood and can be leveraged in zeroth-order or gradient-based optimisation. In
contrast, our approach considers the logarithm of a smoothed function—specifically, — In p,, where
Po is the Gaussian convolution of a density p. This subtle change has a major impact: the logarithm
does not commute with convolution, and the resulting function exhibits different analytic properties.
As aresult, existing results from the standard random smoothing literature cannot be directly applied.



Extension to priors supported on an affine subspace. Our analysis naturally extends to the case
where the prior distribution ;. is supported on an affine subspace S C R? of dimension r < d,
representing a first step toward modelling the assumption that clean images lie on a low-dimensional
manifold within the ambient space. Indeed, assuming that the restriction of x4 to S admits a positive
log-concave density p with respect to the r-dimensional Lebesgue measure on S, the smoothed
density p, is then defined over R? and can naturally be decomposed into a Gaussian term orthogonal
to S and a convolution restricted to S. Specifically, for any point z € R9, the smoothed density p, (z)
factorizes into a Gaussian penalty for the distance of z to S, and the intrinsic smoothing of p along S.
Importantly, this decomposition allows us to express the third-order derivatives of In p,, in terms of
derivatives intrinsic to S. As a result, Theorem 2 still holds but with ambient dimension d replaced
by the effective dimension r» < d. We formally prove this in Section A.4.

Extension when using approximate scores. In practice we do not have access to the exact V In p,,
but only to an approximation of the score, often provided by a trained neural network g, ~ V Inp,. In
this more realistic case, the MMSE Averaging recursion becomes x+1 = x — ax(VFy, (2r) +7&k)
where &, == VInp,, (zr) — go, (x1) denotes the approximation error at step k. Assuming that
these errors are uniformly bounded along the trajectory, i.e. ||£x|| < &, we can show that the iterates
converge to a point at distance O(&) from the true proximal point, with the same rate as in Theorem 1.
We refer to Section A.3 for the proof.

4 From Approximate Proximal Operators to MAP Estimation

We now return to the original MAP optimisation problem, recalled here:

arg min \f(x) — Inp(z).
z€R4

We denote the objective by J(x) := Af(z) — Inp(x) and work under the following assumption on
the data fidelity term f:

Assumption 3. The data fidelity term f is convex, lower-bounded, and L ;-smooth.

This is a mild assumption that holds for many common data fidelity terms, suchas f(z) = 3| Az—y|?

which is L s-smooth with L = 1/Apnax (AT A). Note that we do not require f to be strongly convex.
Under this assumption, we denote z3;,p € arg min J any minimiser of .J.

Algorithm. When the proximal operator is accessible, minimising .J can be achieved using proximal
gradient descent, starting from z(?) = y:

Y = prox_p (@ = TAVf (). (PGD)

Under Assumptions 1 and 3, the classical result of Beck and Teboulle [2009] (see their Theorem 3.1)
guarantees that for a step size 7 < 1/(ALy), the following convergence rate holds:

* 2
J (n)y _ J(x* < ||y - xMAPH ]
(") (zhap) < I V—

In our setting, however, we do not have direct access to the exact proximal operator prox_ .
Instead, we compute an approximate version using the MMSE Averaging recursion. Given a sequence
(kn)n>1 specifying the number of internal iterations used to approximate each proximal step, this
leads naturally to an inexact proximal gradient descent algorithm.



Algorithm 1 Approximate Proximal Gradient Descent (Approx PGD)

Require: Noisy image y, step size 7 > 0, parameter A > 0, number of inner steps (ky,)n>1
Initialise: (9 < y
forn=20,1,2,...do
1. Data fidelity gradient descent step
2D ) AV F(E™)
2. Approximate proximal step (") ~ prox
fork=0,...,k,41 —1do

Of <

n+1
7T1I1p<z[() - ))

_T_
k+1

1
Q< e

zfjﬂl) «— (1 — ap)MMSE,, (ZIE"H)) + akz(()"ﬂ)
end for
2D 4
end for

(n+1)
k:n+1

We prove the following convergence result for the approximate proximal gradient descent iterates
from Algorithm 1.

Theorem 2 (Convergence towards the MAP estimator with explicit bounds). For 7 < ﬁ and

a number of steps in the inner loop which increases as k, = |c-n'T"| for ¢,n > 0, under
Assumptions 1 to 3 the approximate proximal gradient descent iterates (i("))n Jfrom Algorithm 1
satisfy:

1 - i * 1 ~(n n = 1
L3I b <0 (1) and 50 -] <0 ().

n-
=1

where x(") := prox__ p(fc(”_l) —TAV f(2(*=1))) denotes the exact proximal update at iteration n.

The constants hidden in the O(1/n) and O(1/n) terms depend explicitly on the problem parameters
and are given in detail in Section A.5.

Comment on the convergence bound. This result provides a meaningful convergence guarantee
in the context of MAP estimation. Since we do not assume strong convexity of f, it is more natural
to measure progress through convergence in function value rather than in the iterates themselves.
However, a direct bound on J(#(™)) — J* cannot be expected in general: because the iterates &(")
are only approximate updates of the true proximal points 2(™), even a small error between (") and
x(") can result in a large discrepancy in objective value due to the potentially poor conditioning of .J.
Instead, our analysis shows that the iterates (" are close to the exact proximal iterates (™, whose
average MAP error is provably small. As a result, even though we cannot directly control .J(2(™)),
we ensure that the iterates are close to the iterates (") which provably converge (in average) towards
the optimum.

Sketch of proof. We start from the classical descent inequality for proximal gradient updates. Since
we use approximate proximal steps (™), we quantify the error £(™) = £(") — £:(") using Theorem 1
and bound its impact on the objective. Summing over iterations and controlling the errors yields the
O(1/n) rate for the objective. The second bound follows directly from the convergence of the inner
loop to the true proximal operator thanks to Theorem 1. Note that although our proof follows a similar
strategy to that of Schmidt et al. [2011], which analyses inexact proximal gradient methods, their
results do not directly apply here—because our approximation guarantee from Theorem 1 concern
the iterates and not the objective function values.

Finally, note that while we consider an approximate version of proximal gradient descent, one could
also analyse its accelerated counterpart, in the spirit of FISTA Beck and Teboulle [2009], which
would yield faster convergence rates under the same assumptions. We leave this direction for future
work.



5 Numerical Visualisations

To better understand the effect of smoothing on the proximal objective—and how it influences the
gradient descent trajectory—we consider a simple two-dimensional example where the prior p is

a Gaussian distribution with a highly anisotropic covariance ¥ = <(1) 1?1)) for L > 1. In this

setting, the density p(z1, x2) is sharply concentrated around the x;-axis and rapidly decays as soon
as o # 0. The corresponding proximal objective F'(z) = ||y — z||?> — 7 Inp(x) is then a quadratic

2
function with Hessian equal to

2 o -1 1+’7’ 0
VF(z)=1+7X —( 0 1+TL>'

As illustrated in Figure 2 this severe ill-conditioning leads gradient descent on F' to stagnate, making
very little progress toward the true proximal point prox_ ., p(y).

However, smoothing the prior leads to a significant change in behaviour. Since p, corresponds to the
convolution of p with a Gaussian of variance o2, it remains Gaussian with covariance ¥, = £+ o2 1,.
The smoothed proximal objective F,,(z) = %|ly — #||? — 7 In p,(z) is then also quadratic, but now
with Hessian

V2F,(x) = [+ 75! = (1 /(1 +0%) 0 ) .

0 1+7L/(1+ Lo?)

As o increases, this Hessian interpolates between the poorly conditioned V2F and the well-
conditioned identity matrix I». This transition is clearly visualised in Figure 1, which shows how
the level curves of F}, become more isotropic as ¢ increases. However, while smoothing improves
conditioning, it also causes the minimiser prox__,,,, (y) = argmin Fy, to drift away from the solu-
tion prox_,,,,(y) = arg min F' which we ultimately aim to recover (the red triangle in Figure 1).
This highlights the need for a decreasing schedule of o, within the recursion: to benefit from better
conditioning at early stages while still converging to the correct solution. This strategy leads to
significantly improved optimisation performance. As shown in Figure 2, gradient descent applied
to the sequence of smoothed objectives (F,, )i, using the step size and noise schedule specified in
Proposition 1, converges rapidly to the desired solution.

c=0 o=1/2
3
Oy =E0=
A prox—rlnp(y) _
g X proxen, () /= 2 @
¥ b ¥
= = I
) ) g
X
Ty axis - T axis - T axis
Figure 1: Visualisation of the level curves of the smoothed proximal objective F, (z) = 1|y — z||* —

7 In p, () for different values of 0. The unsmoothed objective F is poorly conditioned (left plot),
but the conditioning improves significantly as o increases.
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Figure 2: [Illustration of the iterate trajectories (left plot) and convergence rates (right plot) of
naive gradient descent on F' (which has condition number x = 500) versus gradient descent on
the smoothed objectives (F,, ), using a toy 2D Gaussian prior. Gradient descent on F, using a
stepsize « = 0.8/ L i (chosen for better visualisation), suffers from poor conditioning and makes little
progress toward the optimal solution prox__,, (). In contrast, gradient descent on the smoothed
objectives (Fy, ) converges rapidly, clearly exhibiting a O(1/k) rate.

6 Conclusion

In this work, we prove that the iterative denoising-based scheme MMSE Averaging converges to
the proximal operator of the negative log-prior — In p, a central component in MAP estimation for
inverse problems. We show that, under suitable choices of averaging weights «;, and noise levels o,
the algorithm can be interpreted as gradient descent on a sequence of smoothed proximal objectives.
Leveraging this perspective, we prove that the iterates converge to the true proximal point at a rate of

O(l /k), under the assumption that the prior p is log-concave and has bounded third derivatives.

This result offers a principled foundation for a class of denoising-based schemes and connects them
to classical optimisation theory. Importantly, it provides an explicit way to approximate the proximal
operator of — In p, enabling the use of standard proximal methods to solve the MAP problem. We
demonstrate this by incorporating our approximation into proximal gradient descent and deriving
convergence guarantees for the resulting algorithm.

Despite these advances, our theoretical guarantees rely on strong assumptions — most notably that
the prior is log-concave, sufficiently smooth, and supported on all of R?. Extending the analysis to
more realistic settings, such as non-convex priors or those supported on low-dimensional manifolds,
is an exciting direction for future work.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: An informal version of our main results is provided in the introduction.
Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

» The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The limitations of each of our assumptions are discussed after stating these
assumptions. Additional limitations are also discussed in the discussion section.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: all assumptions are clearly stated and theoretical results are proved in the
appendix.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.

The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: experimental details are given in Section 5.

Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: code is provided in the supplementary material and will be publicly released
after publication.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: see 4.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:
Justification: the impact of randomness is very small in our experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:
Justification: the experiments are small and run on a personal laptop.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification:
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: no societal impact, as it is this paper remains theoretical with no impact on
broader society

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: the paper poses no such risks
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: the paper does not use existing assets
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: the paper does not release new assets
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: the paper does not involve crowdsourcing nor research with human subjects
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: the paper does not involve crowdsourcing nor research with human subjects
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: the core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

20


https://neurips.cc/Conferences/2025/LLM

Organisation of the appendix.

1. In Section A, we provide the proofs of Proposition 2 and Theorems 1 and 2. We also show
that Theorem 1 is tight in the case of Gaussian priors, and extend it to priors supported on a
low-dimensional affine subspace, and provide a convergence guarantee in the more realistic
setting where we do not have access to the true score function but only to an approximation.

2. In Section B, we provide several lemmas which enable to control o — .

A Proofs of Proposition 2 and Theorems 1 and 2

A.1 Preliminary results

We start by the following proposition establishing that — In p,, is convex and %-smooth.
Proposition 4. Fix o > 0. Under Assumption I, © — —Inp,(x) is convex with a Hessian satisfying:

1 1 1
—V2Inp,(2) = - [Ia — ;Var(dX +oe=2)] < ﬁjd.

Proof. The convexity of z — — Inp,(x) follows directly by the classical fact that a convolution
of log-concave densities with a Gaussian is still log-concave (see [Saumard and Wellner, 2014,
Proposition 3.5]). The fact that the Hessian is upper-bounded by %I 4 1s a direct consequence of
an identity which can be seen as a "second order Tweedie formula" (e.g. Lemma A.1 in Gribonval
[2011] or in Lee and Vazquez [2003] equation 5.8.):

1 1
~V?Inp,(2) = o [Ia — ﬁVar(dX + oe = 2)]
1
j ?Idv

where ¢ denotes a standard d-dimensional Gaussian random variable (¢ ~ N(0, I4)) and the matrix
inequality is due to the positiveness of the covariance matrix. For completeness we give the proof of
the second order Tweedie identity. From the standard Tweedie identity (see, e.g. Efron [2011]) we
have that:

z—E[X|X + oe = 2]

—Vinp,(z) = o2
= % Rd(z — x)p(x|z)dz
_ L[ ez —al)p(x) -
o2 /]Rd( )f]Rd bo(llz = x’II)P(x’)dx'd 7

where ¢, (2) = exp(—g5z). Notice that ¢;,(2) = —Z ¢, (z). We can now compute the Hessian
of —Inp,, letting X, = X + oe:

—V?Inp,(2) = %(Id - % /Rd(z — 2)®?p(z|2)dz + % [/Rd(z _ w)p(m|z)dx]®2)
- %(Id - %(EKXU - X)®2|X, = 2] ~ E[X, - X|X, = 2]°%]))
1

1
= <1d — =5 Var(el X, = z)),

which concludes the proof. O

Now, we recall and prove Proposition 2, which is a direct consequence of Proposition 4.
Proposition 2. For any o > 0, the function F, is L,-smooth, with

N
Ly=1+ .
+

Proof. The result directly follows from Proposition 4 which implies that — In p,, is 1/02-smooth, so
that F;; is Ly-smooth with L, = 1+ 5. O
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A.2 Analysis of the MMSE Averaging iterates

We start by recalling our main result Theorem 1, which provides a convergence rate towards the
proximal operator of the MMSE Averaging recursion.

Theorem 1 (Convergence to the Proximal operator). Under Assumptions 1 and 2, let prox__, ,(y)
denote the unique solution of the Proximal Objective problem. Then, the MMSE Averaging iterates
with parameters a, = 1/(k +2), 02 = 7/(k + 1) and initialised at x¢ = y satisfy:

(Ink)+7

7T1np(y)|| < k+1 [”y_proxfrlnp(y)n +72M\/a]

||zr — prox

Proof. From Proposition 3, we are guaranteed that F,, is strongly convex and smooth with

Loy, = 1, Lgk—1+——k+2 Ko, =k + 2.
or

To avoid heavy notations, we denote zj; = PIOX_ ;15 p, . (y) = arg min F,, as well as * =

prox_.,,(y) = arg min F, note that these quantities are well defined and unique by the strong
convexity of Fy,;, and F'.

Recall that due to Proposition 1, one step of the MMSE Averaging recursion can be seen as one
step of gradient descent on F,, with stepsize oy, = T}rw which exactly corresponds to a, = 1/L,, .
Hence, at iteration k, a standard convex optimisation result (see Theorem 2.1.15 in Nesterov [2013])
guarantees the contraction:

1/2
lonss — Il < (1—2—E2 ) Ty |

/"Lgk + Lffk
Ko, — 17 1/2
= (ﬁ) lzk — a5, |l
ok
k+1\1/2
= (53) Mo —a,l M
We now use the triangle inequality to write:
* k+1 1/2 *
ki =t < (5og) (o= s I+ ek, — a3, ). @)

And we clearly see that we need to be able to control the regularity of ¢ — x;. This is done in

Proposition 9, where we show that 2% is Lip schitz in o

lz%, — 25,12 < Cof = 03),

for o5 < oy < /7 and where C' := L|2* — y|| + 7MV/d. Since o, < /7, we can use this bound
and insert it in inequality (2) to get:

k+1

1/2
irs) Ulee—ab I+ (0t —ad)-C).

Jowsa = a0 < (

@) _ G+D(E+2).
i+3 ) = (k+2)(k+3)"

V6 k ] j—|—2
T -z || € ——||71 — Il + 0’
o =5l < el 2 g s

And from inequality (1) we have that ||z, — 27 || < % lzo — @}, ||. Since 2¢ = y, this leads to:

It remains to unroll the inequality until £ = 1, and using the fact that TT¥_ j (

. V2 ~GHDEHD) o
||$k+1—$ak||§m||y— UOII+Z W(U‘ —03)C.
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Now since 07 = 17, we have that (07_; — 07) = 557y, hence for k > 1:
V2 LGNGO
Tpp1 — 2y, || £ —eee———=ly — || + —
o =5l < s 1~ 2 D+ 976+ 1
V2 Iy — % || + TC i Jj+2
Sk T el TR 2 GG )
And we can simply bound:
Fooit2 11 1 b
= f+f—7>§1+ - <2+ In(k),
;J(J+1) ;(J joogtl ;J
Therefore
NG) 2 + In(k))7C
lzgs1 — %k” = hr 2||y - go|| T k12

Now using the triangular inequality [zx41 — 2*|| < |lzpy1 — 2, || + |2}, — 2*|| and using
Proposition 9 which bounds ||z}, — z*|| < o7C we get that:

(24 In(k)rC  7C
k+2 k+1

[EZ N8} My —a w5l +

_ *
R
And using the triangular inequality again:
ly — a5, [l < lly — 2™[| + [la” — a7,
< lly —a*|| + 05C
=lly =2 +C,

where the second inequality is due to Proposition 9. Therefore:

Vally =o'l , (nk)+2+v2

_*|l < C
ok = 2%l < = O
< Vely—atl (nk)+4_,
- kE+1 k+1 '

Plugging the definition of C' = 1||z* — y|| + TM+/d we can finally write:

N (Ink)+7 N
ks - ol < S== (et =yl + 72MVa),

which concludes the proof. O

This next proposition proves the tightness of Theorem 1 (up to constants and the log-term) in the case
of Gaussian prior. Here we assume that p is the density of a d-dimensional Gaussian A (u, 32), with
3’ a positive definite matrix. Without loss of generality, we can assume that the Gaussian is centered:
ie., u=0.

Proposition 5 (Exact convergence rate for Gaussian priors.). Under the assumption that the prior p
is a d-dimensional centered Gaussian N (0, %), then we have that the MMSE Averaging recursion
with ay, = 1/(k + 2), 02 = 7/(k + 1) initialised at xo = y satisfies the identity:

Y — prox_. 1np(y)
k+1 '

T — proxf‘rlnp(y) =

Proof. In this setting, the negative log-prior — In p is a quadratic with Hessian H = X~ !, and F is a
quadratic:

1 T
F(x) = §||y —|? + §mTE_1x.
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Its minimiser is given by:
CC* = proxf‘rlnp(y) = (I + Tz_l)_ly‘

And since p, ~ N(0,% + 021;), the smoothed objective writes:

1 T
Fry (@) = 5lly = all* + 52T (S + ofla) o,

and its gradient is:
VE, () =2 —y+7(X+0ily) ‘o

We now prove the result by induction. For £ = 0, we have x¢ = y and the base case trivially holds.

Inductive step: The inductive hypothesis provides that:

- )
T =T — — T ).
k k+1 Y

Using the identity 2* = (I + 7571) "'y, we have:

-
y—r*=78"12* = ap =2+ —% 1%

k+1
Then,
%
(S+ 03 La) tay = (S + 2 1a) " (1 n #Hz—l) R P
-
so that:
Vs, (re) Fly—at) =2y et b () = U
o () =z — —a¥)=z" — —(y—=x —z¥) =
&\ Tk E=YT Yy Y k1 Y Y b+ 1
Now from Proposition 1, the update writes:
= —_— FO’
Th+1 Tk k i QV k(a:k)
:(E*—‘ry_m*— y—(E*
E+1 (k+1)(k+2)
(y — %)
_ *
=x" + o
This completes the inductive step, and hence the proof. [

A.3 Extension when using approximate scores

In practice, when using a trained denoiser, we do not have access to the exact score V In p,,, but only
to an approximation g, ~ V In p,. In this more realistic case, the update rule becomes:

Th4+1 = Tk — O (fEk — Y~ TGoy (T/k))
where we use the approximation g,, instead of the true score —V In p,,. This recursion rewrites
Tpt1 = i — ok (VFy, () + 7Ek) (Noisy recursion)

where &, == VInp,, (zr) — go, (x1) denotes the approximation error at step k. Assuming that
these errors are uniformly bounded along the trajectory, i.e. ||| < &, we can show that the iterates
converge to a point at distance O(&) from the true proximal point, with the same rate as in Theorem 1.

Proposition 6 (Convergence with approximate scores). Under Assumptions I and 2, let prox_ 1, ,(v)
denote the unique solution of the Proximal Objective problem. If the score approximation errors
satisfy |||l < & for all k, then the Noisy recursion iterates with parameters oy, = 1/(k + 2),
o3 = 1/(k + 1) and initialised at xo = y satisfy:

(Ink)+7

Tl — prox_ @)l + 7MY + /37

||‘T/C - prova'lnp(y) H §
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Proof. To avoid heavy notations, we denote z;, = prox (y) = arg min F,, as well as

—7TInps,
r* o= prOX—Tlnp(y) = arg min F, note that these quantities are well defined and unique by the

strong convexity of F,,, and F'.

Let Z11 = x — axyVF,, (z)) be the noiseless step. Following the exact same arguments as in the
proof of Theorem 1, we get the single—step contraction

k+1
7 —x* <( ) zx .
[Ze41 — 25, | < T3 |zk — 25, |

Since rg4+1 = Tp41 — axTEL, the triangle inequality leads to:

k+1\1/2
o —a5, 0l < (5=5)  low—a )+

P Il 3)

k+2

Next, as in the noiseless case, we decompose as:

e — g, |l < llx — I+ 125, — 25, < llew — I+ Clok—y — k),

0k1 Ok—1 Ukl

with C = L||z* —y||+ 7MVdand 07 _, — 02 =
and unrolling from j = 1 to k gives

V6 J"'l +2), 2
| < — (gt . — (O
||JJ]€+1 xokH = (k+2)(k+3)||x1 00||+Z +3)(0-j71 Uj)
k
+3) T
+Z k+2 +3)j+2H£J”'

From inequality (3) with k& = 0, we have that ||z, — 27 || < %on — a5 |+ 5ol Since xo =y,
we get:

m. Plugging this into the previous inequality

kol

N V2 - +1)(+2), 2
me—mgkllémlly— ao||+7§:1 m(%q— ) C

k . .
(J+2)(J+3)
Z (k+2)(k+3)3+2

1€511-

j=0
The second sum is bounded exactly as in the noiseless case:
z’“: +2) 7C  _ 2+hk)7C
k+2 +3)j(i+1) — k42

Jj=1

G+2)(+3) 1~ V/3/2
(k+2)(E+3) j+2 = | /(k+2)(k+3)’

k ; ;
G+2)G+3) 7 _ V3/2(k+ )7
2 i+ &l < (k+2)(k + 3) \[5

For the noise sum, using ||§;]| < § and we obtain

Putting things together, exactly as in the proof of Theorem 1, we obtain for all k£ > 1:

k) +7/, :
fonss -2l < ST (x4 200vd) + e

Thus, the iterates converge to an O(&) neighbourhood of prox_ ., ,,(y) with the same O(1/k) rate
as in the noiseless case. O
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A.4 Extension to distributions supported on affine subspaces of R¢

In this subsection we prove that Theorem 1 can naturally be extended to the case where the prior
distribution is supported on an affine subspace of dimension r < d, in which case the dimension d
which appears in the upperbound reduces to the effective dimension r. Formally, we assume that the
clean images x are drawn from a probability distribution 1 on R? satisfying the following:

Assumption 4. There exists an affine subspace S C R? of dimension v < d such that the probability
distribution ;i € P(RY) satisfies:

o pis supported on S: (R \ S) = 0. Moreover, the restriction of i to S admits a density
p: S — Ry with respect to the r-dimensional Lebesgue measure on S. By abuse of notation,
we extend p to R? by setting p(z) = 0 forz € R?\ S.

e p(x) >0forallxz € S.
* pislog-concave.

2
Let ¢, (z) = exp (—%) denote the Gaussian kernel on R of variance o2, now let C, =

(2mo?)Y/2 such that [, ¢ () = CZ. The smoothed density function p, : RY — R, then writes,
for all z € R%:

pel2) = g [ 0ol = 2) dula)
1

- = /S p(x) @0 (2 — o) da-

For z € R%, let 2, denote the orthogonal projection of z on S. Using orthogonality, notice that:

o (Z - ZJ_) 1 /
S(z) =2 o (21 — x)da.
pole) = 2= o [ )z - e
Therefore, for z € S, letting f, (2) = gr [ p(x)ds(z — )dx denote the convolution of p with the
Gaussian kernel over S, we get that
Iz — 2113

572 —Inpy(z1) + (d—r)InC,.

—Ilnp,(z) =

And importantly:
—VAInp,(2) = —VsAsInp,(z1),
where the Vg and Ag denote the intrinsic gradients and Laplacians on S.

Therefore using Lemma 5 for p, we have the following upper bound:
sup [VAInp, (2)| = sup [[VsAsnps (21 )]
2€ER4 z1 €S
< Vrsup [Vnp(z1)|.
z1 €S
From this point onward, the proof of Theorem 1 carries through, with the ambient dimension d
replaced by the effective dimension r.

A.5 Analysis of the approximate PGD Algorithm 1

We now restate and prove the convergence of the approximate PGD algorithm towards the MAP
estimator. The following is a restatement of Theorem 2 with explicit constants.

Theorem 3 (Convergence towards the MAP estimator with explicit bounds). For 7 < ﬁ and a

number of steps in the inner loop which increases as k,, = |c-n'™"| for c,n > 0, the approximate
proximal gradient descent iterates (fc(”))n from Algorithm 1 satisfy:

1 - i 1 . > [e%e]
7 27 = Haiaar) < g (I = ahune P+ 2 el + 26 3 sl
(1+n)In(n) +In(c) + 7 "

s(n) _ (
4 - ) < e
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where (") = prox_, lnp(i"("_l) — T)\Vf(:fc("_l)) corresponds to the true proximal mapping, and
where the quantities Ry, ., > oo, ||ei|| and >"52, ||e;||* are explicitly upper bounded in Lemma 1.

For, e.g., n = 1 and ¢ = 10, the bounds become:
1 — , 1
=S D) = 7 5 (300 lly — wheapll® + 600 (PAIVF(afiar)ll + 72MVA))
i=1

~(n n 21n(n) +10
12 — 2™ < — (6 Ny = 23apl® +12 - (TAIV S (@Rpap) | + T2M\/g>)'

Proof. For 7 < 53—, the classic inequality after one step of the true proximal descent z("+1) :=
f

prox_, lnp(ai"(”) - %/\Vf(i("))) provides that (see, e.g. equation 3.6 in Beck and Teboulle [2009]):
n * 1 A\ * n *
J(@") —J* < g(llx( V= afpapll? — 20 — afpapll?). Q)

Now forn > 1, let £, := &™) — (") correspond to approximation error which can be quantified
using Theorem 1. Letting J* := J(2};op), for n > 1, inequality (4) can be expanded as:

n * 1 n * n * ~n n ~(n n n *
@) = 7 < o= (o) = aiaapll? = ) = afapl + 127 — 22 426 — 2™, 20— ay4p) )
1 n * n * n *
< o (12 = 2danpll? = ) — fap ]2 + lenll? + 2lenll - ™) = afiarll)

1 n * n
< 5= (1™ = ap 2 = 10D = aiapl® + lenl2 + 2Ry.cllenll).

where the second inequality is due to the Cauchy-Schwarz inequality, and the bound ||z —2%; || <
R, ¢ is due to Lemma 1. It remains to sum this inequality from ¢ = 1 to n — 1 and add inequality 4
with n = 0 to get:

n 1 n—1 n—1
> (D) = 1) < o= (0 = wioapl? = 2 = atiapl® + D il + 285 [l

i=1 i=1 i=1

1 o0 o0
< o= (Iy = 2uapl® + Y leil? + 2Ry Y lill)
=1 =1

where the second inequality is due to Lemma 1. Diving by n leads to the first result. The second
comes from the fact that ||e,, || = ||#(™) — 2(")|| for which the upper bound is given in Lemma 1. []

The following lemma provides a bound on this approximation error at each step, along with bounds
on other useful quantities.
Lemma 1. For 7 < ﬁ
le - n* 7] for ¢,n > 0, let (&), denote the approximate proximal gradient descent iterates
from Algorithm 1 and let ¢,, = ™) — z("™) denote the approximation error at iteration n, where
2™ = prox_, 1, ,(#"7Y — 7AV f(2("=V)) is the true proximal point. Then it holds that:
(1+n)In(n) +In(c) + 7 R

c-nltn e

and a number of steps in the inner loop which increases as k, =

12" — o{yapll < Ry, lenll <

- -
S llenll € Sne Buer D llenll? < Ty B2
where "~ =
Ry e = Bye+ AV f(@hiap)l| + 72 M Vd
Byo = exp(25,.0) [y — wiuap | + Sne - (TAIVF(@aap) | + 72 MV)|

1+n
Sp,e = e (1 +n-(In(c) + 7))

4(1 2 2(1 7)2 1
P A 2O ()
2(2n+1)3 c? n+1
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For, e.g., n = 1, ¢ = 10, these quantities simply become:

Rye ~ By ~ 60+ lly — adapl +120 - (7A|Vf (adsap)]| + M V)
SperTyem~2

Proof. From inequality (4), for n > 1 we have that:

2" — gl < 20

— zyapl )
< @D — 2D 4 2D — e
= [len—1ll + 12"~ — ajpapll.

Furthermore, from Theorem 1, since ¢ - n'™"7 — 1 < k,, < ¢-n'*", we get for n > 1:

Ink, o (n—

lenll = 12 — 2™ S%[W V- AV @0 D) - e+ T M V]
14+n)In(n)+In(c) +7 " (n—
( ) C( Tzw (c) [l — (Ig — TAV £) (" D)|| + 72 MVd].

(6)
Now, we use the triangle inequality to write:
|2 — (g = 7AV £) (@)
<[&™ = 23eapll + l[2Aeap — (La — TAVS) (@h1ap) | )
+(Ia = TAf) (@haap) — o = TAHED))

Now, since 235 p satisfies the fixed point property x3sp = prox_,y,,((Ia — TAV f)(2315p)), and
from the definition of x(”), we can write:

2 = 2apll = lIprox_; 1, (s = TAVF)(E V) = prox_ 1, ((Ia = TAV ) (@31ap))
< (Za = PAV)(E" D) = (Lo = TAV ) (@Rrap)

where the inequality is due to the non-expansiveness of the proximal operator. Inequality 7 then
becomes

4 — (1~ AV )@ D) < 20 (L — A @hanp) — (Ta = TADGE D) + ANV f(adonp) |
< 2||zkap — 2"V + AV F(@30ap)ll,

where the second inequality is because /4 — 7Af is Lipschitz for 7 < 1/(ALy). Therefore, injecting
this bound in the inequality 6, we get for n > 1:

(1+n)In(n) +1n(c) + 7

lenll < c T 202 — s apll + ANV ap) |+ 7MVA
(1+n)In(n) +1In(c) + 7 o . .
= v [2llenall + 22D = 2ap | + TAIV F(@hiap)]l + 2 M),

®)

where the second inequality still holds for n = 1 with the convention ¢ = 0 and zg = ¢ = y.
Now adding the inequality |2 — 2sp|l < llen_1]| + [~V — 2§, p|| from inequality (5) to
the above inequality 8, and letting wy, = ||, || + [|z(™) — 2% 4p]| for n > 0, we get the following
recursive inequality for n > 1:

where

(14+n)In(n) +In(c) + 7

C,, =
" c-nltn

L A=AV @)l + MV wo = [y = waapll-

It now remains to unroll the recursive inequality on w,,, which is done in the auxiliary Lemma 2 to
obtain:
wy, < exp(29;,c) (wo + ASy.c)
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where
1+17n

Spe=—=(1+n-(n(c) + 7)),

Putting things together we get the following uniform bound on w,,:
wn < By = exp(25,.0) [ly = @iaapll + Sy - (TAIVF(@aap) | + 72M V)|
From the definition of w,, = ||, || + ||z(™) — zf;ap ||, We trivially get that |z(™) — 2% .p|| < B.c

and now from inequality (8) we get, for n > 1:

(1+n)In(n) + In(c) + 7

leall < e

[QBnyc + AV f(23gap) || + TQM\/@.

Letting R, . = 2B, + TA|V f(2ap) || + T2MVd > B, . we prove the two first inequalities of
the statement.

Now to bound Y7, ||e,|| we simply reuse the bound obtained on ), C; < S, . in the proof of

Lemma 2 to obtain: .
> llenll < Spe - Rype-
n=1

Finally for > | ||e,,||?> we upperbound:

nl‘

L+ n(n) +(e) +7\> _ 2014+ n?(n)  2(n(e) +7)2 < 1
Z_: ( ¢ nltn = c? Z n2(1+n) + c2 Z n20+n)’

n=1 n=1

We now bound the two series using integrals:

> 2 oo 2
Z In“(k) < In“(z) e — 2 y
n2(1+n) 1 22(1+n) (27’ + 1)3

n=1

o0

1 <1 - ! de =1 1
D St | mam e =1t

n=1

Putting everything together, we obtain the bound:

2 n(c 2
Zusnn? (s + I 1 Ly,

which concludes the proof. O

Lemma 2. The recursive inequality

(14+n)In(n) + In(c) + 7
c-nttn

wp, < (14 2C,)wy—1 4+ Cr A,  where C, =
unrolls as:
wy, < exp(28;,¢) (wo + ASp.c),

where
1+n

Sy o=
n,c o

5 (14+7n-(In(c) +7)).

Proof. We iteratively apply the inequality to obtain:

n

wy, < wo H(l +2C;) +AZCz’ H (1+2C5),

j=1 i=1  j=it+l
with the convention that empty products are equal to 1.

We now bound the product []7_, (1 + 2C) by using the inequality log(1 + z) < x to get:

log ﬁ(l +2C;5) = zn:log(l +2C;5) < iZC’
j=1

Jj=1 Jj=1
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hence,
H 142C;) <exp 220
j=1 j=1
To bound the sum Z;’il C, we split the numerator:

> 1+ 1 )+7Z 1
:- 1: CJ 1 : : f:»jn jl+’l7.
J:

j=1

‘We use the known bounds:
oo oo .
1 <1 1 In j * Int 1
.7§1+/ 7dt:1+*, 7§/ 7(175:*7
;J”" ot n jZ::QJ”" p n?

which gives:

> _14+n  (n(e)+7) 1
Y < + <Hn)

= cn? c
14
n (1+n-(In(c) + 7)) = Sy
cn?
Then we have:
[T +2C)) <exp(2S,.), ZC [T (1 +2C)) < Sy eexp(25,.).
J=1 i=1 Jj=i+1

Plugging these into the expression for w,, yields the final bound:

wy, < exp(28,,c) (wo + ASy.c) -
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B Controlling 0 — z7;

The goal of this appendix is to show that the minimiser 2% is Lipschitz-continuous with respect to 2.
To establish this, we need to control how the objective function F}, evolves as o changes. A natural
way to approach this is through a PDE perspective, since the smoothed density p, satisfies the heat
equation. This connection allows us to describe how p,, its logarithm, and its gradient (i.e., the score
function) evolve with respect to o2.

Throughout this appendix, we use the following notation for differential operators acting on functions
f:RY 5 R:
* Vf denotes the gradient of f, a vector in R4,

. V2 f denotes the Hessian of f, a d x d matrix of second-order partial derivatives,
Rd xdxd

V3 f denotes the third-order derivative tensor of f, a rank-3 tensor in
Af = tr(V2f) denotes the Laplacian of f.

The first lemma provides several PDEs satisfied by p,, In p,,, and the score function V In p,,.

Lemma 3. Let p(x) be a probability density and denote by p, () its convolution with an isotropic
centered Gaussian of variance 0. For o > 0, it holds that p,(x) > 0 for all x € R? and p,, follows
the heat equation:

Op, 1

— = —Ap,.

do2 270

Moreover, — In p, follows the following partial differential equation:

Olnp, 1 9
507 = §(A1np<7 + |V Inpg ).
Taking the gradient in the previous equation we get that the score functions follow:
OV lnp,(x)

o = %[vmn Po(x) + 2[V? In po ()]V In po ()]

Proof. Standard results (see, e.g., [Evans, 2022, Chapter 2]) guarantee that (o, ) — p,(x) is C™
on R} X R? and satisfies the heat equation:

op, 1
907 — 3P

By differentiating In p, w.r.t. o2 and using the above, we directly have:

dlnp, _ 1Ap,

do2 2 p, ]
To get the PDE satisfied by In p,, notice that:

Ap,
Alnp, = pp — IV Inp,|?,

o

Using both equation above directly yields:

Olnp, 1 9
502 :i(Alnpg—l—HVlnpUH ).
Taking the gradient in the above identity leads to the last partial differential equation of the Lemma
and concludes the proof. 0

This next lemma justifies the use of smoothed gradient descent by confirming that, as the smoothing
parameter o — 0, the minimisers of the smoothed objectives F,, converge to the minimiser of the
original (non-smoothed) objective F'. In other words, the limit of the smoothed minimisers coincides
with the proximal point we ultimately aim to recover.
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Lemma 4. Recall that we define
1 1
F(x) = §||:l/—$||2 —7lnp(z) and F,(z):= §||1/—x||2 — 7lnpy ().

Recall that prox (y) = arg min F(z) and that prox__,,,, (y) = arg min F, (). It holds

—7lnp
z€RC rERd

that
Prox_ . n Do (y) 0':)0 prox_ . lnp(y) .

Proof. Let K be a compact set, since p is continuous and p(x) > 0 on K (Assumption 1), we have

that there exists @ > 0 such that inf,cx p(z) > a. Now since p is Lipschitz continuous on K,

Theorem 2 in Nesterov and Spokoiny [2017] ensures that sup ¢ i [P () — p()] - 0. Therefore
o—r

for o small enough inf ;¢ x p,(x) > a/2 and from standard inequalities on the logarithm:

o) —p@| 2
e DL < () = ple)].

Therefore sup,¢ i | In(po(x)) — In(p(x))| — 0 on all compact sets K, and trivially:
o—r

| In(po(z)) — In(p(z))| <

sup |Fy(z) — F(z)| — 0.
rzeK o—0

To ease notations, let z; be the minimiser of F,, and «* that of F'. Note that such minimisers exist
and are unique since F, and F' are strongly convex by Proposition 4. Consider the values F, (z*). By
optimality of 2% we know that F,(z%) < F,(z*). Moreover, since F, — F uniformly on compact
sets, we have F,, (z*) — F(z*), so in particular, the sequence (F,, (z%)) is uniformly bounded above:

Fo(25) < Foa®) < F(z7) + 1,

for o small enough. Now, assume that ||z%| — oo along some sequence. Since the functions F,
are all 1-strongly convex, they can all be lower bounded by the same quadratic and we would have
Fy(x}) — oo, contradicting the bound above. Therefore, the sequence (2 ),2¢(0,-] is bounded, and

thus contained in a fixed compact set K C R<.
Since F,, — F' uniformly on K, any cluster point z, of (z}) satisfies

F(rac) = lim Fy(23) < lim Fy(a*) = F(a")

Therefore, by uniqueness of the minimiser of F, it must be that 2., = z* so that z; - x*. O
o—

The next proposition establishes the existence and smoothness of the solution path x as a function
of 0.

Proposition 7 (Existence of the smooth solution path). Recall that
1 2
Fo(z) = 5lly — 2]|” = 7lnpo (2).
Denote by x* the minimiser of F,, for any o > 0. Then o + x, is continuously differentiable on
(0, 7] and satisfies the following ordinary differential equation:
da}

e =iy =~V (a5) 10, Vs (a}),

Proof. By smoothness of the solution of the heat equation (see, e.g., [Evans, 2022, Chapter 2]), we
have that z +— F,, (z) is differentiable for any o > 0 and (02, z) — V., F,(z) is jointly differentiable
on R% x R?. Then, by Proposition 4, we have that the Hessian V2Fo(x) is invertible and satisfies:
V2F,(x) = I;. We can then apply the implicit function theorem, which guarantees the existence of a
unique solution path 02 — % to the implicit equation: VF,, (x%) = 0 that is differentiable on (0, 7].
By strong convexity of F},, this solution path coincides with the minimisers of F|; for all & > 0. The
ODE followed by o> — z* is obtained by taking the derivative with respect to o2 of the identity
VFE,(z%)=0. O
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Proposition 8 (Bound on the solutions). Let 2% = arg mingcga Fyy (), then for 0® < 7 it holds
that

1
||$; - y” < ||y - pI'OX,-,—lnp(y)H + 57’2M\/g

Proof. Let use write £ = jig (note that the derivative is with respect to o and not o). From

Proposition 7, we have that z; follows the differential equation:
if = —V2F,(25) 10,2 VF,(x})
= TV2F,(22) 10,2V Inp, (%)

- %[—VQ Inp, (x%) + %Id]‘l[VA Inp, (%) + 2[V? Inpe(2})]V Inpe ()] )

where the last equality follows from Lemma 3. Furthermore, recalling the optimality condition
satisfied by x%, i.e.: VInp,(2%) = 2(z% — y), if follows that:

T

1
x " * BO‘, 10
o = —5-Qa(ag —y) + (10)
where the matrix @), and vector B, are given by:

1
QJ = *[*VQ hlpa(:B:;) + ;Id]ilvz hlpa(l';) = 0 (11)

1 1
By i= 5[-V*Inpy(a}) + ~ 1) AV Inp, (a}). (12

Here, the matrix @, is positive semi-definite since —V? In p,(z) is positive by Proposition 4. Now
from eq. (10), we get:

Ld|zs —yl* .

5T oz = e —y)
= —5-ll25 = ull, + (Boy 2l —w)
S <BO'7 (E; - y>

< |Bsllz5 =yl

From the upperbound || VA log p, (z%)|| < M+/d which follows from Lemma 5, we directly have

that || B,|| < ZM+/d. Injecting this bound in the above inequality and dividing both sides by
lxx — yl| yields:

dllzg —yll _ 7
—2 " < —MVd.
do? -2 Vi
Integrating of the above inequality from 0 to o2, using that lim, oz} = prox_ .1, ,(y)

from Lemma 4, we get:

1
25 =yl < lly = prox_ 1, (W)l + 5027M\/E

1
< Hy - prOX—Tlnp(y)” + §T2M\/g7

where the last inequality is since we consider 02 < 7.

Proposition 9 (Lipschitz continuity of 02 + %). Let 2% := argmin,cge Fy(2), then for o5 <
O'% < 7, it holds that:

* * 1
Iy, = a5, < (03 = o)~ ly = prox_ 1, W)l + TM V],

And taking oo — 0 in the above inequality:

1
Iy = prox_r 1, Il < 02|~y = prox_ 1, , (v + MV,
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Proof. Recall from Equation (9):

g

1 1
i = S[=VPpe(ef) + L VA Ip,(23) + 297 1 pe (22))V I po (2)]

Now, by Proposition 4, we have that —V2ln po(x) = 0, and a spectral norm bound on the inverse
yields:

I-V20po(3) + 17 VA po(a3)]| < 7| VAInp, (23]
and:
I=V? Inp,(z}) + %l}z]_l[v2 npo (27)IV Inpy (27| < ||V Inps (27)]-
Putting things together we obtain that:
151 < IV Inpg (z5)[] + %IIVMHPU(%Z)II (13)
< |V npy (a2)| + S MV, (14)

where the second inequality is due to Lemma 5. Now recall that the optimality condition which define
x%is VInp, (z%) = L(x% — y). Plugging this equality in the upperbound we get that:

T

N

- 1 T
&3] < =lly — 23| + s MVd
T 2

IN

1
;”y - proxf‘rlnp(y)H + TM\/ZiV

where the last inequality is due to Proposition 8.

From here it suffices to notice that, for o1 > o9 > 0:
o5
. 2
oy, —az = | [ #3007
o?
0_2

2
< / &5 do?
0.2

1

1
< (07 = ) [~ lly = prox_r 1, (v) | + TM V4],

which proves the first statement. The second follows from the fact that z7;, —>0 prox_ . lnp(y) by
oo —>

Lemma 4. O

This last result is the most technical lemma in this work. It establishes that the third derivative of the
smoothed log-density In p, can be uniformly controlled—independently of o. This regularity bound
is essential for tracking how the minimisers ;. evolve as ¢ varies.

Lemma 5. For all o > 0, it holds that sup,cga |[VAInpy(z)| < VdM.

We would like to emphasise again that the following proof is entirely based on the computations
and insights that Filippo Santambrogio generously shared with us in response to an email we
sent asking for ideas on how to approach this result. The proof is technical and relies on several
surprising simplifications that Filippo identified.

Proof. To simplify notations, throughout the proof we let ¢ := o and let V (t, ) = —Inp s (x) =
In p, (2) correspond to the convex potential associated to p,. The proof first relies on showing that
V3V (¢, z)|| must be maximal for ¢ = 0.
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Establishing a parabolic inequality for | V3V (¢, z)||. From Lemma 3, we have that the potential
V follows the following PDE:

1
0V =S (AV - IVV?).
For i, j, k € [d], we let w; i, := 0,V , which therefore follows:
1
Guwije = 5 (Awije — A IVV[1?).

2
ijk>

Now let u;j, = w;;;,, multiplying the previous equation by w;;;, we get:
Oyuij = wijrAwigy — wijkdir | VV|?
1
= 5 (Auige — (Awijp)?) — wigrdigil[VV]®
1
< §Auijk — wijkijk | VV?
Summing over 4, j, k and letting S(t,2) := [[V?V (¢, 2)||* = 32, wijk, We have that:
1
0SS < §AS — sz]k&]k”VVHQ
ijk
It remains to control the last term in the inequality. Since ||[VV[|? = },(8,V)?, taking the third
derivative with respect to ¢, j, k we get that:

6ijk||VV||2 =2 Z oV - 8Z-jle + (9]'le -0V + OV - (9le + aile OV
4

= 2(VV, Vwijp) + 2 ijkl <0uV + wirg - 051V + wiji - OuV.
¢

Multiplying the equality by w;;; and summing over 4, j, k we get:
Z wikOijr|[VV|? = (VV,VS) + 2 Z Wi kWikl - OuV + WijpWikt - 051V + Wijpwiji - Ok V.
ijk ijke

However notice that from the convexity of V' (o, -) for all ¢ > 0, we get that:

(D wigkwip - 9aV') >0,

jk it

>0
which implies that the function S(t, z) := | V3V (¢, x)||? satisfies the following parabolic inequality
1
05 < SAS — (VV,VS). (15)
Proving that S is maximal for ¢ = Q To prove that S must at~tain its maximum for ¢ = 0, let us
fix t; > 0 and fort € [0,¢1], we let S(¢,x) = S(t1 — t,x) and V (¢, z) = V(t; — ¢, ) correspond

to the "reversed time" counterparts of S and V. Adapting Equation (15), the parabolic inequality
satisfied by S is:

- 1~ .
oS > _§AS +(VV,VS). (16)
For t € [0, 1], we now consider the following stochastic differential equation:
dX; = —VV(t, X;)dt + dB;, (17)

initialised at X;—o = x( for some z, € R?. From Lemma 6, we are guaranteed the existence and
uniqueness of a strong solution to this stochastic differential equation over [0, ¢1]. We can then apply

the It6 formula to S (¢, X;):

N N N 1 -
dS(t, X;) = 0S(t Xe) dt + (VS(E X0),dXe) + SAS(E Xt

— 0,5t X)) dt — (VE(L, X,), VV/ (¢, X,))dt + %Ag(t, X,)dt + (V(t, X,), dBy)
> (VS(t, Xy),dB,),
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where the last inequality is due to the parabolic inequality on S from eq. (16). Now integrating from
t = 0tot = t; we obtain:

t1 ~
S(ti, Xt ) > 50, Xi—o) +/ (VS(t, X:),dBy)
0

— 50, 20) + / (V3(t, X,), dBy).
0
Since the expectation of the stochastic integral is 0, and recalling that S(t, ) = S(t; — t,z), we
obtain:
E[S(O> th )] = E[S(tlv th)} 2 S(O’ 1’0) = S(th :L'O)'
It remains to use that sup,, S(0, z) < oo from Assumption 2 to obtain that:

sup S(0,z) > E[S(0, X¢,)] > S(t1, o).
z€R4

Since this inequality holds for all zo € R? and ¢; > 0, we get that:
sup S(t,z) < sup S(0,z), Vt>D0.

zER? TERC
Therefore, recalling that S(¢,z) = ||[V*V (t,z)||> = [|[V3Inp 4(z)
allo > 0:

2 we finally have that for

sup [|[V?Inp,(2)|| < sup |V Inp(z)]|.
rER4 rER4

From ||V3| to |[VA|. From the Cauchy-Schwartz inequality, one gets:

2
d d d d
IVAFIP =3 D 0usf | <dd @y <d Y (Onf)’ =dIVFIP,
i=1 \j=1 ij=1 i, k=1
which concludes the proof.
O
Lemma 6. For a horizon time t; > 0, let V(t,z) = — Inp = (x) denote the backward-time

log-density defined over [0,t1] x R%. Then for all initialisation X~y = ¢ € R?, the stochastic
differential equation defined in Equation (17) which we recall here:

dX, = —-VV(t, X;)dt + dB,,

has a unique strong solution over [0, t1].
Proof. From Proposition 4 we have for all z € R%:
1
0 =X VV(t,z) = -V?Inp ;(z) < —la.

Therefore V (¢, ) = V (t; — t, z) satisfies:

0= V2V (t,x) < Iy

t1 —t
This entails that for all ¢ > 0, VV is globally Lipschitz for t € [0,t; — &]:
-~ ~ 1
IVV(E,z) = VV(t,2)]| < Zllz = 2]

which ensures the existence of a unique strong solution over [0, t; — ] (see e.g. Theorem 5.2.1 in
Oksendal [2013]) and hence over [0, 1 ). It remains to show that X does not blow up as ¢ — ¢; .
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Proving that X, is bounded over [0,¢;). To do so, we consider the Lyapunov 1 || X, — zo]|?, for
which the It6 formula provides that:

1 d
§d||Xt — x0]|? = (dXy, Xy — 20) + 5dt

- d
= <VV(t, Xt), o — Xt>dt + idt + <C1Bt7 Xt — l'0>.
Now recall that for all ¢, the function x +— V (¢, x) is convex (Proposition 4) and hence we have the
inequality (VV (¢,2'), 2z — 2') < V(t,z) — V(¢,2'), which leads to:

1 d
§d||Xt —xo|]? < (V(t,20) — V(t, Xy))dt + dt + (dBy, X; — x0).

Recalling the integral definition of p, as po (z) = [pa p(2)¢s (2 — z)dz, where ¢, denotes gaussian
density function of variance 02 = t, we have that sup, p, () < pmax = sup, p(z) as well as
inf,e(0,4,] Po (Z0) =t Pmin(z0) > 0 (since p is assumed strictly positive over R? from Assumption 1).
Therefore

d|| X, — zo]|? < Cdt 4 2(X; — x0,dB;),
with C' = 2In(pmax/Pmin (o)) + d. Now integrating from 0 to ¢ < ¢; we obtain:

t/
1X, — o||2 < Ct+2/ (Xy — 20, dBy)
0
< Ct + M, (18)

where M; = 2 f(f(Xt/ — x9,dBy) is a continuous-time martingale.

Bounding M over [0,¢;) Taking the expectation in the last inequality we get:
E[|X; — zo%] < Ct < Cty.
Now notice that due to the Itd isometry, we have that:
t t
E[M?] = 4E[/ 1 Xe — ;v0||2dt’} = 4/ E[|| Xy — zol?]dt’ < 4CH.

0 0

We now apply Doob’s martingale inequality to the process M7:

E[M?] < 4Ct3

Az T A2

P(supME, > A2> <
t'<t

And since
{supME, > A2} = U { sup M7 ZAQ},

t' <ty n>1 t,<t1—%

where the sequence of events are monotonically increasing, we obtain that:
4Ct3
A2z

P(supME, > A2) = lim ]P’( sup ME, > Ag) <

t' <ty n— oo t’<t1—%

Therefore lim ]P’(suth2 > A2) = ( which translates into:
A—oo \t<ty

]P’(suth < oo) =1
t<t1
Due to inequality 18, this means that the trajectories (X¢(w))¢e[o,+,) are bounded for almost all w.
Therefore, due to the continuity of VV (£, 2) over R x R%, the path t — V (£, X;(w)) is bounded on
[0,¢1). Hence, for almost all w,

t

Xt(w) =T — Vf/(t/, Xt/ (w))dt' + Bt(w)

must admit a limit when ¢ — ¢;". Hence X extends continuously to ¢ = ¢; and X, (w) still satisfies
the integral form of the SDE. Hence a strong solution exists on the whole interval [0, ¢1]. Unicity
over [0, ¢1] follows from unicity over [0, ¢1) and taking the limit in ¢] .

O
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