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Abstract

Language style is often used by writers to con-001
vey their intentions, identities, and mastery of002
languages. In this paper, we show that current003
large language models struggle to capture some004
of the language styles without fine-tuning. To005
address this challenge, we investigate whether006
LLMs can be meta-trained based on representa-007
tive lexicons to recognize new language styles008
that they have not been fine-tuned on. Exper-009
iments on 13 established style classification010
tasks, as well as 63 novel tasks generated us-011
ing LLMs, demonstrate that meta-training with012
style lexicons consistently improves zero-shot013
transfer across styles. Code and data to repro-014
duce our experiments will be released upon015
publication.016

1 Introduction017

The style of a text refers to unique ways authors018

select words and grammar to express their message019

(Hovy, 1987). It can provide insights into social in-020

teractions and implicit communication. A notable021

example underscoring the importance of studying022

linguistic style used in communication is the analy-023

sis of body camera footage and transcripts (Voigt024

et al., 2017), where police officers have been found025

to use less respectful language towards black peo-026

ple than white people. Moreover, the open-ended027

and ever-evolving nature of language styles (Xu,028

2017; Kang and Hovy, 2021) motivates the need for029

zero-shot classification, as it is costly to annotate030

data for every possible style in every language.031

This leads to a natural question: can recently032

developed instruction-tuned language models do033

well in identifying the style of texts without labeled034

data? As we will show in the paper (§3.2), this re-035

mains a challenge, even though these models have036

demonstrated impressive zero-shot performance on037

many other tasks (Chung et al., 2022; Ouyang et al.,038

2022). On the other hand, before the paradigm039

in NLP shifted to pre-trained language models,040

lexicons of words that are stylistically expressive 041

were commonly used as important lexical knowl- 042

dge (Verma and Srinivasan, 2019) in rule-based 043

(Wilson et al., 2005; Taboada et al., 2011), feature- 044

based (Mohammad et al., 2013; Eisenstein, 2017), 045

and deep learning models (Teng et al., 2016; Mad- 046

dela and Xu, 2018) for style identification. Many 047

lexicons have been developed for varied styles, 048

such as politeness (Danescu-Niculescu-Mizil et al., 049

2013), happiness (Dodds et al., 2015), emotions 050

(Mohammad and Turney, 2010; Tausczik and Pen- 051

nebaker, 2010), etc. This leads to another research 052

question: can we leverage lexicons during instruc- 053

tion fine-tuning of large language models (LLMs) 054

to improve their understanding of language style? 055

In this paper, we examine the effectiveness of 056

fine-tuning LLMs to interpret lexicons that are pro- 057

vided as inputs to elicit latent knowledge (Kang 058

et al., 2023) of language styles that were acquired 059

during pre-training. We first compile a benchmark 060

of 13 diverse writing styles with both annotated 061

test sets and style-representative lexicons. Using 062

this benchmark, we show that meta-tuning with 063

lexicons enables different pre-trained LLMs to gen- 064

eralize better to new styles that have no labeled data. 065

For example, meta-tuning LLaMA-2-7B (Touvron 066

et al., 2023) on seven styles can improve the aver- 067

age F1 score on a separate set of six held-out styles 068

by 12%, and by 8% over a general instruction-tuned 069

model, LLaMA-2-Chat. 070

To further verify the capability of LLMs to gen- 071

eralize to novel styles using lexicons as the only 072

source of supervision, we generated a diverse set 073

of 63 unique writing styles with examples (§4) us- 074

ing an approach inspired by self-instruction (Wang 075

et al., 2023). We demonstrate that using a small lex- 076

icon of as few as five words can effectively improve 077

generalization to new styles. We found it help- 078

ful to replace class names with random identifiers 079

when meta-training models with lexicons, which 080

prevents models from ignoring the lexicons and 081
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Instruction: Classify a sentence as "formal" if its 
style is similar to the words "albeit, lest, herein, 
insofar" or as "informal" if its style is similar to the 
words "imo, kinda, argh, omg". Here is the 
sentence: "I think she is unvirtuous.”
Label: formal

admittedly, albeit, lest, 
herein, insofar, …

Formal Lexicon

imo, kinda, omg, geek, 
argh, wanna, …

Informal Lexicon

Class Lexicon for Formality

Add Lexicon

Politeness

Sentiment

Subjectivity
Formality

            Finetune on Training Styles with Lexicon-Based Instruction1

Language Model
(T5, GPT, LLaMA, etc.)

2
Zero-Shot Evaluation on Unseen Styles with Lexicon-Based Instruction

helpful

Instruction: Classify a sentence as "British English" if its style is similar 
to the words "draughts, peep, taxi, maize, raincoat" or as "American 
English" if its style is similar to the words "freeway, thumbtack, faucet, 
liquor store, patrolman". Here is the example: "They all drove fast and 
made sharp turns.”

Country

Output: American English

Instruction: Classify a sentence as "helpful" if its style is similar to the 
words "supportive, wanting to help" or as "unhelpful" if its style is similar 
to the words "perfunctory, unfavorable". Here is the sentence: To fix the 
bug in your computer, just do what any good technician would do.”

Helpfulness

Instruction: Classify a poem as "acrostic" if its style is similar to the words 
"initials, word puzzle, creative" or as "ghazal" if its style is similar to the 
words "lyrical, emotive, spiritual” or as "limerick" if its style is similar to the 
words "humorous, rhythmic, short". Here is the poem: “
Always remember to stay true,.”

Poem Form

Joyce

Instruction: Classify the writing style of a piece of text as "Hemingway" if it 
is similar to the words "concise, straightforward, understated" or as "Joyce" 
if its style is similar to the words "stream of consciousness, complex, 
detailed” or as "Hurston" if its style is similar to the words "dialectic, 
folkloric, descriptive". Here is the text: “She walked through …”

Writing Styles of Authors

acrostic

Figure 1: Overview of using lexicon-based instructions for cross-style zero-shot classification. It consists of two
steps: (1) instruction tuning the model on training styles; (2) evaluating the learned model on unseen target styles
zero-shot. A lexicon-based instruction is composed of instruction, class names, lexicons and an input.

simply memorizing source styles’ class names. In082

addition, we show that when combined with meta083

in-context learning (Min et al., 2022a; Chung084

et al., 2022), incorporating lexicons can signifi-085

cantly reduce variance.086

We will make our data, along with code to repro-087

duce our experiments available for publication.088

2 Meta-Tuning for Style Generalization089

We investigate the capabilities of LLMs to inter-090

pret language styles using lexical knowledge, and091

identify text that is representative of the associated092

styles. We compare lexicon-based instructions with093

other methods in the zero-shot setting, and further094

explore a few-shot setting. To study the effective-095

ness of meta-tuning with lexicons, in generalizing096

to various writing styles, we first consider a set of097

thirteen styles, where high-quality annotated data098

is available. Later, in §4, we evaluate the ability of099

lexicon-instructed models to generalize to 63 novel100

LLM-generated styles.101

2.1 Problem Definition and Approach102

Given an input text and style with pre-defined103

classes C = {ck}
|C|
k=1, we present the language104

model with lexicon-based instructions, by instan-105

tiating lexicons (i.e., a list of words or phrases106

that are representative of each class ck) in a pre-107

defined instruction template (see templates in Table108

20). A language model is expected to predict one109

of the classes ĉ ∈ C, given the lexicon-based in-110

struction. These style-lexicons, are the only source111

of target-style supervision provided to the LLM,112

enabling it to make stylistic predictions using para-113

metric knowledge that was acquired during pre-114

training (Raffel et al., 2020; Brown et al., 2020a), 115

and elicited using lexicon-based instructions. 116

Meta-Tuning on Source Styles. In order to 117

guide models to draw upon latent lexical knowl- 118

edge to predict target styles, we meta-tune LLMs 119

(Zhong et al., 2021) to learn to understand style- 120

lexicon relations. During preliminary experiments, 121

we found that it is important to make use of class 122

randomization (§2.3) during meta-tuning, e.g. us- 123

ing multiple random words (e.g., “venture”, “quag- 124

mire”) to replace the more meaningful style label 125

(e.g., “humorous”), to prevent models from sim- 126

ply memorizing the (source) styles used for fine- 127

tuning. Without randomizing labels, memorization 128

prevents the model from effectively generalizing 129

to interpret lexicons for new styles. In §3.2, we 130

conduct analysis into the impact of randomization 131

by comparing different types of randomization. 132

Zero-Shot Evaluation on Unseen Target Styles. 133

To make predictions, we provide the model with 134

the target-style lexicon and use rank classification 135

(Sanh et al., 2021), in which we compute the likeli- 136

hood of each style label, and then pick the one with 137

the highest likelihood as the final prediction. 138

2.2 A Benchmark for Style Generalization 139

Style Datasets. We include thirteen language 140

styles that have sentence-level annotated datasets 141

available, covering a wide range of domains, as 142

summarized in Table 1. These come from a vari- 143

ety of sources, including the XSLUE benchmark 144

(Kang and Hovy, 2021), Subjectivity (Pang and 145

Lee, 2004), Shakespeare (Xu et al., 2012) and 146

Readability (Arase et al., 2022) (more details in 147
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Style Dataset |C| B? Domain #Tra, Val, Test Lexicon Sources

Age∗ (Kang and Hovy, 2021) 2 ✗ caption 14k, 2k, 2k ChatGPT, Dict
Country (Kang and Hovy, 2021) 2 ✗ caption 33k, 4k, 4k ChatGPT, Dict
Formality (Rao and Tetreault, 2018) 2 ✓ web 209k,10k,5k NLP (Wang et al., 2010), Dict
Hate/Offense (Davidson et al., 2017) 3 ✗ Twitter 22k,1k,1k NLP (Ahn, 2005), Dict
Humor (CrowdTruth, 2016) 2 ✓ web 40k,2k,2k ChatGPT, Dict
Politeness (Danescu-Niculescu-Mizil et al., 2013) 2 ✓ web 10k,0.5k,0.6k NLP (Danescu-Niculescu-Mizil et al., 2013), Dict
Politics (Kang and Hovy, 2021) 3 ✗ caption 33k, 4k, 4k NLP (Sim et al., 2013), Dict
Readability (Arase et al., 2022) 2 ✗ web, Wiki 7k,1k,1k NLP (Maddela and Xu, 2018), Dict
Romance (Kang and Hovy, 2021) 2 ✓ web 2k,0.1k,0.1k ChatGPT, Dict
Sarcasm (Khodak et al., 2018) 2 ✓ Reddit 11k,3k,3k ChatGPT, Dict
Sentiment (Socher et al., 2013) 2 ✗ web 236k,1k,2k NLP (Mohammad, 2021), Dict
Shakespeare (Xu et al., 2012) 2 ✓ web 32k,2k,2k NLP (Xu et al., 2012), Dict
Subjectivity (Pang and Lee, 2004) 2 ✓ web 6k,1k,2k NLP (Wilson et al., 2005), Dict

Table 1: Statistics of datasets and lexicons. “|C|" denotes the number of classes in each style dataset. “B?" indicates
whether or not the class distribution is balanced. “#Tra, Val, Test" lists the number of examples in train, validation
and test sets. To better compare across different styles, we mapped the original eight classes (i.e., Under12, 12-17,
18-24, 25-34, 35-44,

:::::
45-54,

::::
55-74,

::::::::::::::
75YearsOrOlder) in Age dataset into two new classes (i.e., youthful,

::::::
mature).

Appendix A). In the cross-style zero-shot setting,148

a model is fine-tuned on a set of training styles,149

then evaluated on a separate set of held-out styles150

with no overlap. For each training style, its train-151

ing set is used for fine-tuning, and the validation152

set is used for model selection (Chen and Ritter,153

2021). We ensure evaluation style datasets do not154

share any examples with the training styles. Given155

space limitations, we present results for one split,156

which includes Sentiment, Formality, Politeness,157

Hate/Offense, Readability, Politics, and Subjectiv-158

ity in the training split, while the remaining six159

styles are included in evaluation split. Experiments160

on more style splits are shown in Appendix E.4.161

Lexicon Collection. We use stylistic lexicons162

that have been created by other NLP researchers163

where possible (listed as “NLP” in Table 1). These164

lexicons were either manually annotated (Mad-165

dela and Xu, 2018) or automatically induced us-166

ing corpus-based approaches (Danescu-Niculescu-167

Mizil et al., 2013; Socher et al., 2013). For168

styles where such lexicons are not readily avail-169

able, we explore three methods to create lexicons:170

(i) prompting ChatGPT to generate words for each171

class of a style, e.g., the words for the “humor-172

ous” class are “funny, laugh-out-loud, silly”; (ii)173

extracting the definition of each class from Google174

Dictionary,1 e.g., “being comical, amusing, witty"175

for the “humorous” class; (iii) having a native En-176

glish speaker to write a list of words for each style.177

Creation details and more lexicon examples are178

provided in Appendix B.179

1An online service licensed from Oxford University Press:
https://www.google.com/search?q=Dictionary

2.3 Lexicon-based Instruction Variations with 180

Class Randomization 181

To better understand how lexicon-based instruc- 182

tions affect the zero-shot learning abilities of the 183

meta-tuned models (Style-*, e.g., Style-T5), we 184

study variants based on: (i) whether the prompt 185

template contains natural language instructions; 186

(ii) the degree of class name randomization. All 187

prompt variants are summarized in Table 2, while 188

example prompts for each variant are shown in 189

Figure 5 in the Appendix. “R#" represents ran- 190

domizing class names with numerical indices, and 191

“Rw" means using random words as class names in 192

the instruction. We simply use the default English 193

word list in Ubuntu2 for this randomization. “Rw" 194

uses a much larger set (“vocab size") for higher 195

randomization compared to other variants, which 196

reduces the chance of assigning the same word to 197

the same class in different examples. This class ran- 198

domization has pros and cons. On one hand, it may 199

hurt performance because it prevents the model 200

from inferring the meaning of classes from class 201

names. On the other hand, it could enhance perfor- 202

mance by encouraging the model to genuinely learn 203

the input-class mappings and make use of lexicons, 204

rather than memorizing class names from training 205

styles that are observed during meta-training. In 206

§3, we find class randomization is helpful, possi- 207

bly because the latter factor outweighs the former 208

(Figure 2). 209

2.4 Experimental Settings 210

To assess the effectiveness and generality of 211

lexicon-based instructions, we compare it with 212

2/usr/share/dict/words
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other prompting methods in two learning settings.213

2.4.1 Zero-Shot214

A model is prompted to predict the evaluation styles215

without any labeled data. In this setting, We eval-216

uate our Style-* models that are instruction-tuned217

on the training styles (introduced formally in §2.1).218

We also experiment with models fine-tuned on gen-219

eral instruction tuning data, including Flan-T5 and220

LLaMA-2-Chat. For each model, we compare the221

Standard instructions and lexicon-based instruc-222

tions (i.e., + Lex) without demonstrations (i.e., ex-223

ample sentences for a evaluation style). Both meth-224

ods utilize the same instruction template which is225

described in Appendix E.1, except that class names226

instead of lexicons are used in standard instructions.227

To construct a lexicon-based instruction, for each228

class (e.g., “polite” or “impolite”) of the style (e.g.,229

politeness), we randomly select m words from the230

corresponding lexicon, then incorporate them into231

the instruction. We use m = 5 in the main paper232

and perform an analysis on varied values of m in233

Appendix E.3.234

2.4.2 Few-Shot235

We also investigate how different prompting meth-236

ods perform in the few-shot setting, where a few237

training examples of the evaluation styles are avail-238

able. These experiments are not necessarily in-239

tended to improve upon the state-of-the-art on this240

benchmark, but rather to compare the impacts of241

using in-context examples versus lexicons in en-242

hancing few-shot generalization capabilities.243

MetaICL (Min et al., 2022a; Chung et al., 2022).244

We adapt MetaICL which was developed for meta245

in-context learning on multiple tasks. During each246

iteration of fine-tuning, one source style is sam-247

pled, and K labeled examples are randomly se-248

lected from the train set of that style. Each prompt249

consists of K demonstrations followed by an input250

sentence for the model to predict the class. At infer-251

ence time, the prompt is built similarly to the fine-252

tuning stage, except that the K demonstrations are253

sampled from the train set of target styles instead254

of source styles. Recently, Min et al. (2022b) have255

shown that ground-truth labels are not required in256

MetaICL. We re-examine this finding in our task,257

by experimenting with random and gold example-258

label mappings in demonstrations. We follow Min259

et al. (2022b) to set K = 4 and K = 16.260

no rand. rand. indices rand. words

vocab size — 3 3 18,843

w/o language minimal R# Rw- Rw

w/ language Lang Lang, R# Lang,Rw- Lang,Rw

Table 2: Lexicon-based instruction variants. “vocab"
is the fixed set of indices or words, from which a class
name can be randomly selected.

MetaICL+Lex. For a more comprehensive com- 261

parison between the two sources of supervision 262

(i.e., demonstrations vs. lexicons), we also modify 263

MetaICL to incorporate lexicon signals. Specifi- 264

cally, we concatenate the name of each class with 265

its corresponding lexicon words, and prepend this 266

information to each labeled example to form a mod- 267

ified demonstration. Each prompt contains K mod- 268

ified demonstrations followed by an input sentence. 269

3 Results and Analysis 270

We report macro-average F1 for style classification 271

tasks following the XSLUE benchmark (Kang and 272

Hovy, 2021). Our experimental results show that 273

lexicon-based instructions can improve the zero- 274

shot style classification performance in all settings, 275

especially when source style meta-tuning and class 276

randomization are involved. 277

3.1 Pre-trained Language Models 278

We experiment with the models T5 (Raffel et al., 279

2020), GPT-J (Wang and Komatsuzaki, 2021)3, 280

and LLaMA-2 (Touvron et al., 2023). We also in- 281

clude experiments with the instruction-tuned mod- 282

els Flan-T5 (Chung et al., 2022) and LLaMA-2- 283

Chat (Touvron et al., 2023), as these models have 284

demonstrated the ability to effectively respond to 285

instructions and generalize well to unseen tasks 286

(Chung et al., 2022; Touvron et al., 2023).4 Imple- 287

mentation details are described in Appendix D. 288

3.2 Zero-shot Learning Results 289

Table 3 shows the zero-shot learning results for 290

different methods on various models. 291

3In preliminary studies, we compare the performance of
fully fine-tuned, partially (only the last two layers) fine-tuned,
and parameter-efficiently fine-tuned GPT-J. Fine-tuning GPT-J
with LoRA (Hu et al., 2021) performs the best, so we use it.

4We ensure none of the evaluation style datasets appear in
the fine-tuning tasks of Flan-T5. However, it remains unclear
whether LLaMA-2-Chat has been previously trained on the
evaluation styles.
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Model Meta-Tuned? Instruction Shakespeare Romance Humor Country Sarcasm Age Avg.

Flan-T5base
✗ Standard 33.36 33.33 33.33 43.15 33.33 33.92 35.07
✗ + Lex 49.95 51.30 48.66 35.34 49.40 49.02 47.28

Style-T5base
✓ Standard 33.31 43.57 36.43 19.86 33.37 35.75 33.72
✓ + Lex 55.10 78.98 60.56 49.09 49.25 50.80 57.30

Style-GPT-J
✓ Standard 58.16 87.82 33.33 53.11 44.10 35.25 51.96
✓ + Lex 56.76 83.99 55.86 44.97 48.84 47.47 56.32

LLaMA-2-Chat
(7B)

✗ Standard 60.20 85.72 43.84 49.19 36.02 38.91 52.31
✗ + Lex 62.59 88.95 51.01 50.88 42.88 36.54 55.47

LLaMA-2-Chat
(13B)

✗ Standard 61.99 97.00 47.42 17.96 43.26 48.16 52.63
✗ + Lex 63.49 95.00 55.15 24.41 44.66 53.88 56.10

LLaMA-2
(7B)

✗ Standard 42.13 64.41 37.38 48.27 48.84 37.13 46.36
✗ + Lex 50.21 77.86 45.44 49.86 47.72 47.63 53.12

Style-LLaMA
(7B)

✓ Standard 40.91 41.65 48.88 48.92 49.02 49.80 46.53
✓ + Lex 59.03 88.97 57.64 51.52 50.83 50.53 59.75

Table 3: Zero-shot performance on the unseen evaluation styles. We compare the models fine-tuned on general
instruction tuning data (i.e., not meta-tuned) and the “Style-*” models that are instruction-tuned on our training
styles (i.e., meta-tuned). For each model, we evaluate its zero-shot learning capabilities when the standard and
lexicon-based instructions are used, respectively.

Baseline Method Shakespeare Romance Humor Country Sarcasm Age Avg.

Majority Classifier 33.30 33.30 33.30 49.20 33.30 35.30 36.28
Lex Frequency 59.9183% 32.8928% 33.330.49% 50.795.7% 33.330.59% 37.8518% 41.35
Lex Emb Sim (Word2Vec) 49.06 33.33 33.54 49.30 33.33 50.84 41.57
Lex Emb Sim (SentenceBert) 52.00 69.81 57.62 31.12 47.91 49.96 51.40

Table 4: Performance of zero-shot baselines. We compare three approaches: (1) The majority classifier, which
predicts the majority label in training data. (2) The lexicon frequency baseline, which counts the occurrence of
words from an input sentence in each class’s lexicon and then predicts the class with the highest count; the subscript
on the score reflects the lexicon usage, i.e., the percentage (%) of evaluation data that contains at least one word from
the corresponding lexicons. (3) The lexicon embedding similarity method, which calculates the cosine similarity
between the embeddings of lexicon words for each class and an input, predicting the class with the highest similarity.

Lexicon-based instructions outperform the stan-292

dard instructions. In the zero-shot setup, incor-293

porating lexicons into instructions demonstrates a294

significant advantage over the standard instructions295

without lexicon information across all the exper-296

imented models. For example, after integrating297

lexicons into instructions and randomizing classes,298

+ Lex improves upon the standard instructions by299

an average of 23.58 F1 points on Style-T5 and an300

average of 13.22 F1 points on Style-LLaMA. One301

possible explanation for this improvement is that,302

if we fix the class names during source fine-tuning,303

the model tends to memorize these names instead304

of learning from other signals. This is not ideal305

as our goal is to predict unseen styles and thus306

learning from the lexicon is important. By random-307

izing the class names during instruction tuning, the308

model is able to focus more on lexicons and other309

common information shared across styles (e.g., in-310

structions) rather than style-specific tokens (e.g.,311

class names). This suggests that format transfer, 312

i.e., classification based on the relevance between 313

each style lexicon and the input sentence, is crucial. 314

More experiments on randomization are shown in 315

§3.2. 316

While LLaMA-2-Chat models exhibit impres- 317

sive performance using standard instructions, by 318

simply integrating lexicons into instructions, their 319

performance can be further enhanced in most styles. 320

Notably, F1 improves from 43.84 to 51.01 for Hu- 321

mor style on LLaMA-2-Chat (7B). 322

Instruction tuning on training styles with lex- 323

icons enhances the zero-shot performance on 324

evaluation styles, compared to fine-tuning with 325

general instructions. Both Style-T5 and Style- 326

LLaMA demonstrate a significant performance im- 327

provement upon their general instruction-tuned 328

counterparts, i.e., Flan-T5 and LLaMA-2-Chat, 329

when lexicon is included in instructions. For in- 330
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Method Shakespeare Romance Humor Country Sarcasm Age Avg.

Examples w/
random labels

MetaICL4 44.37±6.99 56.21±26.64 37.82±5.02 41.84±18.46 35.55±2.94 40.96±11.19 42.79
MetaICL4+Lex 39.80±1.47 64.58±18.72 38.59±4.41 49.72±0.44 43.77±6.52 35.30±0.00 45.29
MetaICL16 55.49±11.66 66.91±20.48 36.11±4.58 7.74±4.67 33.33±0.00 31.24±0.00 38.47

Examples w/
gold labels

MetaICL4 64.30±13.01 53.53±27.30 49.79±12.46 49.29±0.01 34.28±1.57 36.21±1.25 47.90
MetaICL4+Lex 43.90±8.06 75.80±6.52 42.78±3.99 49.42±0.36 38.62±3.69 35.30±0.00 47.63
MetaICL16 72.93±8.15 95.79±0.84 52.05±8.52 47.90±3.07 33.33±0.00 35.30±0.00 56.22

Table 5: Few-shot learning of GPT-J. The subscript of MetaICL represents the number (K) of demonstrations in
one prompt. For each method (MetaICLK, or MetaICLK+Lex), we choose a set of K examples with five different
random seeds. More results on varying values of K are shown in Appendix E.6. We also modify lexicon-based
instructions for few-shot learning and compare it with other few-shot learning methods in Appendix E.5.

F1
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60

70

80

Shakespeare Romance Humor Country Sarcasm Age Avg.

minimal

R#

Rw-

Rw

Lang

Lang,R#

Lang,Rw-

Lang,Rw

Figure 2: Zero-shot performance when fine-tuning with different lexicon-based instruction variants. Instruction
tuning with class Randomization shows advantages over those without. Instructions with natural language perform
generally better than those without.

stance, Style-LLaMA (7B) outperforms LLaMA-331

2-Chat (7B) in five out of six styles, achieving an332

average increase of 4.28 F1 points. This suggests333

the benefits of lexicon-based instructions and the ef-334

fectiveness of instruction tuning on training styles.335

Class randomization matters in lexicon-based336

prompting. We study the impact of natural lan-337

guage descriptions and class randomization in our338

approach by independently fine-tuning Style-T5 on339

the training styles using the eight variants (§2.3)340

listed in Table 2. Our experimental results in Fig-341

ure 2 show that introducing class randomization342

can improve the zero-shot performance on the six343

unseen evaluation styles consistently. For example,344

the average F1 improves from 35.58 (minimal) to345

50.54 (R#).346

3.3 Few-shot Learning Results347

Table 5 shows results of few-shot learning methods.348

Incorporating lexicons in few-shot learning re-349

duces the sensitivity to example selection. Dif-350

ferent choices of the examples selected for few-351

shot learning can lead to highly different perfor-352

mance (Zhao et al., 2021; Liu et al., 2022). Hence353

how to reduce the sensitivity due to example se-354

lection has become an important research ques-355

tion. It is observed that by introducing lexicon into356

prompts, the standard deviation of performance357

across five runs generally decreases. For exam- 358

ple, MetaICL4 performs extremely unreliably on 359

Romance with a high standard deviation of 27.30, 360

while MetaICL4+Lex not only improves perfor- 361

mance but also stabilizes inference with a standard 362

deviation dropped to 6.52. This may suggest that 363

using lexicons can reduce a model’s dependence on 364

the selected few-shot examples (Liu et al., 2022). 365

Introducing lexicons into in-context examples 366

can be beneficial when gold labels are not avail- 367

able. When the examples of the evaluation style 368

are randomly labeled, introducing lexicon into 369

MetaICL is generally more useful than increasing 370

the number of examples. For example, MetaICL16 371

falls short of MetaICL4 by an average of 4.32 F1 372

points over the six styles, whereas MetaICL4+Lex 373

shows an improvement over MetaICL4, increasing 374

the average score by 2.5 points. When ground- 375

truth labels are accessible, MetaICL16 showcases 376

a superior average performance, suggesting that 377

increasing the number of demonstration might be 378

more effective in this case. 379

4 Generalization to Novel Styles 380

In prior sections, we established the effectiveness 381

of our method on established NLP style datasets. 382

To demonstrate that our method, which fine-tunes 383

models to interpret lexicon-based instructions, is 384
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able to generalize beyond styles that have been pre-385

viously studied in the NLP community, we next use386

LLMs to semi-automatically propose new styles,387

and then generate instances of text presenting each388

style (i.e., labeled examples). The new styles gener-389

ated in this section are then used to evaluate models’390

capability to generalize to styles that include but391

are not limited to niche literary genres, or rapidly392

evolving communication styles in social media (see393

examples in Appendix Table 15).394

4.1 A Diverse Collection of New Styles395

Style Creation. We compiled a diverse collection396

of language styles by initiating the data generation397

based on the thirteen styles listed in Table 1. This398

initial set served as a seed for prompting LLaMA-399

2-Chat 70B to generate different style classification400

tasks using in-context examples. We filtered out401

any tasks that did not align with our textual clas-402

sification objective. To encourage diversity, a new403

task is added to the pool only when its ROUGE-L404

similarity with any existing task is less than 0.6.405

This process produced 58 new unique style clas-406

sification tasks. We then randomly divided these407

tasks into the training and evaluation split, avoid-408

ing task overlap. To further enrich the diversity,409

we developed and added 5 additional tasks to the410

evaluation split, such as composite chatbot styles411

(e.g., characterized by a blend of empathetic, collo-412

quial, and humorous responses), and writing styles413

of various authors. Please refer to Appendix C.1414

for additional details on the style creation process.415

The full list of 63 tasks generated for our study can416

be found in Appendix Table 14.417

Lexicon Creation. Depending on the construc-418

tion method, these lexicons may vary in quality and419

size from a few words to thousands. Nevertheless,420

we will show the benefits of our method with as few421

as five words per style sampled from lexicons (Ap-422

pendix E.3). Our ablation studies (see Appendix423

E.2) demonstrate the robustness of lexicon-based424

instructions across various lexicon creation meth-425

ods, particularly when class randomization is ap-426

plied. Hence for each new style, we prompted427

LLaMA-2-Chat 70B (as detailed in Appendix C.2)428

to generate a concise lexicon for each style class,429

comprising up to five words or phrases.430

Labeled Example Generation. We employed431

LLaMA-2-Chat 7B to generate 100 unique exam-432

ples for each class in our training style split, which433

results in a training style dataset Dtrain. For the434

evaluation style dataset Deval, we leveraged GPT-4 435

(OpenAI, 2023) to create high-quality stylistic ex- 436

amples. Through the OpenAI API, we generated 437

20 examples for each class at a total cost of $9.11. 438

To assess the quality of Deval, we asked three hu- 439

man annotators5 to review the labeled examples 440

generated by GPT-4. Details about this process are 441

presented in Appendix C.3. 442

Statistics. Our data generation process produced 443

a collection of 11,358 distinctive examples, span- 444

ning 63 varied style classification tasks. Table 6 445

describes the statistics of our data. The distribution 446

of K-class tasks (where K is the number of distinct 447

style classes to be distinguished) is illustrated in 448

Figure 4, showcasing the diverse range of styles in- 449

cluded in our analysis. Examples of the generated 450

style data and lexicons are shown in Appendix C.4. 451

statistics Dtrain Deval

# of classification tasks 43 20
# of examples 10,308 1,050
avg. # of classes per example 3.20 3.12
avg. example length (in words) 30.47 21.40
avg. lexicon size (in words/phrases) 4.11 3.74

Table 6: Statistics of model-generated datasets.

Inter-Rater Agreement on Evaluation Set. To 452

measure the reliability of Deval, we compute inter- 453

annotator agreement (Krippendorff’s alpha) over 454

a shared set of 500 randomly selected annotation 455

examples. Annotators were instructed to assess the 456

accuracy of labels for examples generated by GPT- 457

4 and make necessary corrections. Each example 458

was independently reviewed by three annotators. 459

The score of 93.27% reflects substantial agreement. 460

4.2 Experiments 461

Experiment Setup. We evaluated the zero-shot 462

performance of LLaMA-2-Chat (7B, 13B) and 463

Style-LLaMA (7B) on Deval. Given the balanced 464

class distribution in this set, we report accuracy in 465

Table 7. We also included Style-LLaMA+ (7B), 466

which fine-tuned the LLaMA-2 model on a mix 467

of benchmark training styles and the training set 468

Dtrain generated by LLaMA-2-Chat 7B. It is im- 469

portant to note that the training set Dtrain and the 470

evaluation set Deval were created by different lan- 471

guage models, ensuring that there is no overlap in 472

styles or data. Implementation details are described 473

5The three annotators include: one of the authors, a gradu-
ate student in CS, and a mathematician.
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Standard + Lex (ours)

Random Classifier 36.65
LLaMA-2-Chat (7B) 53.09 56.23
Style-LLaMA (7B) 46.25 58.71
Style-LLaMA+ (7B) 65.46 74.31
LLaMA-2-Chat (13B) 56.80 59.75

Table 7: Zero-shot learning on Deval. Lexicon-based
instructions improve the zero-shot generalization capa-
bilities of the studied models.

in Appendix D. A baseline was set by randomly474

assigning a class to each example, averaging the475

results over five different seeds.476

Results Table 7 demonstrates the advantages477

of lexicon-based instructions over the standard478

instructions. Notably, Style-LLaMA and Style-479

LLaMA+ show the most significant performance480

gains, with an average improvement of 12.46 and481

8.85, respectively. This is likely because lexicon-482

based instruction-tuning enhances their adaptability483

to new styles through more effective lexicon usage.484

Furthermore, Style-LLaMA+ shows a substantial485

improvement over other models, suggesting that486

the inclusion of a diverse set of model-generated487

style training data can effectively enhance the per-488

formance. The peak score of Style-LLaMA+ with489

lexicon integration suggests that the combination490

of additional training data and lexicon-based in-491

structions might be the most effective approach for492

generalization among the evaluated methods.493

5 Related Work494

Style classification. Research in NLP has stud-495

ied various language styles. Kang and Hovy496

(2021) provided a benchmark for fully-supervised497

style classification that combines many existing498

datasets for style classification, such as formality499

(Rao and Tetreault, 2018), sarcasm (Khodak et al.,500

2018), Hate/Offense (i.e., toxicity) (Davidson et al.,501

2017), politeness (Danescu-Niculescu-Mizil et al.,502

2013), and sentiment (Socher et al., 2013; Wang503

et al., 2021). Other writing styles include but are504

not limited to readability (i.e., simplicity) (Arase505

et al., 2022), Shakespearean English (Xu et al.,506

2012), subjectivity (Pang and Lee, 2004), biased-507

ness (Pryzant et al., 2020) and engagingness (Jin508

et al., 2020). Despite an extensive range of style509

classification tasks studied in prior research, zero-510

shot or cross-style classification is relatively under-511

explored (Puri and Catanzaro, 2019). In particular,512

much of the cross-style research thus far has fo- 513

cused on text generation tasks (Jin et al., 2022; 514

Zhou et al., 2023), rather than classification. In this 515

study, we aim to address this gap in the literature 516

by concentrating on zero-shot style classification 517

across a collection of diverse styles. 518

Language model prompting. Large language 519

models (LLMs), such as GPT-3 (Brown et al., 520

2020b), demonstrate impressive zero-shot learn- 521

ing abilities by conditioning on an appropriate tex- 522

tual context, i.e., prompts, or natural language 523

instructions. Since then, how to design appro- 524

priate prompts has become a popular line of re- 525

search (Schick and Schütze, 2021; Sanh et al., 526

2021; Chung et al., 2022). In this work, we propose 527

to incorporate lexicons into instructions and teach 528

the model to better utilize stylistic lexicon knowl- 529

edge through instruction tuning. Recently, Zhou 530

et al. (2023) specified the styles in instructions as 531

constraints to improve controlled text generation. 532

Parallel to our study, Gao et al. (2023) investigated 533

label descriptions to enhance zero-shot learning for 534

topic and sentiment classification. We focus on 535

style classification, a challenging area in NLP char- 536

acterized by its extensive scope and complexity, 537

encompassing a wide range of stylistic expression 538

across various domains of text. In order to improve 539

the generalization capabilities of instruction-tuned 540

models, we replace class names in instructions with 541

entirely random words during fine-tuning on train- 542

ing styles. This is similar to Zhao et al. (2022), 543

which indexes and shuffles slot descriptions in 544

prompts used for dialogue state tracking. More- 545

over, our work differs from the standard practice 546

in previous studies (Min et al., 2022b; Zhao et al., 547

2022; Wei et al., 2023), where a pre-defined set of 548

class names, is equal in size to the number of labels 549

in the associated datasets. 550

6 Conclusion & Discussion 551

In this work, we study zero-shot style classification 552

using large language models in combination with 553

lexicon-based instructions. Experiments show that 554

conventional instructions often struggle to gener- 555

alize across diverse styles. However, our lexicon- 556

based instruction approach demonstrates the poten- 557

tial to fine-tune models for improved zero-shot gen- 558

eralization to unseen styles. Our method may gener- 559

alize to generation tasks (e.g., cross-style transfer), 560

which we would like to explore in future work. 561
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Limitations562

In our method, we leverage the lexicons we have563

collected (as detailed in Table 1). However, it is im-564

portant to acknowledge that a potential limitation565

of our approach lies in the possibility of differ-566

ent performance outcomes when using lexicons of567

varying qualities. While we have conducted com-568

parisons between lexicons from different sources in569

Appendix E.2, it is plausible that utilizing different570

lexicons could yield different results. Another limi-571

tation is that we only include a limited set of styles572

in English for evaluation due to availability of high-573

quality style datasets and lexicons. We leave data574

curation and evaluation for additional styles and575

languages to future work.576

Ethical Considerations577

Style classification is widely studied in the NLP578

research community. We strictly limit to using only579

the existing and commonly used datasets that are580

related to demographic information in our experi-581

ments. As a proof of concept, this research study582

was only conducted on English data, where human583

annotations for multiple styles are available for use584

in the evaluation. We also acknowledge that lin-585

guistic styles are not limited to what are included in586

this paper, and can be much more diverse. Future587

efforts in the NLP community could further extend588

research on stylistics to more languages and styles.589
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A Benchmark Datasets Details924

The XSLUE benchmark, designed for exploring925

cross-style language understanding, encompasses926

15 styles (Kang and Hovy, 2021). We choose 10927

writing styles from XSLUE based on their suit-928

ability for our task. Specifically, we consider the929

task type (i.e., whether the task is classification or930

not), task granularity (e.g., whether the annotated931

style is sentence-level or not), expressiveness at932

both the word and phrase level (i.e., the possibility933

of expressing a style with lexicons). For example,934

the TroFi dataset for style Metaphor is not used935

because it is focused on the literal usage of one936

specific verb in a sentence. Take the verb “drink"937

as an example, it is a literal expression in the sen-938

tence “‘I stayed home and drank for two years after939

that,’ he notes sadly”, whereas in “So the kids gave940

Mom a watch, said a couple of nice things, and941

drank a retirement toast in her honor”, “drink” is942

non-literal.943

B Benchmark Lexicons Details944

B.1 Lexicon Creation945

ChatGPT-generated Lexicons. Prior work has946

used models, such as BERT to generate class vocab-947

ularies for topic classification (Meng et al., 2020).948

Inspired by this approach, we utilize the knowledge949

of LLMs by prompting them to generate a list of950

words that express the specific class of a style. In951

a preliminary study, we experimented with many952

LLMs, including BERT, GPT-J, GPT-NeoX, GPT-953

3.5 and ChatGPT. Among all, ChatGPT performs954

the best, so we use it to generate the lexicons. Table955

8 shows the prompts we used for ChatGPT. Figure956

3 presents some examples of ChatGPT output.957

Dictionary-based Lexicons. We also considered958

lexicons generated by extracting the definition of959

each style from Google Dictionary.960

B.2 Statistics and Examples of Lexicons961

Table 9 provides the statistics of NLP and ChatGPT962

lexicons used in the experiments. Table 10 shows963

examples of lexicons from different sources.964

C Model-Generated Data For965

Generalization Experiments966

Recall in §4 that in order to further evaluate the gen-967

eralization capabilities of our porposed approach,968

we collected a diverse collection of styles using969

LLMs. Here we provide more details throughout970

the data generation process, including style cre- 971

ation (§C.1), lexicon generation (§C.2), and labeled 972

example (i.e., instance) generation (§C.3). 973

C.1 Style Creation 974

We initiated the process of style classification task 975

generation based on the thirteen styles outlined in 976

our benchmark (refer to Table 1). We had one au- 977

thor write the style classification instruction for 978

each of these thirteen styles. During the task gen- 979

eration process, we randomly selected eight in- 980

context examples from our pool, including three 981

seed tasks and five model-generated tasks. We 982

employed LLaMA-2-Chat 70B for new task gen- 983

eration. The template used for prompting these 984

new style classification tasks are detailed in Table 985

11. To ensure the diversity of the generated style 986

classification tasks, a new task is added to the pool 987

only when its ROUGE-L similarity with any ex- 988

isting task is less than 0.6. This process resulted 989

in a total of 58 model-generated tasks, which we 990

divided into 43 training tasks and 15 evaluation 991

tasks. In order to further enrich the diversity of the 992

evaluation task split, we designed 5 additional style 993

classification tasks and incorporated them into the 994

evaluation task split. Overall, this data generation 995

process produces a total of 43 training style classi- 996

fication tasks and 20 evaluation style classification 997

tasks. We present the full list of 63 generated style 998

classification tasks in Table 14. 999

C.2 Lexicon Creation 1000

After creating the training and evaluation tasks, 1001

we employed LLaMA-2-Chat 70B to generate a 1002

concise lexicon for each class in the style classifica- 1003

tion tasks, using in-context examples. Our ablation 1004

studies, as detailed in §E.3, revealed that a lexicon 1005

consisting of just five words or phrases are suffi- 1006

cient for effective generalization to new styles. So 1007

we restricted the lexicon size for each style class 1008

to five words or phrases. The template used for 1009

prompting the generation of style class lexicons are 1010

displayed in Table 12. 1011

C.3 Labeled Example Generation 1012

We prompted LLaMA-2-Chat 7B to generate la- 1013

beled examples for our training style classification 1014

tasks, and GPT-4 to generate examples for our eval- 1015

uation tasks. Both utilize the same prompting tem- 1016

plate presented in Table 13 for labeled example 1017

generation. 1018
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Style Class ChatGPT Prompt

Politeness impolite
Give me 10 words that show impolite style.
Give me 20 words or short phrases that people may use when they show impolite
attitude towards others.

Romance literal
What’s the difference between literal text and romantic text?
Give me 20 words or short phrases that show the literal style rather than romantic
style.

Humor humorous Give me 10 words that show humorous style.
Give me 20 words or short phrases that people may use in text to show humor.

literal
What’s the difference between literal text and humorous text?
Give me 20 words or short phrases that show the literal style rather than
humorous style.

Sarcasm
sarcastic Give me 10 words that show sarcastic style.

Give me 20 words or short phrases that people may use in text to show sarcasm.

literal
What’s the difference between literal text and sarcastic text?
Give me 20 words or short phrases that show the literal style rather than sarcastic
style.

Age

under12

Give me some words or phrases that an under-12-year-old child might say or write.
What words or phrases can a child under 12 say?
Imagine that you are 8 years old, what words or phrases do you often use in
communication and writing?

12-17

Give me some words or phrases that people aged 12-17 might say or write.
What words or phrases can a teenager aged 12-17 say?
Imagine that you are 14 years old, what words or phrases do you often use in
communication and writing?

18-24

Give me some words or phrases that people aged 18-24 might say or write.
What words or phrases can a person aged 18-24 say?
Imagine that you are 21 years old, what words or phrases do you often use in
communication and writing?

25-34

Give me some words or phrases that people aged 25-34 might say or write.
What words or phrases can a person aged 25-34 say?
Imagine that you are 30 years old, what words or phrases do you often use in
communication and writing?

35-44

Give me some words or phrases that people aged 35-44 might say or write.
What words or phrases can a person aged 35-44 say?
Imagine that you are 40 years old, what words or phrases do you often use in
communication and writing?

45-54

Give me some words or phrases that people aged 45-54 might say or write.
What words or phrases can a person aged 45-54 say?
Imagine that you are 50 years old, what words or phrases do you often use in
communication and writing?

55-74

Give me some words or phrases that people aged 55-74 might say or write.
What words or phrases can a person aged 55-74 say?
Imagine that you are 65 years old, what words or phrases do you often use in
communication and writing?

75Years
OrOlder

Give me some words or phrases that people aged 75 or older might say or write.
What words or phrases can a person aged 75 or older say?
Imagine that you are 80 years old, what words or phrases do you often use in
communication and writing?

Table 8: Prompts used for ChatGPT to generate lexicon. Since we map the Age dataset to a binary one, we also map
the corresponding lexicons of its original age classes to the new classes. For example, the youthful lexicon contains
the contents of Under12, 12-17 and 18-24 lexicons.
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(a) impolite (b) under12

Figure 3: Examples of ChatGPT output for different style classes.

Style Class Lex Src Lex Size
(# of words/phrases)

Age youthful ChatGPT 98
mature ChatGPT 65

Country U.K ChatGPT 131
U.S.A ChatGPT 127

Formality formal NLP 330
informal NLP 370
hate NLP 178

Hate/Offense offensive NLP 1403
neither ChatGPT 5

Humor humorous ChatGPT 21
literal ChatGPT 6

Politeness polite NLP 110
impolite ChatGPT 54

Politics LeftWing NLP 2581
Centrist NLP 1231
RightWing NLP 2416

Readability simple NLP 10290
complex NLP 4890

Romance romantic ChatGPT 58
literal ChatGPT 5

Sarcasm sarcastic ChatGPT 34
literal ChatGPT 2

Sentiment positive NLP 204
negative NLP 292

Shakespeare shakespearean NLP 1524
modern NLP 1524

Subjectivity subjective NLP 5569
objective NLP 2653

Table 9: Statistics of benchmark style lexicons.

Style Class Lex Src Lex

NLP admittedly, albeit, insofar...
formal

Dict
in accordance with rules of
convention or etiquette; official

NLP dude, kinda, sorta, repo...
Formality

informal
Dict

having a relaxed, friendly, or
unofficial style

ChatGPT funny, laugh-out-loud, silly...
humorous Dict being comical, amusing, witty

human chuckle, wisecrack, hilarious...

ChatGPT grim, formal, solemn, dour...
Humor

literal
Dict not humorous; serious
human analysis, scrutinize, enforce...

Table 10: Examples of lexicons. “Class" represents
the category in a style. Each lexicon contains words or
phrases that express or describe the class. “Lex Src"
indicates how the lexicon is collected (§2.2).
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Come up with a series of textual classification tasks about writing styles.
Try to specify the possible output labels when possible.

Task 1: {instruction for existing task 1}
Task 2: {instruction for existing task 2}
Task 3: {instruction for existing task 3}
Task 4: {instruction for existing task 4}
Task 5: {instruction for existing task 5}
Task 6: {instruction for existing task 6}
Task 7: {instruction for existing task 7}
Task 8: {instruction for existing task 8}
Task 9:

Table 11: Prompt template used for generating new style classification tasks. 8 existing instructions are randomly
sampled from the task pool for in-context demonstration. The model is allowed to generate instructions for new
tasks, until it stops its generation or reaches its length limit.

You are a helpful AI assistant. Generate a few words that describe or exhibit
the target style. If the words cannot fully express the characteristics of the
style, define the style with phrases or short sentences.

Example
Style class 1: {lexicon words/phrases for style class 1}

Example
Style class 2: {lexicon words/phrases for style class 2}

· · ·

Example
Style class 8: {lexicon words/phrases for style class 8}

Example
Style class 9:

Table 12: Prompt template used for generating style class lexicon.

You are a helpful AI assistant. Given the classification task definition and the possible
output labels, generate an input that corresponds to each of the class labels. Try to generate
high-quality inputs with varying lengths.

Task: Classify the sentiment of a sentence. The possible output labels are: positive,
negative.
Label: positive
Sentence: I had a great day today. The weather was beautiful and I spent time with friends and
family.
Label: negative
Sentence: I was really disappointed by the latest superhero movie.

Task: Categorize the writing style of a given piece of text into romantic, or not romantic.
Label: romantic
Text: A lot of people spend their whole lives looking for true love and ultimately fail. So how
ungrateful would I be, if I let our love fade? That @ Ys how you know, my love is here to stay.
Label: not romantic
Text: I need you to submit this proposal as soon as possible.

· · ·

Task: {instruction for the target task}

Table 13: Prompt template used for generating the example for classification tasks.
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Style Classification Task Classes
Identify the type of writing style used in a given text. narrative, descriptive, expository, persuasive

Determine whether the given text contains any errors in grammar, spelling, or punctuation. error-free, erroneous

Classify the style of a poem into one of the four types. sonnet, haiku, free verse, limerick

Categorize the emotion of the utterances. angry, disgusted, fearful, happy, sad

Determine the level of organization in the text. well-organized, disorganized

Classify the style of a text according to its structure. chronological, non-chronological

Classify the text according to its tone. friendly, hostile, neutral
Define the writing style "Infotainment" as "merging informative writing with an entertaining
approach". Define the writing style "Techeative" as "blending technical writing (e.g. precise
descriptions of complex subjects) with creative elements to make it more engaging and
understandable". Classify the style of a presentation into one of the above two categories.

Infotainment, Techeative

Classify the style of a text according to its content and language use. rational, irrational

Evaluate the level of clarity in the text. clear, unclear

Classify the text style according to its tone and language use. nostalgic, reflective, analytical

Classify the style of a text according to its content and language use. creative, conventional

Identify the author’s voice style in a given text. authoritative, unreliable

Evaluate the level of emotional appeal in the text. low emotional appeal, high emotional appeal

Determine the level of originality in a story. original, somewhat original, not original

Evaluate the level of credibility in the text. credible, moderately credible, not credible

Read a passage, and select the topic for this passage based on the content and text style. finance, politics, health, education,
technology, entertainment

Read the summary of a book and categorize its genre. science fiction, romance, thriller, biography

Determine the primary intention behind the author’s writing of a specific text. persuasive, informative, entertaining, educational

Classify the text style according to its tone and language use. assertive, submissive

Classify the text style according to its tone and language use. strong, weak

Classify text style. conversational, academic

Determine the most likely author based on the writing style. Hemingway, Joyce, Kafka, Hurston, Christie

Classify the text style according to its tone and language use. monotonous, engaging

Classify the content of a piece of text. spam, ham

Read the text and classify its style. fictional, non-fictional

Evaluate the mood of a song based on its lyrics. relaxing, energizing, romantic, melancholic

Identify the rhetorical devices used in a given text. onomatopoeia, alliteration, hyperbole,
repetition, oxymoron

Classify the text as one of the following: journalistic, academic, or literary. journalistic, academic, literary

Assess how supportive the context is in response to a request for help. very supportive, moderately supportive, not supportive

Classify the text according to its tone and language use. realistic, idealistic

continued on next page

1019
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continued from previous page

Style Classification Task Classes
Given a famous quote, classify its tone style into one of the four categories. inspirational, funny, philosophical, sarcastic

Classify the text according to its tone and language use. confident, uncertain, timid

Carefully review the provided text and assess its level of rigor. rigorous, careless

Classify the author’s attitude towards the topic. enthusiastic, uninterested

Assess the difficulty level of academic texts, and choose the label from the following four options. elementary, intermediate, advanced, expert

Analyze the given text and determine whether it contains any biases. biased, unbiased

Classify the style of an example. adventurous, cautious, conservative

Classify the text according to its tone. optimistic, pessimistic, neutral

Classify the text style. logical, emotional

Classify the text according to its tone and language style. apologetic, accusatory, grateful, condescending

Determine the response style by examining the content and the quality of a response. helpful and harmless, helpful and harmful,
helpless and harmless, helpless and harmful

Identify the style of a sonnet by analyzing the rhyme scheme of its first four lines, each separated
by a newline symbol. Shakespearean sonnet, Petrarchan sonnet.

Identify the style of a poetry by analyzing the rhyme scheme of its first four lines, each separated
by a newline symbol. ABAB, AABB

Carefully review the provided text and determine the nature of its writing style. machine-generated text, human-written text
XXX and YYY are two Ph.D. students who often engage in writing papers. XXX has a penchant
for employing a variety of fancy words and clauses in the writing, whereas YYY favors a style
that is more concise and straightforward, focusing on brevity and clarity. Given a piece of text,
determine who is more likely to be the author based on the writing style.

XXX, YYY

Determine the level of coherence in a piece of writing. coherent, incoherent
Determine whether the text contains any sensitive information such as personal data, financial
information, or explicit content. sensitive, non-sensitive

Classify text format based on the language style used. editorial, blog post, research paper, poem, script

Determine if a tweet contains misinformation. true, misleading

Determine the level of nuance in a piece of writing. nuanced, somewhat nuanced, not nuanced

Classify text style according to its intended audience. general public, experts, children, young adults

Analyze the tone of a customer review for a product. satisfied, dissatisfied, mixed feelings

Determine the tone of the text. serious, ironic, condescending

Evaluate the level of technical jargon used in the text. technical, non-technical

Classify the attitude of the author into either ẅanting to helpör p̈erfunctory.̈ helpful, unhelpful

Classify the poetry style type. ballad, acrostic, ode, elegy, limerick
Define the style of a "empathetic, colloquial, humorous, lively" response as "teddy bear".
Define the style of a "calm, caring, professional, earnest" response as "psyduck".
Classify the style of responses made by a senior AI Assistant.

teddy bear, psyduck

Analyze the content and language style of the support ticket or email and classify its urgency level. high urgency, medium urgency, low urgency,
informational

Given a sentence, detect if there is any potential stereotype in it. stereotyped, non-stereotyped

Determine the level of conciseness in a piece of writing. concise, verbose
A desirable trait in a human-facing dialogue agent is to appropriately respond to a conversation
partner that is describing personal experiences, by understanding and acknowledging any
implied feelings - a skill we refer to as empathetic responding. Classify the response style.

empathetic, indifferent

Identify the rhetorical devices used in a given text. metaphor, simile, personification

1020

Table 14: 63 generated style classification tasks in §4.
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33 (52.4%)

13 (20.6%)

11 (17.5%)

5 (7.9%)

2-class task

3-class task

4-class task

5-class task

6-class task

Figure 4: Distribution of 63 style classification tasks in
§4.

C.4 Statistics and Examples of Generated1021

Data1022

Figure 4 plots the distribution of 63 generated style1023

classification tasks in this data generation process.1024

We present examples of style annotation data and1025

their lexicons in Table 15.1026

D Implementation Details1027

We use PyTorch (Paszke et al., 2019) and Hugging-1028

face Transformers (Wolf et al., 2020) in the experi-1029

ments. In our zero-shot learning experiments, we1030

prompted LLaMA-2-Chat (13B) to predict the tar-1031

get styles without any fine-tuning. We employed1032

4-bit inference due to our computing resource con-1033

straints (Dettmers and Zettlemoyer, 2023). In the1034

zero-shot cross-style experiments, we first fine-1035

tuned a model on the training styles before eval-1036

uating it on the evaluation styles. We fine-tuned1037

the LLaMA-2 (7B) model on 4 A40 GPUs using1038

DeepSpeed. All the other models were fine-tuned1039

on one single A40 GPU. Hyperparameters are se-1040

lected following the common practices in previous1041

research. Table 16 reports the hyperparameters for1042

our instruction tuning.1043

E Additional Experimental Results &1044

Analyses1045

E.1 Impact of Instruction Templates1046

Prior works find that prompting an LLM on an1047

unseen task is extremely sensitive to the prompt1048

design, such as the wording of prompts (Sanh et al.,1049

2021). To investigate the sensitivity of lexicon-1050

based instructions, we experiment with four instruc-1051

tion templates t1, t2, t3, t4 (Table 20), each of1052

which contains different natural language task in-1053

structions. For each template, we fine-tune a model1054

on our benchmark training styles using lexicon- 1055

based instructions. Table 17 shows that without 1056

randomization during instruction tuning, lexicon- 1057

based instruction (i.e., the “Lang” variant) is sen- 1058

sitive to the choice of templates. However, after 1059

introducing class randomization, lexicon-based in- 1060

struction (i.e., the “Lang, Rw” variant) improves 1061

the average F1 across the templates by a substan- 1062

tial margin, while reducing the standard deviation, 1063

indicating that it is more robust to the wordings of 1064

the prompts. 1065

Instruction Template in Main Experiments In 1066

our main experiments (§3), we conduct a compar- 1067

ative analysis between the lexicon-based instruc- 1068

tion and the standard instruction. Both utilize the 1069

template t2 in Table 20 except that the standard 1070

instruction does not incorporate any lexicon sam- 1071

pling. Instead, each slot for the lexicon words con- 1072

tains only the corresponding class name. Here is 1073

an example input of the standard instruction on Po- 1074

liteness: In this task, you are given sentences. The 1075

task is to classify a sentence as "polite" if the style 1076

of the sentence is similar to the words "polite" or 1077

as "impolite" if the style of the sentence is similar 1078

to the words "impolite". Here is the sentence: "I’ve 1079

just noticed I wrote... and smooth out the text?". Its 1080

output is polite. 1081

E.2 Impact of Lexicon Source 1082

We study the impact of lexicon choices in lexicon- 1083

based instruction that include: (1) dict: all lexi- 1084

cons are from dictionary; (2) nlp+chat: for classes 1085

that have NLP lexicons, we directly use them, 1086

whereas for those without, we create ones using 1087

ChatGPT; (3) class: each class lexicon contains 1088

only its class name, e.g., the “humorous” lexicon 1089

has a single word “humorous”; (4) human: we have 1090

a native speaker create a lexicon for each style 1091

class, by carefully choosing words or phrases that 1092

best capture the characteristics of each style class. 1093

Table 17 shows that without class randomization 1094

during instruction tuning with lexicon, the average 1095

F1 for nlp+chat across four templates is the high- 1096

est at 40.54. With randomization, dict performs 1097

the best at 54.50. Randomizing classes with words 1098

in lexicon-based instructions consistently improves 1099

the average F1 while reducing the standard devia- 1100

tion across four lexicon sources, regardless of the 1101

prompt templates used. The human-created lexicon 1102

is the most robust to the change of templates. 1103
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Style Classes and their Lexicons Example Label

helpful: supportive, wanting to help
unhelpful: perfunctory, unfavorable

Okay, save it. I don’t have time to hear your complaints. unhelpful

Person A: "I’ve been having a hard time getting over my ex."
Person B: "Healing takes time, and it’s okay to grieve a relationship. If you need
someone to talk to, I’m here for you, anytime."

helpful

acrostic: nitials, word puzzle, creative
ghazal: lyrical, emotive, spiritual
limerick: humorous, rhythmic, short

There once was a man from Nantucket
Who kept all his cash in a bucket.
But his daughter, named Nan,
Ran away with a man
And as for the bucket, Nantucket.

limerick

I am lost in love’s reality, and I see you in dreams,
In the silence of the night, in the roar of the streams, it’s you.

ghazal

Caring and kind,
Always in my mind.
Today and tomorrow,
Heart full of sorrow.
Yearning for your touch.

acrostic

supportive: empathetic, encouraging, comforting, helpful
unsupportive: distant, dismissive, uncaring, brief

I believe in your abilities and I know you can do it. supportive

That’s not up to the mark. You need to work harder. unsupportive

philosophical: relating to the fundamental nature of
knowledge, reality, and existence
inspirational: providing creative or spiritual inspiration
funny: humorous, causing laughter or amusement

It does not matter how slowly you go as long as you do not stop. inspirational

The unexamined life is not worth living. philosophical

I find television very educating. Every time somebody turns on the set, I go into
the other room and read a book.

funny

condescending: patronizing, arrogant, superior
respectful: polite, considerate, humble

Wow, you actually understood that concept? I’m impressed. condescending

Your social life seems vibrant and you’re also doing well in your work. How do
you manage that?

respectful

Table 15: Examples of new styles and instances generated semi-automatically using LLMs. These styles are used in
§4 to further demonstrate the generalization ability of lexicon-based instructions.

Hyperparameter T5base GPT-J LLaMA-2 7B

optimizer Adafactor Adam Adam
learning rate 1e-4 1e-5 2e-5
batch size 8 4 128
max encoder/input length 512 512 512
max decoder/target length 16 16

# epochs Instruction with class randomization: 5
Others: 3 1 3

Table 16: Hyperparameters of instruction tuning on the benchmark training styles. Note that the number of epochs
depends on the model convergence rate. Instruction with class name randomization converge more slowly than the
other prompts, so their epoch is longer.

E.3 Varying Number of Lexicon Words (m) in1104

Lexicon-Based Instructions1105

When predicting a style in the evaluation split zero-1106

shot, the lexicon instruction-tuned model only has1107

access to a subset of m lexicon words that express1108

or imply the style classes rather than example sen-1109

tences. To investigate the model’s dependence on1110

the number of lexicon words, we take the variant of1111

lexicon-based instruction with class randomization1112

(i.e., the “Lang, Rw” variant) and incrementally1113

increase m from 0 to 30 in both fine-tuning and1114

evaluation phases. Figure 7 shows a general trend1115

that the average F1 of six targets initially increases1116

with increasing m, but then either drops or stabi-1117

lizes. On average, our method performs the best1118

when m = 5.1119

Moreover, we fix the model fine-tuned with the1120

“Lang, Rw" lexicon-based instruction variant at 1121

m = 5, and then gradually increase m while evalu- 1122

ating evaluation styles. A similar trend is noticed 1123

in Figure 7. It can also be seen that when target 1124

styles have no lexicon resources (m = 0), increas- 1125

ing the number of lexicon words in each prompt 1126

during source fine-tuning might be beneficial. For 1127

instance, “src-5, tgt-0” improves the performance 1128

of “src-0, tgt-0” by an average of 3.96 F1 points. 1129

Figure 8 provides a detailed view of the perfor- 1130

mance change associated with an increase in m, 1131

broken down by each target style. It reveals that 1132

different styles reach their peak performance at 1133

different values of m. 1134
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OutputVariant

minimal polite:thank, please, awesome, appears, beautiful impolite:confrontational, ungracious, you're out of line, impudent, indecorous
Thanks for your help on this. Should I delete my request for checkuser? polite

Lang
In this task, you are given sentences. The task is to classify a sentence as "polite" if the style of the sentence is similar to the words 
"thank, please, awesome, appears, beautiful" or as "impolite" if the style of the sentence is similar to the words "confrontational, 
ungracious, you're out of line, impudent, indecorous". Here is the sentence: "Thanks for your help on this. Should I delete my 
request for checkuser?”

polite

R# 0:thank, please, awesome, appears, beautiful 1:confrontational, ungracious, you're out of line, impudent, indecorous
Thanks for your help on this. Should I delete my request for checkuser?

0

Lang, Rw

In this task, you are given sentences. The task is to classify a sentence as "hiccup's" if the style of the sentence is similar to the 
words "thank, please, awesome, appears, beautiful" or as "recompilation" if the style of the sentence is similar to the words 
"confrontational, ungracious, you're out of line, impudent, indecorous". Here is the sentence: "Thanks for your help on this. Should I 
delete my request for checkuser?”

hiccup's

Lang, R#

In this task, you are given sentences. The task is to classify a sentence as "0" if the style of the sentence is similar to the words 
"thank, please, awesome, appears, beautiful" or as "1" if the style of the sentence is similar to the words "confrontational, 
ungracious, you're out of line, impudent, indecorous". Here is the sentence: "Thanks for your help on this. Should I delete my 
request for checkuser?”

0

Rw
hiccup's:thank, please, awesome, appears, beautiful recompilation:confrontational, ungracious, you're out of line, impudent, 
indecorous
Thanks for your help on this. Should I delete my request for checkuser?

hiccup's

Lexicon-Based Instruction Input

Figure 5: Examples of different lexicon-based instruction variants (as detailed in §2.3) on Politeness. Red part is
(randomized) classes, the green part represents the words sampled from each class lexicon, and yellow stands for
the input sentence and the uncolored part is the instruction template.

Figure 6: MetaICL+Lex input consists of K demon-
strations and an input sentence. Each demonstration
contains m lexicon words for each class, followed by
an example with its label.

E.4 More Experiments on Style Splits1135

This section presents additional experimental re-1136

sults of our approach, utilizing various style splits1137

outlined in Table 18. Results are presented in Table1138

19. It is observed that lexicon-based instruction1139

tuning consistently outperforms standard instruc-1140

tion tuning across various style splits in both T51141

and GPT-J models.1142

E.5 Comparisons of MetaICL and1143

Lexicon-Based Instructions in Few-Shot1144

Learning1145

To compare lexicon-based instructions and1146

MetaICL fairly, it is necessary to incorporate super-1147

vision from K demonstrations in evaluation style1148

0 1 2 3 4 5 7 10 15 20 30
m

48

49

50

51

52

53

54

55

F1

src-m, tgt-m
src-5, tgt-m

Figure 7: Impact of the number (m) of lexicon words or
phrases used in each lexicon-based instruction. “src-m"
is for fine-tuning on source styles (i.e., training styles)
and “tgt-m" for evaluation on targets.

into our approach. We thus introduce a modifi- 1149

cation to lexicon-based instructions called +Lex 1150

+K. Specifically, for each evaluation style, we ran- 1151

domly select K examples from its train set and 1152

assign a label to each. Next, a model that was pre- 1153

viously fine-tuned on the training styles using the 1154

’Lang, Rw’ lexicon-based instructions, is further 1155

fine-tuned on these K demonstrations. Finally, we 1156

evaluate the model on the evaluation style using 1157

lexicon-based instructions without demonstrations. 1158

The results are reported in Table 21. It is ob- 1159
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dict nlp+chat class human Avg. SD.

w/o
rand.
(Lang)

t1 42.55 43.88 41.99 41.64 42.52 0.99
t2 39.05 41.72 33.71 41.56 39.01 3.74
t3 35.40 40.21 36.13 38.69 37.61 2.24
t4 30.43 36.33 37.02 36.14 34.98 3.06
Avg. 36.86 40.54 37.21 39.51
SD. 5.18 3.18 3.48 2.63

w/
rand.
(Lang, Rw)

t1 54.20 54.72 53.16 55.15 54.31 0.86
t2 54.74 54.23 50.24 54.83 53.51 2.20
t3 53.24 52.17 51.59 53.85 52.71 1.02
t4 55.83 51.89 55.02 53.91 54.16 1.71
Avg. 54.50 53.25 52.50 54.44
SD. 1.08 1.43 2.06 0.66

Table 17: For each combination of the lexicon source
and the prompt template, class randomization (i.e., the
“Lang, Rw” variant) consistently improves the average
F1 scores. t1, t2, t3 and t4 are the different templates
detailed in Table 20. dict, nlp+chat, class and
human are the different lexicon sources described in Ap-
pendix E.2. Each white cell reports the result averaged
over the six target styles. Light grey cells indicate the
average (Avg.) and the standard deviation (SD.) scores
over four lexicon sources. Dark grey cells represent
Avg. and SD. over four templates.

Split Source Styles

stylesrc1 Politeness, Formality, Sentiment

stylesrc2
Politeness, Formality, Sentiment,
Hate/Offense

stylesrc3
Politeness, Formality, Sentiment,
Hate/Offense, Politics

stylesrc4

Politeness, Formality, Sentiment,
Hate/Offense, Politics, Readability,
Subjectivity

Table 18: Source styles used in different source-target
style splits.

served that with random labels, +Lex +K generally1160

outperforms other methods. These may suggest1161

that lexicons can provide a useful signal for the1162

prediction of unseen styles when the gold labels of1163

examples are absent.1164

E.6 Varying Number of Training Examples1165

(K) used in Few-Shot Learning1166

We investigate the impact of the number of ex-1167

amples (K) that are used in the few-shot learning1168

methods MetaICLK and +Lex +K. Results are re-1169

ported in Figure 9. The performance of both meth-1170

ods deteriorates with an increase in K when using1171

random labels. However, when gold labels are1172

utilized for the target-style training examples, the1173

performance improves with larger K, particularly1174

0 1 2 3 4 5 7 10 15 20 30
m

40

45

50

55

60

65

70

75

F1

Shakespeare
Romance
Humor
Country
Sarcasm
Age

Shakespeare-5
Romance-5
Humor-5
Country-5
Sarcasm-5
Age-5

Figure 8: Impact of the number (m) of lexicon words
or phrases used in each lexicon-based instruction. The
solid lines represent the cases where m is applied to both
source fine-tuning and target evaluation. The dotted
lines (i.e., Style-5) show the scores of target styles when
lexicon size 5 is used for source fine-tuning, while the
size of target-style lexicons m is varied for evaluation.

Model #Params Instruction stylesrc1 stylesrc2 stylesrc3 stylesrc4

Standard 36.72 36.27 30.01 33.72T5 220M + Lex 53.30 53.27 54.18 57.30

Standard 50.14 53.64 56.06 51.96GPT-J 6B + Lex 54.14 56.15 57.52 56.32

Table 19: Average F1 on the six evaluation styles.
Across all training-evaluation splits, + Lex instruction
improves the average performance on unseen styles com-
pared to Standard instruction for both T5 and GPT-J.

showing significant improvement from K = 8 to 1175

K = 16. Moreover, as K increases, the perfor- 1176

mance disparity between utilizing ground-truth la- 1177

bels and random labels further expands. These 1178

observations show that the ground-truth input-label 1179

mapping is important in our case. 1180

F More Prompting Examples 1181

Figure 5 shows the example input and output 1182

for all lexicon-based instruction variants. In 1183

MetaICLK+Lex, one prompt consists of K demon- 1184

strations and an input sentence. Figure 6 provides 1185

an example demonstration. 1186
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Instruction
Template Input Output

t1

Which style best describes the sentence “{sentence}”?
styles:
- {className1}: {e1, · · · , ek}
- {className2}: {e1, · · · , ek}
...

classNameit2
In this task, you are given sentences. The task is to classify a sentence as "{className1}" if the
style of the sentence is similar to the words "{e1, · · · , ek}" or as "{className2}" if the style of
the sentence is similar to the words "{e1, · · · , ek}" or as · · · Here is the sentence: "{sentence}".

t3
The task is to classify styles of sentences. We define the following styles: "{className1}" is
defined by "{e1, · · · , ek}"; "{className2}" is defined by "{e1, · · · , ek}"; · · · Here is the sentence:
"{sentence}", which is more like

t4
Context: "{className1}" is defined by "{e1, · · · , ek}", "{className2}" is defined by "{e1, · · · , ek}"
... Sentence: {sentence} Question: which is the correct style of the sentence? Answer:

Table 20: Instruction templates.

Method Shakespeare Romance Humor Country Sarcasm Age Avg.

Examples w/
random labels

MetaICL4 44.37±6.99 56.21±26.64 37.82±5.02 41.84±18.46 35.55±2.94 40.96±11.19 42.79
MetaICL4+Lex 39.80±1.47 64.58±18.72 38.59±4.41 49.72±0.44 43.77±6.52 35.30±0.00 45.29
+Lex +4 54.97±0.52 83.63±4.76 58.11±2.81 49.07±0.48 47.98±0.61 46.44±0.97 56.70
MetaICL16 55.49±11.66 66.91±20.48 36.11±4.58 7.74±4.67 33.33±0.00 31.24±0.00 38.47
+Lex +16 56.68±2.71 66.87±17.72 57.69±1.93 51.67±0.76 45.67±3.71 47.81±1.62 54.40

Examples w/
gold labels

MetaICL4 64.30±13.01 53.53±27.30 49.79±12.46 49.29±0.01 34.28±1.57 36.21±1.25 47.90
MetaICL4+Lex 43.90±8.06 75.80±6.52 42.78±3.99 49.42±0.36 38.62±3.69 35.30±0.00 47.63
+Lex +4 54.42±1.78 85.48±3.00 58.83±4.93 48.92±0.43 43.11±4.91 45.84±1.94 56.10

MetaICL16 72.93±8.15 95.79±0.84 52.05±8.52 47.90±3.07 33.33±0.00 35.30±0.00 56.22
+Lex +16 60.99±6.75 94.00±1.41 63.26±3.35 51.85±0.41 44.93±4.34 47.42±4.54 60.41

Table 21: Few-shot learning of GPT-J. The subscript of MetaICL represents the number (K) of demonstrations in
one prompt. For each method (MetaICLK, MetaICLK+Lex, or +Lex +K), we choose a set of K examples with five
different random seeds. By introducing lexicons into prompts, the standard deviation of performance across five
runs generally decreases.
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Figure 9: Ablation on the number of training examples
(K) in a few-shot learning setting.
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