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ABSTRACT

The rising interest in decentralized data and privacy protection has led to the emer-
gence of Federated Learning. Many studies have compared federated training with
classical training approaches using centralized data and found from experiments
that models trained in a federated setup with equal resources perform poorly on
tasks. However, these studies have generally been empirical and have not explored
the performance gap further from a theoretical perspective. The lack of theoretical
understanding prevents figuring out whether federated algorithms are necessarily
inferior to centralized algorithms in performance and how large this gap is accord-
ing to the training settings. Also, it hinders identifying valid ways to close this
performance distance. This paper fills this theoretical gap by formulating feder-
ated training as an SGD (Stochastic Gradient Descent) optimization problem over
decentralized data and defining the performance gap within the PAC-Bayes (Prob-
ably Approximately Correct Bayesian) framework. Through theoretical analysis,
we derive non-vacuous bounds on this performance gap, revealing that the dif-
ference in generalization performance necessarily exists when training resources
are equal for both training setups and that variations in the training parameters
affect the gap. Moreover, we also prove that the complete elimination of the per-
formance gap is only possible by introducing new clients or adding new data to
existing clients. Advantages in other training resources are not feasible for closing
the gap, such as giving larger models or more communication rounds to federated
scenarios. Our theoretical findings are validated by extensive experimental results
from different model architectures and datasets.

1 INTRODUCTION

Classical deep learning algorithms are typically performed in centralized settings (LeCun et al.,
1998; He et al., 2016; Vaswani et al., 2017). Specifically, deep neural networks are trained with
massive amounts of data on servers equipped with strong computation power. Enormous research
and projects have proven this training setup to work well. For example, Large Language Models
(LLMs) (Brown et al., 2020; Lieber et al., 2021; Black et al., 2022; Hoffmann et al., 2022; Thoppilan
et al., 2022), which have recently received significant attention due to their impressive performance
on various tasks, are generally trained with the centralized setup. However, an inherent limitation
of this approach is the imperative centralization of training data (Chen et al., 2023). In reality,
the majority of data is generated and stored in a distributed manner. If data containing sensitive
information is centralized, the privacy of participating parties will likely be compromised. The
challenge of expanding data size while protecting data privacy has led to the emergence of a new
type of learning methods that exploit training with distributed data. One such popular method is
called Federated Learning (McMahan et al., 2017; Zhuang et al., 2021; Karimireddy et al., 2020;
2021; Tang et al., 2022). In the training scenario of Federated learning, the training data is preserved
on participating clients, and multiple clients collaborate with a central server to train a model without
sharing data (Li et al., 2021).

The introduction of federated training effectively alleviates the privacy problem, but there is no
perfect solution (AbdulRahman et al., 2020). By comparing the two types of training setups, many
studies have found that under equal training resources, the models trained in a federated scenario
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do not perform as well as models trained in a centralized scenario in test datasets or downstream
tasks (Elnakib et al., 2023; Zhao et al., 2018), which drastically hinders the broad application of
federated learning. Notably, this conclusion was established through empirical evidence, and the
theoretical aspect has yet to be fully explored (Garst et al., 2023; Mar’i et al., 2023). The lack of
theoretical understanding has resulted in long-term arguments on the existence of the performance
gap (Drainakis et al., 2023). Also, it prevents the identification of appropriate ways to close this gap.
Significant resources have been wasted on repeated experiments in search of promising directions.

In this paper, we re-visit the question: Given the same model, training data, and total training
compute, can federated learning catch up with or surpass centralized learning in terms of gener-
alization performance? To advance the theoretical underpinnings, we model two types of learn-
ing as Stochastic Gradient Descent (SGD) (eon Bottou, 1998; Sutskever et al., 2013) optimization
problems on centralized and decentralized data, respectively, and establish PAC-Bayes (Probably
Approximately Correct Bayesian) bounds (McAllester, 1998; 1999) on the generalization error of
the models trained in each training setup. Since the generalization bound is usually considered an
essential index of the generalization ability of the learning algorithm, the performance gap is for-
mulated as the distance between two generalization bounds. By analyzing this distance equation,
we find that the number of clients positively correlates with the performance gap and derive non-
vacuous lower and upper bounds on the performance gap. These bounds theoretically show that the
performance gap will necessarily exist under equivalent training conditions and is affected by the
training settings. Therefore, completely bridging the performance gap requires federated scenarios
to be provided with more training resources. Following this idea, we theoretically prove that the
complete close of the performance gap is only possible by incorporating new clients or adding data
to existing clients. In addition to theoretical analyses, we also empirically explore the performance
gap by conducting extensive experiments. To ensure our theoretical findings can be generalized to
different models and data, we chose two popular architectures, ResNet (He et al., 2016) and Vision
Transformer (Dosovitskiy et al., 2020), and collected their training and testing results on two stan-
dard datasets, CIFAR-10 (Krizhevsky et al., 2009) and Mini-ImageNet (Vinyals et al., 2016; Deng
et al., 2009). The experimental data is found to be closely aligned with our theoretical conclusions.

In summary, the key contributions of our paper are shown below:

1. We introduce a novel theoretical perspective to understand the performance gap between
centralized and federated training, defining this gap as the distance between the PAC-Bayes
generalization bounds of two scenarios.

2. We prove that the performance gap monotonically increases with the number of clients
and establish non-vacuous lower and upper bounds on this gap, demonstrating that the
gap inevitably exists when two training scenarios are provided with equivalent training
resources. Our analysis also reveals the influence of training settings on this gap.

3. We derive that only introducing new clients or adding data to existing clients are possible to
completely bridge the performance gap. Other approaches, such as scaling up model size
or increasing communication rounds, cannot fully close this gap.

4. Extensive experiments on different model architectures and datasets validate the correct-
ness of our theoretical results.

The rest of this paper is structured as follows. We review some related works in Section 2. We
introduce the necessary preliminaries in Section 3. We show our theoretical analyses of the perfor-
mance gap in Section 4, followed by the empirical validation of our theoretical findings in Section 5.
Finally, we give a conclusion of the paper in Section 6. The Appendix presents the details omitted
from the main manuscript.

2 RELATED WORKS

2.1 FEDERATED LEARNING

Federated learning is a class of distributed learning methods proposed for collaborative model train-
ing without compromising privacy (AbdulRahman et al., 2020; Li et al., 2021). The benchmark
algorithm for federated learning is Federated Averaging (FedAvg) (McMahan et al., 2017). This
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algorithm first introduces the scenario of federated learning, consisting of massive decentralized
clients and a central server that establishes communications with all clients. During training, mul-
tiple clients train models received from the server using local training data, and then the server
aggregates the training updates received from these clients to update the model. Client privacy is
protected as no local data is shared during training. In recent years, as people have become aware
of the importance of data privacy for security, many research works related to federated learning
have emerged (Zhuang et al., 2021; Tang et al., 2022; Zhao et al., 2018; Tran et al., 2019). These
works generally hold the impression that centralized learning must perform better than federated
learning, and many of them focus on proposing advanced federated algorithms to catch up with the
centralized baseline (Karimireddy et al., 2021; Zhuang et al., 2021). However, the correctness of
this impression has not been fully explored from a theoretical aspect. Our work fills this gap and
identifies generic strategies that can bridge the gap between the two training setups.

2.2 COMPARE FEDERATED LEARNING WITH CENTRALIZED LEARNING

Since federated learning was proposed, there have been studies focusing on the comparison between
federated and centralized training. Some works aim to compare the performance of the models
trained in each training scenario. These comparative evaluations report that models trained in a
centralized setup generally outperform models trained in a federated setup across a variety of tasks
and datasets, such as MNIST (Peng et al., 2022; Mar’i et al., 2023), CIFAR-10 (Zhao et al., 2018),
and CICIDS2017 (Elnakib et al., 2023). Similar experimental results are also found in the federated
studies that adopt the centralized training results as one of the baselines (Zhuang et al., 2021). In
addition to performance comparison, there are comparisons on the training convergence rate. Unlike
the above studies, these studies show that federated algorithms can attain the same order or faster
convergence rate than centralized algorithms (Karimireddy et al., 2020; 2021; Asad et al., 2021).
Furthermore, a recent study by Drainakis et al. explores the differences between federated and
centralized training from the perspectives of energy cost and bandwidth cost (Drainakis et al., 2023).
However, most of these works have primarily offered observational insights based on empirical
evidence, especially those targeting the performance gap. The lack of theoretical underpinnings
has prevented researchers from explaining how the performance gap develops and proving to others
whether it necessarily exists. To address this shortcoming, we quantify the performance gap as a
bounded analytic solution and theoretically analyze it in this paper.

2.3 GENERALIZATION BOUND FOR STOCHASTIC ALGORITHMS

Stochastic Gradient Descent (SGD) (eon Bottou, 1998; Sutskever et al., 2013) is a foundational op-
timization method in machine learning (LeCun et al., 1998; Hinton & Salakhutdinov, 2006; Good-
fellow et al., 2014; McMahan et al., 2017; Tang et al., 2022). Extensive research has quantified the
generalization abilities of stochastic algorithms through PAC-Bayes upper bounds (He et al., 2019;
Mou et al., 2018; London, 2017; Pensia et al., 2018) and utilized these bounds to study different as-
pects, including algorithm convergence (Mou et al., 2018; Pensia et al., 2018), training stability (Zhu
et al., 2024), and hyper-parameter tuning strategies (He et al., 2019). The generalization bound also
plays an important role in research works related to federated learning (Yuan et al., 2021). Several
studies propose new training frameworks to tackle problems such as non-IID data distribution (Zhao
et al., 2024; Sun et al., 2024b) and model personalization (Boroujeni et al., 2024; Achituve et al.,
2021; Vedadi et al., 2024) based on this bound. Moreover, this bound has been used to understand
the impact of the parameters (Sefidgaran et al., 2024) or the network structure (Sun et al., 2024a)
on generalization. However, existing works focus on using the generalization bound to analyze a
single learning regime, unconcerned about the difference between centralized and federated training
in generalization. We establish a theoretical expression for the generalization gap according to the
distance between the generalization bounds of stochastic algorithms in both settings.

3 PRELIMINARIES

3.1 GENERALIZATION ERROR

In machine learning, let the hypothesis class of a model be denoted as Θ ⊂ Rd. The primary goal
of learning algorithms is to identify a parameter vector θ ∈ Θ that minimizes the expected risk,
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expressed as R(θ) = Eξ∼DF (θ; ξ). Here, d represents the dimension of Θ, F is the loss function,
and D is the unknown distribution of the test data. When the parameter θ is treated as a random
variable following a distribution Q, the expected risk with respect to Q can be written as:

R(Q) = Eθ∼QEξ∼DF (θ; ξ). (1)

Since the true data distribution D is typically unknown, the expected risk R is approximated by the
empirical risk R̂, based on the training data’s distribution D̂, as follows:

R̂(Q) = Eθ∼QEζ∼D̂F (θ; ζ). (2)

The discrepancy between the expected risk R and the empirical risk R̂ is what defines the general-
ization error.

3.2 PAC-BAYES UPPER BOUND FOR GENERALIZATION ERROR

Within the PAC-Bayes (Probably Approximately Correct Bayesian) framework (McAllester, 1998;
1999), hypothesis functions learned by stochastic algorithms are viewed as randomly sampled func-
tions from a hypothesis class. The generalization ability of an algorithm is measured by the distance
between the posterior distribution of the output hypothesis Q and the prior distribution P , which is
typically assumed to be Gaussian or Uniform. This leads to a classic result that provides a uniform
bound on the expected risk R(Q), presented as follows:

Lemma 1. For any positive real number δ ∈ (0, 1), and for all distributions Q, the following
inequality holds with probability at least 1− δ over a sample of size N :

R(Q) ≤ R̂(Q) +

√
D(Q||P ) + log( 1δ ) + log(N) + 2

2N − 1
. (3)

where D(Q||P ) denotes the KL divergence between Q and P , defined as:

D(Q||P ) = Eθ∼Q log(
Q(θ)

P (θ)
). (4)

3.3 SGD OPTIMIZATION

Stochastic Gradient Descent (SGD) is a widely adopted method for minimizing the empirical risk R̂.
Given a training dataset of size N , a mini-batch S consists of a subset of S sampled independently
and identically (i.i.d.) from the set of indices {1, . . . , N}. The update rule for SGD can be formally
expressed as:

θ(t+ 1) = θ(t)− η∇θ(t)R̂(θ(t))

= θ(t)− η
1

S

∑
s∈S

∇θ(t)Fs(θ(t)),
(5)

where η denotes the learning rate and ∇θ(t)R̂(θ(t)) represents the estimated gradient of the empiri-
cal risk calculated over the mini-batch S.

4 THEORETICAL ANALYSIS OF THE PERFORMANCE GAP BETWEEN
FEDERATED AND CENTRALIZED LEARNING

In this section, we develop theoretical foundations for the performance gap between federated and
centralized settings and identify theoretically feasible approaches to close this gap. The main in-
gredient of our theory is the expression of this gap in the view of the PAC-Bayesian framework.
We derive non-vacuous bounds for this theoretical expression, showing that the performance gap
necessarily exists under equal training resources and how this gap varies with the parameters. Fur-
ther analysis suggests that only the strategy of introducing new clients or adding data to existing
clients is possible to close this gap fully. Due to space limitations, we provide detailed proof for
each theoretical finding in the Appendix A.1.
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4.1 PROBLEM SETUP

We compare federated training with centralized training under the equivalent training conditions.
Specifically, the same dataset and model are used for training, and the total number of training
computations is equal. In a federated scenario, there are n clients, and a central server connects
n clients. Each client i ∈ {1, . . . , n} possesses a local dataset Di, with the average dataset size
denoted as m = 1

n

∑n
i=1 |Di|. Thus, the total amount of data across all clients is nm. Assuming the

federated training of deep neural networks iterates T communication rounds, we follow the FedAvg
algorithm (McMahan et al., 2017) to formulate the training process in round j ∈ {1, . . . , T} as:

θ̄i(j) =
1

n

n∑
i=1

θi(j) (6)

θi(j + 1) = θ̄i(j)− η∇θ̄i(j)Eζi∼DiF (θ̄i(j); ζi). (7)
Eq.(6) describes the model aggregation and update process performed on the central server, while
Eq.(7) explains the training of the global model on client i using its local dataset Di. Since the
training is carried out using SGD algorithms, we define the local batch size as kFedm, where 1

m ≤
kFed ≤ 1, with the number of local training epochs set to a positive integer t. In contrast, the
centralized scenario works with a dataset D =

⋃n
i=1 Di of total size D = nm, and the initial model

weights are identical to those used in the federated scenario, expressed as {θ(0) = θi(0)|i ∈ n}.
The process of centralized training follows the update rule of SGD described in Eq.(5) and is run
for T

n iterations to ensure that the total training compute matches that of the federated scenario. In
each iteration, the model θ is trained with mini-batches of size kCenD sampled from D for t epochs,
where 1

D ≤ kCen ≤ 1. Additionally, throughout this paper, we assume the constant learning rate η
and the same batch size for each training scenario, expressed as S = kFedm = kCenD.

4.2 PAC-BAYESIAN GENERALIZATION GAP

To derive the PAC-Bayesian view of the performance gap between federated learning and centralized
learning, we first need to establish the PAC-Bayes upper bounds for the generalization error of
models trained in each scenario. Similar to the previous studies (Stephan et al., 2017; He et al.,
2019), we make some assumptions on SGD to help our proof.
Assumption 1. Assuming all the gradients {∇θFs(θ)} computed from individual training samples
are uniformly drawn from a Gaussian distribution whose center is the gradient of the expected risk
g(θ) and the covariance matrix is C, expressed as below:

∇θFs(θ) ∼ N (g(θ), C), (8)

the stochastic gradients ĝs(θ) = ∇θ(t)R̂(θ(t)) calculated from the mini-batches will be assumed to
be uniformly sampled from the following Gaussian distribution:

ĝs(θ) =
1

S

∑
s∈S

∇θFs(θ) ∼ N (g(θ),
1

S
C). (9)

Here, this constant matrix C can be further factorized as C = BB⊺ as covariance matrices are
(semi) positive-definite.

We justify Assumption 1 by the central limit theorem when the training data size is substantially
larger than the batch size. Since deep neural networks are typically trained on large-scale datasets
in real-world applications, this assumption is generally valid (Weinan, 2017; Stephan et al., 2017).
Assumption 2. Assuming the loss function F (θ) is smooth, the stationary distribution of the iterates
is confined to a local region near a minimum, where the loss is well approximated by a quadratic
function with the following form:

F (θ) =
1

2
θ⊺Aθ. (10)

where A is the Hessian matrix around the minimum and is (semi) positive-definite.

Assumption 2 makes sense when SGD converges to a low-variance quasi-stationary distribution near
a deep local minimum, where the gradient noise is small compared to the average gradient. Thus
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SGD follows a relatively directed path toward the optimum. This assumption is also supported by
empirical evidence (see p.1, Figures 1(a) and 1(b) and p.6, Figures 4(a) and 4(b) in (Li et al., 2018)).
Additionally, without loss of generality, we assume the global minimum of the loss function is 0
when θ = 0. General cases can be obtained through translation operations, which would not modify
the geometry of objective function and its associated generalization ability.

Under Assumption 1, the SGD iterations can be re-expressed in the form of the Ornstein-Uhlenbeck
process (Uhlenbeck & Ornstein, 1930):

θ(t+ 1)− θ(t) = −ηĝs(θ(t)) = −ηg(θ) +
η

S
B∆W,∆W ∼ N (0, I). (11)

For Eq.(11), the results of the Ornstein-Uhlenbeck process suggest that there exists an analytic
stationary distribution in terms of the normalizer M and the matrix Σ, defined as below:

q(θ) = M exp

{
−1

2
θ⊺Σθ

}
. (12)

Then, based on the above equations and assumptions, we derive a generalization bound for the
models trained by federated SGD optimization.
Theorem 1. For any positive real number δ ∈ (0, 1), with probability at least 1 − δ over a de-
centralized training dataset of total size nm across n clients, the following inequality holds for the
distribution QFed of the output hypothesis learned by federated SGD:

R(QFed)− R̂(QFed)

≤

√
− log(det(ΣFed)) +

Tη
2kFedm

tr(C̄Ā−1)− d+ 2 log( 1δ ) + 2 log(nm) + 4

4nm− 2
.

(13)

where Ci is the covariance of the loss gradients and Ai is Hessian matrix around the minimum of the
loss function for local training on client i, C̄ = 1

n

∑n
i=1 Ci, Ā = 1

n

∑n
i=1 Ai, d is the dimension of

the model parameter θ (parameter size), T is the number of communication rounds, η is the learning
rate and tr(C̄Ā−1) is the trace of the product matrix C̄Ā−1.

Proof Sketch. The proof of Theorem 1 has three parts. At the beginning, we utilize the update rule
of federated training (Eqs.(6) and (7)) and the results of the Ornstein-Uhlenbeck process (Eq.(11))
to find the following stationary solution for the iterates of federated SGD optimization:

θFed(T ) =
1

n

n∑
i=1

θi(T ) = θi(0)e
−TĀt + T

√
η

kFedm

∫ t

0

e−TĀ(t−t′)B̄dW (t′). (14)

Next, according to Eqs.(12) and (14), the property TĀΣFed + ΣFedTĀ = T 2η
kFedm

C̄ is proved. Fi-
nally, by assuming that the prior distribution P is a Gaussian or Uniform distribution and combining
this property with Lemma 1, we derive a PAC-Bayes upper bound for the generalization error of
models trained in federated settings. Note that this bound does not include the number of local train-
ing epochs t as t is simplified through integral operations in the proofs (see appendix for details).

By a similar approach, the generalization bound for centralized training under equal training re-
sources can also be proved as follows.
Corollary 1. For any positive real number δ ∈ (0, 1), with probability at least 1 − δ over a cen-
tralized training dataset of total size D on server, the following inequality holds for the distribution
QCen of the output hypothesis learned by centralized SGD:

R(QCen)− R̂(QCen)

≤

√
− log(det(ΣCen)) +

Tη
2nkCenD

tr(CA−1)− d+ 2 log( 1δ ) + 2 log(D) + 4

4D − 2
.

(15)

where C and A are the covariance and Hessian matrix for training with the centralized dataset, and
ΣCen is the covariance matrix for the stationary distribution of this global training.

Since the covariance matrix C, the Hessian matrix A, and the constant matrix Σ are from the sta-
tionary distribution of the SGD optimization, it is easy to see that the comparison of two bounds
becomes intractable without the knowledge of how these matrices vary by changes in training setup.
Therefore, we further present two assumptions and study a special case of the generalization bound.
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Assumption 3. We assume that A and Σ are symmetric matrices satisfying AΣ = ΣA.

Assumption 3 implies that the local geometry around the global minimum and the stationary dis-
tribution are homogeneous across all dimensions of the parameter space. A similar assumption has
also been used in previous papers (He et al., 2019; Jastrzkebski et al., 2017).
Assumption 4. Under the fair comparison condition that the same training dataset is used for
both training scenarios, the average data distribution D̄ across n clients of size m is assumed to be
independently and identically (i.i.d.) drawn from the global dataset D of size D = nm in centralized
settings and the following properties are satisfied:

Ā ≈ A, C̄ ≈ 1

nγ
C (16)

where γ is a constant that γ > 1.

Assumption 4 could be justified by the central limit theorem when the average data size m across
clients and the size of global dataset D are both large enough. With the two new assumptions, we
can quantify the distance between the above generalization bounds and derive the below theorem.
Theorem 2. When all the above assumptions hold and the training resources for federated and
centralized learning are equal, the generalization gap between the models trained through federated
SGD optimization and the models trained through centralized SGD optimization has the following
analytic solution:

GFed − GCen =
d log( 2n

γkFedm
Tη ) + Tη

2nγkFedm
tr(CA−1)− d log( 2nkCenD

Tη )− Tη
2nkCenD

tr(CA−1)

4D − 2
.

(17)
where G is the generalization bound of a learning algorithm.

Proof Sketch. The first part of this proof is to re-formulate the generalization bound derived for
each training scenario. Based on Assumption 3, we re-arrange the properties found in the proofs of
Theorem 1 and Corollary 1 to find an analytic solution for the constant matrix Σ. Substituting this
solution to Eqs.(13) and (15) and applying Assumption 4 will yield new generalization bounds. We
then complete the proof by computing the distance between the two new PAC-Bayes upper bounds
and re-arranging this distance equation.

Theorem 2 shows the analytic solution of the performance gap in the PAC-Bayesian framework.

4.3 THE NON-VACUOUS BOUNDS ON PERFORMANCE GAP

In this subsection, we continue to explore this theoretical expression to gain a deeper understanding
of the performance gap. As pointed out at the beginning of the paper, our interest lies in these
questions: 1) does the performance gap always exist with equal training resources? 2) how is this
gap affected by the environmental variables in the federated scenario? We answer these questions
using the following theorem.
Theorem 3. When all conditions of Theorem 2 hold, and assuming that the training resources are
equal for both federated and centralized scenarios, the generalization gap between models trained
using federated SGD and those trained using centralized SGD satisfies the following inequalities:

d log(3γ−1) + (1−3γ−1)Tη
2∗3γkCenD

tr(CA−1)

4D − 2
≤ GFed − GCen ≤

d log(Dγ−1) + (1−Dγ−1)Tη
2kCenDγ+1 tr(CA−1)

4D − 2
,

(18)
for 3 ≤ n ≤ D, where n represents the number of clients and D is the total data size across clients.
Additionally, when n = 2, for any constant γ ⪆ 1.284, the generalization gap between federated
and centralized training satisfies the following inequality:

GFed − GCen ≥
d log(2γ−1) + (1−2γ−1)Tη

2γ+1kCenD
tr(CA−1)

4D − 2
. (19)

Proof Sketch. We start by proving that the performance gap monotonically increases with n if the
condition n ≥ γ−1

√
γ holds and γ−1

√
γ is upper bounded by e. Therefore, this monotonic impact

7
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will always hold for n ≥ 3. By substituting this range of n into Eq.(17), we derive the bound of the
performance gap for n ≥ 3. Next, considering that the parameter n satisfies {2 ≤ n ≤ D|n ∈ Z},
we compare the performance gap under n = 2 with the gap under n = 3 to figure out the exact
lower bound. The results show that the lower bound for n = 2 can only be found with γ ⪆ 1.284.

Theorem 3 establishes non-vacuous bounds for the performance gap between two training scenarios.
In Eq.(18), both lower and upper bounds contain two terms in the numerator. The left term can be
regarded as a static one capturing the entropy of the gap, and the right term can be considered an
empirical one affected throughout the training process. The static term indicates that the gap already
exists when two training scenarios are provided with equal training resources, no matter the best and
worst case. Moreover, this default gap increases with the model size d and the number of clients
n. On the other side, the empirical term shows that the gap is decreased through training, but the
reduced distance seems quite limited. In the worst case, the denominator of the empirical term
contains Dγ+1. Since D represents the total data size, we know that the value of the empirical term
in the worst case is extremely small. Similarly, increasing the total data size D cannot completely
close the performance gap because the lower bound contains D in the denominator of the empirical
term, and the upper bound contains D in both the static and empirical terms.

4.4 STRATEGIES FOR BRIDGING THE GAP

The above theoretical results demonstrate that the performance gap cannot be eliminated completely
as long as equal training resources are provided for two scenarios. Therefore, if we still look forward
to federated training catching up with centralized training, the federated scenario has to be allowed
with an advantage in some training resources. Generally, increasing the data size and model size can
result in an improvement in model performance. For example, researchers have concluded scaling
laws indicating that the performance of large language models is related to these two parameters
(Kaplan et al., 2020; Hoffmann et al., 2022). Besides, previous federated studies have also em-
pirically shown that increasing the number of communication rounds or the number of clients also
leads to improved model performance (McMahan et al., 2017; Zhuang et al., 2021). So, we study
the related parameters n, m, d, and T in federated settings with a reasonable assumption to identify
which one has the potential to close the gap.
Assumption 5. In federated scenarios, the parameter size d of deep neural networks are large
enough to satisfy d > log(det(CA−1)δ2)

log(
2nkFedm

Tη )−1
for any real number δ ∈ (0, 1), and the number of clients n

are also large enough to satisfy n ≥ γ−1
√
e for any constant γ > 1, where m is the average data

size, C is the magnitude of loss gradient noise and A is the Hessian matrix.

Assumption 5 basically holds, as deep neural networks are typically over-parameterized to achieve
impressive performance (Kaplan et al., 2020; Hoffmann et al., 2022) and realistic federated scenarios
often involve a significant amount of clients (Kairouz et al., 2021). When this assumption is valid,
the lower and upper bounds in Theorem 3 are both positive, indicating that federated training is
inferior to centralized training in generalization. Then, we propose the following theorem.
Theorem 4. When all the above assumptions hold and assuming that the federated scenario is pro-
vided with an advantage in training conditions, the following inequalities hold for the generalization
gap between models trained through federated SGD and those trained through centralized SGD:

lim
n→∞

G̃Fed − GCen ≤ 0; lim
m→∞

G̃Fed − GCen ≤ 0;

lim
d→∞

G̃Fed − GCen = ∞; lim
T→∞

G̃Fed − GCen = ∞.
(20)

where G̃Fed is the generalization bound for federated scenarios having an advantage in training.

Proof Sketch. The proof of Theorem 4 consists of four parts. In each part, we select a parameter and
re-establish the theoretical representation of the performance gap by considering that the federated
scenario has an advantage in this parameter. Then, we derive a bound for this new expression and
compute the limits of this bound when the selected parameter approaches infinity.

Theorem 4 shows us that this performance gap is only likely to be fully closed by 1) introducing
new clients or 2) adding data to existing clients. Furthermore, we can also understand from Eq.(20)
that the complete close of the performance gap is not feasible by increasing the model size or the
number of communication rounds without adding new data.
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5 EMPIRICAL VALIDATION

5.1 EXPERIMENT SETUP

To empirically validate our theoretical findings and ensure that they can be applied to any case, we
conduct extensive experiments on different models and datasets. The model architectures we have
used are ResNet-18 (He et al., 2016) and Vision Transformer (ViT) (Dosovitskiy et al., 2020), which
represent two dominant types of deep neural networks: Convolutional Neural Networks (CNNs)
(LeCun et al., 1998), and Transformers (Vaswani et al., 2017). We build 10 models of different
sizes for each architecture to study the impact of the model size. On the other hand, we exploit
two standard datasets for evaluating the training in different setups: CIFAR-10 (Krizhevsky et al.,
2009) with 50000 training images and 10000 validation images in 10 classes, and Mini-ImageNet
(Vinyals et al., 2016) with 60000 images in 100 classes extracted from ImageNet (Deng et al., 2009).
Since the Mini-ImageNet dataset does not provide a training set with all classes of images, we
randomly split it into 48000 training images and 12000 validation images. The complete training
set of these datasets will be used in centralized training. To simulate federated scenarios with n
clients, we follow our problem setup to divide each training set into n partitions by i.i.d distribution,
so each client contains an equal amount of training data for all categories. Furthermore, the batch
size and learning rate are kept the same for both setups based on our problem setup. Our codes
for experiments were implemented using the PyTorch framework and executed on a server with
8 NVIDIA® RTX A5000 GPUs. The detailed experiment settings and server configuration are
provided in the Appendix A.2 due to page limitations.
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Figure 1: Impact of the number of clients n on the generalization performance. Different colors
represent different model architectures. (Left) Curves of Mini-ImageNet testing accuracy (%) to the
number of clients. (Right) Curve of CIFAR-10 testing accuracy (%) to the number of clients. For
the centralized scenario, we consider that it corresponds to the case n = 1.

5.2 EMPIRICAL EVIDENCE

5.2.1 PERFORMANCE GAP UNDER EQUAL TRAINING RESOURCE

We verify our non-vacuous bounds about the performance gap by constructing federated and central-
ized scenarios with equivalent training resources based on our problem setup. In Eq.(19), the static
term contains the number of clients n and the model size d. Figure 1 shows that the testing accuracy
of models decreases with the number of clients. Since the centralized scenario can be considered as
containing only one client (which is the server), the impact of n on the performance gap is justified.
On the other hand, we can observe from Figure 2 that the performance gap under equal training
resources also increases with the parameter size, which validates our theoretical insights about d.

5.2.2 BRIDGE PERFORMANCE GAP BY INCREASING TRAINING RESOURCES

To empirically investigate our theoretical insights about the complete elimination of the performance
gap, we designed four sets of experiments for the four parameters involved in Theorem 4. In each

9
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Figure 2: Impact of the model size d on the generalization performance. The performance gap
between federated and centralized training is demonstrated by the light-blue area between two lines.

experiment, a centralized scenario is compared with a federated scenario that holds an advantage
in one kind of training resource. We gradually amplify this advantage to check if the performance
gap can be progressively closed. Due to page limitations, we can only show the experiment re-
sults evaluating the strategy of incorporating new clients or adding data to existing clients. Other
experimental results giving the federated scenario an advantage over d and T can be found in the
Appendix A.3. The results presented in Figure 3 validate Theorem 4. Specifically, we can discover
that the generalization performance of models trained in federated setups catches up or surpasses
those trained in centralized setups by applying these two strategies.
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Figure 3: Empirical evidence for fully closing the performance gap between federated and central-
ized training setup. (Left) The strategy of incorporating new clients (increasing the number of clients
n). (Right) The strategy of adding data to existing clients (increasing the average data amount m).

6 CONCLUSION

This paper re-studies the problem that models trained in federated setups do not perform as well as
models trained in centralized setups, focusing on the theoretical exploration of this generalization
gap and valid strategies to bridge it. By formulating the gap as the distance between the PAC-Bayes
generalization bounds of two scenarios, we derive non-vacuous bounds on this gap and find that
it is affected by the training settings and necessarily exists when both scenarios are allocated with
equivalent training resources. Therefore, we further consider the case that the federated scenario
holds an advantage in training resources and prove that the gap can be closed by introducing new
clients or adding data to existing clients, while strategies like increasing model size or communica-
tion rounds are not feasible. In addition, extensive experiments are conducted to empirically analyze
the performance gap. The experimental results are fully aligned with our theoretical findings.
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A APPENDIX

A.1 FULL PROOFS FOR THEORETICAL ANALYSIS

At the beginning of the proof, we introduce some necessary lemmas.
Lemma 2. Under the above assumptions, if learning rate η and batch size S = kFedm are fixed,
we can derive the following analytic solution for the output parameter θFed(T ) of federated SGD:

θFed(T ) =
1

n

n∑
i=1

θi(T ) = θi(0)e
−TĀt + T

√
η

kFedm

∫ t

0

e−TĀ(t−t′)B̄dW (t′). (21)

where Ai is the Hessian matrix and Bi is the covariance matrix for local training on client i, re-

spectively. Besides, we have Ā = 1
n

n∑
i=1

Ai and B̄ = 1
n

n∑
i=1

Bi.

Proof. From the result of the Ornstein-Uhlenbeck process (Uhlenbeck & Ornstein, 1930), the ana-
lytical solution for the local SGD training on client i in the first round j = 1 is expressed as follows:

θi(1) = θi(0)e
−Ait +

√
η

kFedm

∫ t

0

e−Ai(t−t′)BidW (t′), (22)

where W (t′) is a white noise and follows N (0, I). Then based on the update rule of FedAvg defined
in Eqs.(6) and (7), the analytic solution for local training on client i in the round j = 2 should be:

θi(2) =
1

n

n∑
i=1

θi(1)e
−Ait +

√
η

kFedm

∫ t

0

e−Ai(t−t′)BidW (t′). (23)

Substituting Eq.(22) into Eq.(23), we have

θi(2) =
1

n

n∑
i=1

(
θi(0)e

−Ait +

√
η

kFedm

∫ t

0

e−Ai(t−t′)BidW (t′)

)
e−Ait

+

√
η

kFedm

∫ t

0

e−Ai(t−t′)BidW (t′)

= θi(0)e
−2Āt +

√
η

kFedm

∫ 0

−t

e−Ā(t−t′)B̄dW (t′) +

√
η

kFedm

∫ t

0

e−Ai(t−t′)BidW (t′).

(24)
In the same way, we formulate the analytic solution in the round j = 3 as follows:

θi(3) =
1

n

n∑
i=1

(θi(0)e
−2Āt +

√
η

kFedm

∫ 0

−t

e−Ā(t−t′)B̄dW (t′)

+

√
η

kFedm

∫ t

0

e−Ai(t−t′)BidW (t′))e−Ait +

√
η

kFedm

∫ t

0

e−Ai(t−t′)BidW (t′)

= θi(0)e
−2Āt 1

n

n∑
i=1

e−Ait +

√
η

kFedm

∫ 0

−t

e−Ā(t−t′)B̄dW (t′)
1

n

n∑
i=1

e−Ait

+

√
η

kFedm

1

n

n∑
i=1

∫ t

0

e−Ai(t−t′)e−AitBidW (t′) +

√
η

kFedm

∫ t

0

e−Ai(t−t′)BidW (t′)

= θi(0)e
−3Āt +

√
η

kFedm

(∫ −t

−2t

e−Ā(t−t′)B̄dW (t′) +

∫ 0

−t

e−Ā(t−t′)B̄dW (t′)

)
+

√
η

kFedm

∫ t

0

e−Ai(t−t′)BidW (t′)

= θi(0)e
−3Āt +

√
η

kFedm

∫ 0

−2t

e−Ā(t−t′)B̄dW (t′) +

√
η

kFedm

∫ t

0

e−Ai(t−t′)BidW (t′).

(25)
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Similarly, the analytic solution after T rounds of federated training can be derived as the following
equation:

θFed(T ) =
1

n

n∑
i=1

θi(T )

= θi(0)e
−TĀt +

√
η

kFedm

∫ 0

(1−T )t

e−Ā(t−t′)B̄dW (t′) +

√
η

kFedm

1

n

n∑
i=1

∫ t

0

e−Ai(t−t′)BidW (t′)

= θi(0)e
−TĀt +

√
η

kFedm

∫ 0

(1−T )t

e−Ā(t−t′)B̄dW (t′) +

√
η

kFedm

∫ t

0

e−Ā(t−t′)B̄dW (t′)

= θi(0)e
−TĀt +

√
η

kFedm

∫ t

(1−T )t

e−Ā(t−t′)B̄dW (t′)

= θi(0)e
−TĀt +

√
η

kFedm

1− e−TĀt

Ā
B̄

= θ0e
−TĀt +

√
η

kFedm

T (1− e−TĀt)

TĀ
B̄

= θ0e
−TĀt + T

√
η

kFedm

∫ t

0

e−TĀ(t−t′)B̄dW (t′),

(26)
which completes the proof.

Lemma 3. Under the Assumption 2, the stationary distribution of the Ornstein-Uhlenbeck process
for the federated SGD,

q(θFed) = M exp

{
−1

2
θ⊺FedΣ

−1
Fedθ

}
, (27)

has the following property,

TĀΣFed +ΣFedTĀ =
T 2η

kFedm
C̄. (28)

where M is the normalizer and ΣFed is the covariance matrix of the stationary distribution.

Proof. From Eq.(27), we know that

ΣFed = Eθ∼Q[θFedθ
⊺
Fed]. (29)

Then, according to Eq.(26), we can derive the following equation:

TĀΣFed +ΣFedTĀ =
T 2η

kFedm

∫ t

−∞
TĀe−TĀ(t−t′)C̄e−TĀ(t−t′)dt′

+
T 2η

kFedm

∫ t

−∞
e−TĀ(t−t′)C̄e−TĀ(t−t′)dt′TĀ

=
T 2η

kFedm

∫ t

−∞

d

dt′
(e−TĀ(t−t′)C̄e−TĀ(t−t′))

=
T 2η

kFedm
C̄,

(30)

which completes the proof.

A.1.1 PROOF OF THEOREM 1

Proof. Following the classical Pac-Bayesian framework, we suppose the prior distribution over the
parameter space θ is P , and the distribution of the learned hypothesis from the federated SGD
algorithm is Q. Then according to Eq.(27), the densities of the stationary distribution Q and the
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prior distribution P are respectively q(θ) and p(θ) in terms of the parameter θ and can be expressed
as the following equations:

q(θ) =
1√

2π det(ΣFed)
exp

{
−1

2
θ⊺Σ−1

Fedθ

}
,

p(θ) =
1√

2π det(I)
exp

{
−1

2
θ⊺Iθ

}
.

(31)

Thus we have

log

(
q(θ)

p(θ)

)
= log

( √
2π det(I)√

2π det(ΣFed)
exp

{
1

2
θ⊺Iθ − 1

2
θ⊺Σ−1

Fedθ

})

=
1

2
log

(
1

det(ΣFed)

)
+

1

2

(
θ⊺Iθ − θ⊺Σ−1

Fedθ
)
.

(32)

Here, we can calculate the KL divergence between the distribution Q and P by applying Eq.(4) in
Lemma 1:

D(Q||P ) = Eθ∼Q

(
log

Q(θ)

P (θ)

)
=

∫
θ∈Θ

log

(
q(θ)

p(θ)

)
q(θ)dθ

=

∫
θ∈Θ

[
1

2
log

(
1

det(ΣFed)

)
+

1

2

(
θ⊺Iθ − θ⊺Σ−1

Fedθ
)]

q(θ)dθ

=
1

2
log

(
1√

det(ΣFed)

)
+

1

2

∫
θ∈Θ

θ⊺Iθq(θ)dθ − 1

2

∫
R|S|

θ⊺Σ−1
Fedq(θ)dθ

=
1

2
log

(
1√

det(ΣFed)

)
+

1

2
Eθ∼N (0,ΣFed)θ

⊺Iθ − 1

2
Eθ∼N (0,ΣFed)θ

⊺Σ−1
Fedθ

=
1

2
log

(
1√

det(ΣFed)

)
+

1

2
tr(ΣFed − I).

(33)

Since we have proved from Lemma 3 that TĀΣFed +ΣFedTĀ = T 2η
kFedm

C̄, we have

ĀΣFedĀ
−1 +ΣFed =

T 2η

TkFedm
C̄Ā−1

tr(ĀΣFedĀ
−1 +ΣFed) = tr(

Tη

kFedm
C̄Ā−1).

(34)

For the left hand side, we can change it to the following equation:

LHS = tr(ĀΣFedĀ
−1 +ΣFed)

= tr(ĀΣFedĀ
−1) + tr(ΣFed)

= tr(ĀĀ−1ΣFed) + tr(ΣFed)

= tr(ΣFed) + tr(ΣFed)

= 2tr(ΣFed).

(35)

Therefore,

tr(ΣFed) =
1

2
tr(

Tη

kFedm
C̄Ā−1) =

Tη

2kFedm
tr(C̄Ā−1). (36)

On the other side, we can simply calculate that tr(I) = d, because I ∈ Rd×d, where d is the
dimension of the parameter θ. Then we can have

D(QFed||P ) = −1

2
log(det(ΣFed)) +

1

2
tr(ΣFed)−

1

2
tr(I)

= −1

2
log(det(ΣFed)) +

Tη

4kFedm
tr(C̄Ā−1)− 1

2
d.

(37)
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By inserting the Eq.(37) into Eq.(3), we can drive the following inequality for the global training
sample set of size nm:

R(QFed)− R̂(QFed)

≤

√
− log(det(ΣFed)) +

Tη
2kFedm

tr(C̄Ā−1)− d+ 2 log( 1δ ) + 2 log(nm) + 4

4nm− 2
,

(38)

which has completed the proof.

Lemma 4. Under all assumptions of Lemma 2, if learning rate η and batch size S = kCenD are
fixed, we can derive the following analytic solution for the output parameter of centralized SGD
trained on the same amount of training data:

θCen(T ) = θ(0)e−
T
n At +

T

n

√
η

kCenD

∫ t

0

e−
T
n A(t−t′)BdW (t′)). (39)

where A is the Hessian matrix and B is the covariance matrix for training on the centralized dataset
of size D.

Proof. Based on Eq.(5) and the result of the Ornstein-Uhlenbeck process (Uhlenbeck & Ornstein,
1930), we can simply derive the following analytic solution for the baseline centralized SGD:

θCen(T ) = θ(0)e−
T
n At +

T

n

√
η

kCenD

∫ t

0

e−
T
n A(t−t′)BdW (t′)). (40)

Thus completing the proof.

Lemma 5. When Assumption 2 holds, the Ornstein-Uhlenbeck process’s stationary distribution for
the baseline centralized SGD,

q(θCen) = M exp

{
−1

2
θ⊺Σ−1

Cenθ

}
, (41)

has the following property,

T

n
AΣCen +ΣCen

T

n
A =

T 2η

n2kCenD
C. (42)

Proof. Based on Eq.(41), we know that

ΣCen = Eθ∼Q[θCenθ
⊺
Cen]. (43)

Then, by combining Eq.(39) and Eq.(43), we can derive the following equation:

T

n
AΣCen +ΣCen

T

n
A =

T 2η

n2kCenD

∫ t

−∞

T

n
Ae−

T
n A(t−t′)Ce−

T
n A(t−t′)dt′

+
T 2η

n2kCenD

∫ t

−∞
e−

T
n A(t−t′)Ce−

T
n A(t−t′)dt′

T

n
A

=
T 2η

n2kCenD

∫ t

−∞

d

dt′
(e−

T
n A(t−t′)Ce−

T
n A(t−t′))

=
T 2η

n2kCenD
C,

(44)

which completes the proof.

18



972
973
974
975
976
977
978
979
980
981
982
983
984
985
986
987
988
989
990
991
992
993
994
995
996
997
998
999
1000
1001
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
1022
1023
1024
1025

Under review as a conference paper at ICLR 2025

A.1.2 PROOF OF COROLLARY 1

Proof. Since we have proved from Lemma 5 that T
nAΣCen +ΣCen

T
nA = T 2η

n2kCenD
C, we have

AΣCen +ΣCenA =
Tη

nkCenD
C

AΣCenA
−1 +ΣCen =

Tη

nkCenD
CA−1

tr(AΣCenA
−1 +ΣCen) = tr(

Tη

nkCenD
CA−1)

2tr(ΣCen) = tr(
Tη

nkCenD
CA−1)

tr(ΣCen) =
Tη

2nkCenD
tr(CA−1).

(45)

Like the proof of Theorem 1, by substituting the Eq.(45) into Eq.(33), we can compute the KL
divergence between the distribution of the output hypothesis and the prior distribution as below:

D(QCen||P ) = −1

2
log(det(ΣCen)) +

1

2
tr(ΣCen)−

1

2
tr(I)

= −1

2
log(det(ΣCen)) +

Tη

4nkCenD
tr(C̄Ā−1)− 1

2
d.

(46)

According to Lemma 1, then we can derive the following inequality to bound the generalization
error of the baseline centralized SGD:

R(QCen)− R̂(QCen)

≤

√
− log(det(ΣCen)) +

Tη
2nkCenD

tr(CA−1)− d+ 2 log( 1δ ) + 2 log(D) + 4

4D − 2
.

(47)

The proof has been completed.

A.1.3 PROOF OF THEOREM 2

Proof. Based on Assumption 3 and 4, we can re-formulate Eq.(28) in Lemma 3 to

TĀΣFed +ΣFedTĀ =
T 2η

kFedm
C̄

2TΣFedĀ =
T 2η

kFedm
C̄

ΣFed =
Tη

2kFedm
C̄Ā−1

ΣFed =
Tη

2nγkFedm
CA−1

(48)

By substituting Eq.(48) into Eq.(38) and applying the Assumption 4, we have

R(QFed)− R̂(QFed)

≤

√
− log(det( Tη

2nγkFedm
CA−1)) + Tη

2nγkFedm
tr(CA−1)− d+ 2 log( 1δ ) + 2 log(nm) + 4

4nm− 2

≤

√
− log(( Tη

2nγkFedm
)d det(CA−1)) + Tη

2nγkFedm
tr(CA−1)− d+ 2 log( 1δ ) + 2 log(nm) + 4

4nm− 2

≤

√
d log( 2n

γkFedm
Tη )− log(det(CA−1)) + Tη

2nγkFedm
tr(CA−1)− d+ 2 log( 1δ ) + 2 log(nm) + 4

4nm− 2

≤
d log( 2n

γkFedm
Tη )− log(det(CA−1)) + Tη

2nγkFedm
tr(CA−1)− d+ 2 log( 1δ ) + 2 log(nm) + 4

4nm− 2
(49)
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Similarly, according to Assumption 3, we can re-formulate Eq.(42) to:
T

n
AΣCen +ΣCen

T

n
A =

T 2η

n2kCenD
C

2ΣCenA =
Tη

nkCenD
C

ΣCen =
Tη

2nkCenD
CA−1.

(50)

By inserting Eq.(50) into Eq.(47) and re-arranging the equation, we have

R(QCen)− R̂(QCen)

≤

√
− log(det( Tη

2nkCenD
CA−1)) + Tη

2nkCenD
tr(CA−1)− d+ 2 log( 1δ ) + 2 log(D) + 4

4D − 2

≤

√
d log( 2nkCenD

Tη )− log(det(CA−1)) + Tη
2nkCenD

tr(CA−1)− d+ 2 log( 1δ ) + 2 log(D) + 4

4D − 2

≤
d log( 2nkCenD

Tη )− log(det(CA−1)) + Tη
2nkCenD

tr(CA−1)− d+ 2 log( 1δ ) + 2 log(D) + 4

4D − 2
(51)

For Eqs.(49) and (51), we define

GFed =
d log

(
2nγkFedm

Tη

)
−log(det(CA−1))+ Tη

2nγkFedm tr(CA−1)−d+2 log( 1
δ )+2 log(nm)+4

4nm−2 ,

GCen =
d log

(
2nkCenD

Tη

)
−log(det(CA−1))+ Tη

2nkCenD tr(CA−1)−d+2 log( 1
δ )+2 log(D)+4

4D−2 .

(52)

The difference between GFed and GCen, which is considered as the gap in the generalization perfor-
mance, can be derived with the following form:

GFed − GCen

=
d log( 2n

γkFedm
Tη )− log(det(CA−1)) + Tη

2nγkFedm
tr(CA−1)− d+ 2 log( 1δ ) + 2 log(nm) + 4

4nm− 2

−
d log( 2nkCenD

Tη )− log(det(CA−1)) + Tη
2nkCenD

tr(CA−1)− d+ 2 log( 1δ ) + 2 log(D) + 4

4D − 2

=
d log( 2n

γkFedm
Tη ) + Tη

2nγkFedm
tr(CA−1)− d log( 2nkCenD

Tη )− Tη
2nkCenD

tr(CA−1)

4D − 2
.

(53)

The proof has been completed.

A.1.4 PROOF OF THEOREM 3

Proof. At the beginning, we construct the following helper function:

f (n) = d log

(
2nγkCenD

Tη

)
+

Tη

2nγkCenD
tr
(
CA−1

)
− d log

(
2nkCenD

Tη

)
− Tη

2nkCenD
tr
(
CA−1

)
.

(54)

The derivative of this helper function is:

f ′ (n) =
γd

n
− γTη

2nγ+1kCenD
tr
(
CA−1

)
− d

n
+

Tη

2n2kCenD
tr
(
CA−1

)
=

(γ − 1) d

n
+

(
nγ−1 − γ

)
Tη

2nγ+1kCenD
tr
(
CA−1

)
.

(55)
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For Eq.(55), when n ≥ γ−1
√
γ, we have nγ−1 − γ ≥ 0. Since the constant γ satisfies γ > 1, we can

prove f ′(n) > 0 when n ≥ γ−1
√
γ. Then, we construct another helper function and the derivative of

this new helper function as follows:

g(x) = x
1

x−1 = e
1

x−1 log(x)

g′(x) = e
1

x−1 log(x) 1−
1
x − log(x)

(x− 1)2
.

(56)

From Eq.(56), since 1− 1
x − log (x) < 0, it is clear that g′(x) < 0. Thus, we have g (x) < g (1) = e

and γ−1
√
γ < e. According to Eq.(54), the analytic solution of GFed − GCen is monotonically

increasing with n when n ≥ e. Because of n ∈ Z+, substituting n = 3 and n = D into Eq.(53) will
derive the following inequalities for 3 ≤ n ≤ D:

d log
(
3γ−1

)
+

(1−3γ−1)Tη

2∗3γkCenD
tr
(
CA−1

)
4D − 2

≤ GFed − GCen ≤
d log

(
Dγ−1

)
+

(1−Dγ−1)Tη

2kCenDγ+1 tr
(
CA−1

)
4D − 2

.

(57)
However, the lower bound of n is actually n = 2. To find the bound of GFed − GCen covering the
entire range {2 ≤ n ≤ D|n ∈ Z}, we need to compare f(2) with f(3) as follows:

f(2)− f(3)

= −d log

(
Tη

2γ+1kCenD

)
+

Tη

2γ+1kCenD
tr
(
CA−1

)
+ d log

(
Tη

4kCenD

)
− Tη

4kCenD
tr
(
CA−1

)
− (−d log

(
Tη

2 ∗ 3γkCenD

)
+

Tη

2 ∗ 3γkCenD
tr
(
CA−1

)
+ d log

(
Tη

6kCenD

)
− Tη

6kCenD
tr
(
CA−1

)
)

= d log
(
2γ−1

)
+

(
1− 2γ−1

)
Tη

2γ+1kCenD
tr
(
CA−1

)
− d log

(
3γ−1

)
−
(
1− 3γ−1

)
Tη

2 ∗ 3γkCenD
tr
(
CA−1

)
= (γ − 1) d log

(
2

3

)
+

(
1− 2γ−1

2γ+1
− 1− 3γ−1

3γ+1

)
Tηtr

(
CA−1

)
kCenD

.

(58)
Eq.(58) has two terms. The left term appears to be less than 0 since γ > 1. For the right term, we
need to solve the condition of γ and find that 1−2γ−1

2γ+1 − 1−3γ−1

3γ+1 < 0 when γ ≳ 1.284. By combining
the above results, we derive that f(2) < f(3) when γ ≳ 1.284. In summary, when the following
condition γ ≳ 1.284 holds, we have

d log
(
2γ−1

)
+

(1−2γ−1)Tη

2γ+1kCenD
tr
(
CA−1

)
4D − 2

≤ GFed−GCen ≤
d log

(
Dγ−1

)
+

(1−Dγ−1)Tη

2kCenDγ+1 tr
(
CA−1

)
4D − 2

(59)
for {2 ≤ n ≤ D|n ∈ Z} by substituting the lower bound n = 2 and the upper bound n = D into
Eq.(54) and re-arranging the results. The proof has been completed.

A.1.5 PROOF OF THEOREM 4

Proof. We define G̃Fed for the generalization bound of federated scenarios having an advantage in
training resources and start with the case of n tends to infinity. The performance gap G̃Fed − GCen

for this case is formulated as the below form:

G̃Fed − GCen

=
d log

(
2nγkFedm

Tη

)
− log

(
det
(
CA−1

))
+ Tη

2nγkFedm
tr
(
CA−1

)
− d+ 2 log

(
1
δ

)
+ 2 log (nm) + 4

4nm− 2

−
d log

(
2nkCenD

Tη

)
− log

(
det
(
CA−1

))
+ Tη

2nkCenD
tr
(
CA−1

)
− d+ 2 log

(
1
δ

)
+ 2 log (D) + 4

4D − 2
.

(60)
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According to Assumption 5, we have

d >
log(det(CA−1)δ2)

log( 2nkFedm
Tη )− 1

d(log(
2nkCenD

Tη
)− 1) > log(det(CA−1)δ2)

d log(
2nkCenD

Tη
)− log(det(CA−1))− d+ 2 log(

1

δ
) > 0.

(61)

Therefore, we find GCen > 0. Considering increasing n leads to nm ≥ D, we derive the upper
bound of G̃Fed − GCen as follows:

G̃Fed − GCen

≤
d log

(
2nγkFedm

Tη

)
− log

(
det
(
CA−1

))
+ Tη

2nγkFedm
tr
(
CA−1

)
− d+ 2 log

(
1
δ

)
+ 2 log (nm) + 4

4nm− 2

−
d log

(
2nkCenD

Tη

)
− log

(
det
(
CA−1

))
+ Tη

2nkCenD
tr
(
CA−1

)
− d+ 2 log

(
1
δ

)
+ 2 log (D) + 4
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(62)

We separately analyze the values of the three terms in Eq.(62) when n approaches infinity. For the
first term, we have

lim
n→∞

d log
(
nγ−1

)
4nm− 2

= lim
n→∞

(γ−1)d
n

4m
= 0. (63)

For the second term, we have

lim
n→∞
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(64)

For the last term, we derive

lim
n→∞

2 log(nm)− 2 log(D)

4nm− 2

= lim
n→∞

d
dn (2 log(nm)− 2 log(D))

d
dn (4nm− 2)

= lim
n→∞

1
n

2m
= 0

(65)

By combining Eqs.(63), (64) and (65), we prove

lim
n→∞

(
G̃Fed − GCen

)
≤ 0. (66)
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Then, we analyze the case when m tends to positive infinity. Similarly, based on Assumption 5, the
upper bound of G̃Fed − GCen is derived as the following form:

G̃Fed − GCen

≤
d log
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+
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(67)
When m approaches infinity, the first term in Eq.(67) becomes:

lim
m→∞

d log
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(68)

The second term becomes:

lim
m→∞
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The third term becomes:
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m→∞
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m→∞
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(70)

With Eqs.(68), (69) and (70), we find the below inequality holds for the case of m approaches
positive infinity:

lim
m→∞

(
G̃Fed − GCen

)
≤ 0. (71)

Third, we consider the case when d tends to positive infinity. Here, we denote the model size in the
centralized scenario as d̃. Since we attempt to increase the model size d in the federated scenario, we
have d ≥ d̃. With this condition, there exists a lower bound for the performance gap G̃Fed − GCen,
with the following form:

G̃Fed − GCen

≥
d log

(
2nγkFedm

Tη

)
− log

(
det
(
CA−1

))
+ Tη

2nγkFedm
tr
(
CA−1

)
− d+ 2 log

(
1
δ

)
+ 2 log (nm) + 4

4nm− 2

−
d log

(
2nkCenD

Tη

)
− log

(
det
(
CA−1

))
+ Tη

2nkCenD
tr
(
CA−1

)
− d̃+ 2 log

(
1
δ

)
+ 2 log (D) + 4

4D − 2

=
d
(
log
(
nγ−1

)
− 1
)
+ Tη

2nγkFedm
tr
(
CA−1

)
− Tη

2nkCenD
tr
(
CA−1

)
+ d̃

4nm− 2
(72)
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Based on the Assumption 5, we have

n > γ−1
√
e

log (n) >
1

γ − 1

log
(
nγ−1

)
− 1 > 0.

(73)

Therefore,

lim
d→∞
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d→∞

(
d
(
log
(
nγ−1

)
− 1
)
+ Tη

2nγ+1kCenm
tr
(
CA−1

)
− Tη

2nkCenD
tr
(
CA−1

)
+ d̃

4nm− 2

)
= ∞.

(74)

Finally, we study the case when T tends to positive infinity. Like the proof for d, we represent the
number of iterations for the centralized scenario as T̃ . Increasing the number of communication
rounds T in the federated scenario results in T ≥ T̃ . Thus, the performance gap G̃Fed − GCen can
be expressed as follows:
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(75)
It is easy to recognize that the value of G̃Fed − GCen depends on the left term in Eq.(75) when
T tends to infinity. To understand how this term changes as T increases, we need to compare the
impact of d log

(
2nγkFedm

Tη

)
and Tη

2nγkFedm
tr
(
CA−1

)
, which is expressed as follows:
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From Eq.(76), we know that

lim
T→∞

(
d log
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2nγkFedm

Tη

)
+

Tη

2nγkFedm
tr
(
CA−1
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= +∞. (77)

In summary, we have
lim

T→∞

(
G̃Fed − GCen

)
= ∞. (78)

The proof has been completed with the inequalities in Eqs.(66), (71), (74) and (78).
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A.2 DETAILED EXPERIMENT SETUP

In this subsection, we present the details of our experiment setup through two tables. Table 1 de-
tails the experiment system, covering the specific settings for model architecture, dataset, federated
scenario, and training. Table 2 outlines the running environment, including the configuration of the
executed codes and the test server.

Table 1: Experiment System Settings.
System Value
Model Architecture Vision Transformer (ViT) (Dosovitskiy et al., 2020)

ResNet (He et al., 2016)
Dataset Mini-ImageNet (Vinyals et al., 2016)

CIFAR-10 (Krizhevsky et al., 2009)
Range on Communication Rounds 25 ≤ T ≤ 100
Range on Number of Clients 2 ≤ n ≤ 100
Data Distribution on Clients I.I.D
ViT Model Size Options (Millions) {7.91, 15.00, 22.08, 29.17, 36.26,

43.35, 50.44, 57.52, 64.61, 71.70}
ResNet Model Size Options (Millions) {4.91, 11.18, 17.45, 23.72, 29.99,

36.26, 42.54, 48.81, 55.08, 61.35}
Local Training Epochs t = 2
Batch Size 256
Base Learning Rate 1.5e-4

Table 2: Running Environment Settings.
Config Details
Server GPU Count 8
Server GPU Type RTX A5000 (24GB)
Server CPU Type AMD EPYC 7513 32-core
Programming Language Python
CUDA 11.3
Framework PyTorch
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A.3 ADDITIONAL EXPERIMENTAL RESULTS

Figure 3 shows the results of experiments on testing the strategies of incorporating new clients or
adding new data to existing clients. In addition to these two experiments, we have also conducted an-
other two sets of empirical studies on the strategies of scaling up model size or increasing the number
of communication rounds, which corresponds to allowing the federated scenario to have an advan-
tage in the parameters d and T . Based on the results of the additional experiments demonstrated in
Figures 4 and 5, we can recognize that increasing the model size or the number of communication
rounds is not able to fully bridge the performance gap between federated and centralized training,
which also validates our Theorem 4.
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Figure 4: Additional empirical evidence for fully closing the performance gap between federated and
centralized training setups. The baseline centralized scenario contains 4800 data, aligned with the
centralized scenario in previous experiments. (Left) The strategy of scaling model sizes (increasing
the model size d). (Right) The strategy of increasing communication rounds (only increasing the
number of communication rounds T ).
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Figure 5: Additional empirical evidence for fully closing the performance gap between federated and
centralized training setups. The baseline centralized scenario holds the complete training dataset
containing 48000 data. (Left) The strategy of scaling model sizes (increasing the model size d).
(Right) The strategy of increasing communication rounds (only increasing the number of commu-
nication rounds T ).
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