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Abstract

There are several applications of stochastic optimization where one can benefit from a robust
estimate of the gradient. For example, domains such as distributed learning with corrupted
nodes, the presence of large outliers in the training data, learning under privacy constraints,
or even heavy-tailed noise due to the dynamics of the algorithm itself. Here we study SGD
with robust gradient estimators based on estimating the median.

We first derive iterative methods based on the stochastic proximal point method for com-
puting the median gradient and generalizations thereof. Then we propose an algorithm
estimating the median gradient across iterations, and find that several well known meth-
ods are particular cases of this framework. For instance, we observe that different forms of
clipping allow to compute online estimators of the median of gradients, in contrast to (heavy-
ball) momentum, which corresponds to an online estimator of the mean. Finally, we provide
a theoretical framework for an algorithm computing the median gradient across samples,
and show that the resulting method can converge even under heavy-tailed, state-dependent
noise.

1 Introduction

Many problems in machine learning can be represented by an optimization problem

min /(w
wERd ( )’

where w is a vector of parameters and ¢ : R? — R is a loss function. To tackle this problem, gradient-based
optimization algorithms have been the de-facto choice in many application domains (Nemirovsky & Yudin,
1983; Bottou, 2010; Bottou et al., 2018), where we are only given access to a noisy oracle of the gradient

gt = Ve(wy) + & (wy). (1)
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Here ¢ denotes the iterations and & (w;) € R? is a noise vector that is sampled from a distribution that
depends on the parameter w;. With this noise oracle, stochastic gradient descent (SGD) with learning rate
1 is given by

Wiyl = Wi — NGy (SGD)

While SGD has proven useful in numerous applications, its performance heavily relies on the ‘quality’ of the
noisy oracles g, and can tragically degrade when the noise &; has significant outliers, exhibits heavy tails
(that is, ||&]| is very large with non-negligible probability), or has been corrupted in an adversarial way. We
provide two examples.

(i) Heavy-tailed gradients. Recent studies have provided theoretical and empirical evidence that heavy
tails can naturally arise in stochastic optimization. From a theoretical perspective Gurbuzbalaban et al.
(2021); Hodgkinson & Mahoney (2021); Lehman et al. (2023) showed that the parameter-dependent
nature of & can result in heavy tails, even in very basic settings such as linear regression with Gaussian
data. On the other hand, it has been empirically observed that the gradients for training transformer
architectures on language tasks are more heavy-tailed compared to, for example, convolutional models
for image data (Zhang et al., 2020b; Kunstner et al., 2023). While the presence of heavy-tails in gradients
might be beneficial in certain settings (Simsekli et al., 2020), from an optimization perspective, it mostly
introduces non-trivial challenges, which might even make the algorithm diverge unless additional care is
taken (Zhang et al., 2020b; Gorbunov et al., 2020).

(ii) Corrupted nodes. A well-known problem in distributed learning is when some computation nodes are
malicious and can communicate adversarial updates, which results in inaccurate gradient oracles that
can significantly misguide the optimization procedure. Similar to the heavy-tailed setting, depending
on how malicious the nodes are, SGD can be impractical unless certain modifications are made (Mhamdi
et al., 2018). We refer to Karimireddy et al. (2021) and references therein for an overview of more robust
aggregation techniques.

In order to make the optimization algorithms more robust to such noisy oracles, many techniques have been
developed for different domains under various conditions. In the context of heavy-tailed gradients, clipping
is often employed (Zhang et al., 2020a; Puchkin et al., 2023; Koloskova et al., 2023). In distributed learning
robust aggregation rules are needed to protect against corrupted or malicious nodes (Data et al., 2018;
Karimireddy et al., 2021; Khirirat et al., 2023). This line of research is also closely related to error feedback
in federated learning (Seide et al., 2014; Karimireddy et al., 2019; Richtarik et al., 2021) and learning under
differential privacy constraints (Khirirat et al., 2023).

Robustness of median. While attracting increasing attention in stochastic optimization thanks to mod-
ern machine learning applications, taming the impact of strong noise has already been considered in various
other domains. Indeed, estimation under heavy-tails and corruptions has been a long-standing topic in ro-
bust statistics (Huber, 1981). Being a vast research field that has produced numerous algorithms designed
for different tasks, one of the recurring themes in robust statistics is the use of the sample median and its
variations as opposed to the sample mean (Minsker, 2015), whenever an aggregation of random variables is
needed. For instance, in the presence of heavy tails, the sample median has been shown to be a significantly
more robust estimator of the true mean, whereas the sample mean can be vulnerable to strong noise (Lugosi

& Mendelson, 2019).

Sample median SGD. Inspired by tools from robust statistics, some notions of median have been utilized
in stochastic optimization as well (Yin et al., 2018; Alistarh et al., 2018; Acharya et al., 2022). One such
approach is to compute the median over a finite sample of gradients. While this approach has paved the way
for powerful optimization algorithms in terms of robustness, it often introduces a significant computational
burden, since a multivariate median needs to be computed at every iteration (Weiszfeld & Plastria, 2009;
Vardi & Zhang, 2000).

Motivation. Clipping-based and error feedback approaches on the one hand, and median-based approaches
on the other hand are motivated through different mathematical frameworks and appear to use different
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algorithmic tools. In this study, our main goal is to bridge the gap between these two seemingly different
branches and to bring a unified theoretical perspective that can shed further light on both directions. The
main tool to build this bridge between stochastic optimization and robust statistics will be the Stochastic
Proximal Point method (SPP) (Asi & Duchi, 2019; Davis & Drusvyatskiy, 2019; Toulis et al., 2020) for solving
a later-specified gradient estimation problem.

Contributions. We first show how heavy-ball momentum (Polyak, 1964) can be seen as online estimator of
the mean gradient using SPP. Here we use the term online in the sense that the method is given a different
loss function at each step.

Encouraged by this result, we then focus on online estimation of the median gradient, using the same tech-
nique. Doing so, we recover several known clipping-based optimization algorithms from distributed learning
as special cases, such as C1ip21 (Khirirat et al., 2023), and a variant of centered clipping (Karimireddy et al.,
2021). We also shown connections to sign-based gradient methods (Riedmiller & Braun, 1993).

Our proposed framework allows to unify the different motivations for previously developed techniques, and
illustrates that clipping-based optimization algorithms essentially run a loose estimation of the median
across iterations. In particular, the observation that centered clipping and Clip21 are iterative estimators
of a geometric median appears to be new, and might have consequences for its application in distributed
learning.

We theoretically analyze these online gradient estimation methods in a simplified setting: when allowing
multiple gradient samples per iteration, we show that SGD with (approximately computed) median gradients
indeed yields a very powerful algorithm, which converges with 1/v/T rate (T being the number of iterations)
even when the gradient oracles are heavy-tailed with diverging second-order moments. We further illustrate
that, in addition to having infinite variance, the noise vectors &;(w) can even have a multiplicative dependence
on w, a scenario which is highly challenging and cannot be directly covered by existing theoretical results,
see e.g., Wang et al. (2021); Zhang et al. (2020b); Puchkin et al. (2023).

We finally illustrate our theory on synthetic least-squares experiments where we compare the effectiveness of
sample median, sample mean, and several online median estimators. Our results underline that for heavy-
tailed noise, using the sample median is highly effective in contrast to the sample mean which is unstable
and often does not converge. Our experiments also show that our online median estimates are robust, and
require only a single sample per iteration, making it a less expensive alternative to the sample median. We
further compare different clipping techniques for training transformer architectures on language modeling
tasks, and show that they can improve upon the performance of SGD with momentum, however the gap is
relatively small.

1

Notation. Throughout the paper, || - ||, denotes the ¢,-norm, given by |/z||, := (Zle \z|f>; when p €

[1,00), and ||z||co = max |z;| when p = co. When p = 2 we recover the usual Euclidean £y-norm ||- ||2, which
1=1,...

we will often simply denote by || - [|. For a matrix A, we denote its Frobenius norm by [|Allp := />, ; A?j.
For n € Ny, we denote the set [n] := {1,...,n}.

2 Preliminaries

2.1 Heavy-tailed Random Variables

A random variable X is said to be heavy-tailed if the tails of its distribution decay slower than the tails of
an exponential distribution. One important example is the family of symmetric a-stable distributions P, ,
(Nolan, 2020, Def. 1.4), parameterized by a stability index « € (0,2] and a scale ¢ > 0. When « = 1, this is
the Cauchy distribution; when o = 2, it reduces to a Gaussian. The parameter ¢ controls the spread of the
distribution. When o = 1, we call the distribution standard and denote it by P, := P,,1. The parameter
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« on the other hand controls the heaviness of the tails: for o < 2 the random variable X ~ P, has infinite
variance, whereas for & < 1 even the mean of X is infinite. However, for any «, the median is equal to 0.

2.2 Mean Estimation and (Sample) Median

Estimating the mean of a distribution, when given a finite number of samples, is one of the core problems
studied in statistics. If the distribution in question has heavy-tails, or has significant outliers, the sample
mean turns out to be a poor estimator. Lugosi & Mendelson (2019) give a survey of alternative and more
robust techniques: one such alternative is the median, for which we will introduce basic definitions next.

Here, we denote by z a real-value random value, and the boldface z € R? a random vector. We always
denote the expectation with respect to the distribution of z (or z respectively) by E.

Multivariate median. The one-dimensional median is defined by

median(z) € argmin E [|m — z|]. (2)
meR

In contrast to the mean, the median is always defined (though it may not be unique) (Cramér, 2016). Since

we are interested in approximating the median gradient, we need a notion of median that generalizes to
random vectors z € RY. For this, we can define the £,-median:

mediang (z) € argmin E [[[m — z||,], (3)
meR?
L
where ||m||, = (ijl mY ) " is the £, norm. This recovers several existing notions of a multivariate median:

for p =1 we obtain a componentwise median (or ¢;-median) and for p = 2 we obtain the geometric median
(or £3-median) (Fréchet, 1948; Weiszfeld & Plastria, 2009; Minsker, 2015; Cohen et al., 2016). For d = 1 and
every p € [1,00), the £,-median coincides with the one-dimensional median in (2).

Sample median. Given n realizations z(), ..., 2(") of z, the sample median is defined as
. 1 & )
median, c(n] (zV) € argmin — Z [m — 2@, (4)
/ meRrd TG

Clearly (4) is a special case of (3), by setting the distribution of z as the empirical measure = 37" | 4.

It is generally accepted that the sample median is a more robust estimator than the sample mean (Huber,
1981; Hampel et al., 2005). This is nicely illustrated by the notion of a breakdown point (Donoho & Huber,
1983; Lopuhaa & Rousseeuw, 1991), which is the smallest fraction of a sample that, if arbitrarily corrupted,
can arbitrarily change the value of the estimator. The breakdown point of the sample median is roughly %,
meaning that at least half of the samples need to be outliers for the median to diverge. The sample mean
however can be arbitrarily corrupted by a single outlier, thus its breakdown point is %

If the samples z(*) are obtained by taking block-wise means over observations, (4) is called the median-of-
means estimator (Nemirovsky & Yudin, 1983; Lugosi & Mendelson, 2019), which is known to be a robust
mean estimator (Lugosi & Mendelson, 2019).

Relation to M-estimation. More generally, for a function D : R? — R we will consider the problem

argmin E [D(m — z)]. (5)

meRd

We assume that D is a closed, proper, convex function and that (5) admits a solution (see Appendix B for a
discussion). For D = 1| - ||3, the solution to (5) is the mean E [2] (if it exists), and for D = |- ||2 the solution
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is the geometric median as defined in (3). Problem (5) can be seen as a special case of M-estimators (Huber,
1981, Sec. 3.2).

The choice of D determines properties of the associated estimator: if the function D heavily penalizes large
values, like the quadratic D = 1| - [|3, then the solution to (5) will be sensitive to outliers. In contrast
D=2 and D= | -1 grow only linearly, and thus (5) will be less sensitive to outliers. We return to
problem (5) later in Section 3.2.

3 Robust Gradient Estimation with Stochastic Proximal Point

3.1 Warmup: Momentum as Online Mean Gradient Estimation

When dealing with noisy gradient oracles, a standard technique is to apply (heavy-ball) momentum (Polyak,
1964). For momentum coefficient 8 € [0, 1), it is given by

my 1 = fmy + (1 - F)gy,

Wiyl = W — M4

(SGD-M)

Momentum has been empirically shown to improve the performance of SGD in machine learning (Sutskever
et al., 2013), and can be seen as a variance reduction technique (Gower et al., 2020).

It is easy to see that momentum performs an exponentially weighted average over past gradients. In this
section, we will derive a new perspective on SGD-M, namely being an online estimator of the mean gradient
at a given point. To see this, we recall that for a random variable z € R, its mean (if it exists) is the
solution to (5) with D = 1| - [|2. The random variable of interest in this context are the noisy gradients
g:. We could in principle solve problem (5) with iterative stochastic methods. For this purpose, we consider
the stochastic proximal point (SPP) method (Asi & Duchi, 2019; Davis & Drusvyatskiy, 2019). We give a
detailed introduction to SPP in the next section.

For the purpose of this section, it is sufficient to know that the iterates (m;) of SPP with step-size 7 > 0
applied to (5) are given by (details in Appendix B.2)

. 1
myy; = argmin D(m — g;) + ZHm - th2 = gt + prox,p(m; — gi), (6)

where we denote by proxp the proximal operator of D,

. 1
proxp (z) := argmin D(y) + 5|ly — x||*.
yER

1

For D = 1| - |2, it is easy to compute prox,p(z) = e

@. Thus, one iteration of SPP (6) is equal to

Myp1 = g+ Pproxep(me —gy) = ge + H%(mt —g1)=(1- H%)mt + H%gt- (7)

This is exactly the momentum step in (SGD-M) with 5 =1 — 15> - However, in SGD-M the parameters w; are
updated each step as well, and thereby the distribution of the gradients g; changes each step. In conclusion,
the momentum operation can be understood as an online estimation of the mean gradient.

We end this section by justifying our choice to specifically consider SPP for solving (5), instead of SGD or
other stochastic methods. If we were to apply SGD with step size to problem (5), we would obtain

miy1 = (1 - T)mt + TGt

This also resembles momentum, but note that the momentum coefficient 1 — 7 could be negative if 7 > 1.
For SPP on the other hand, the momentum coefficient is correctly parametrized since 1 — {7 is contained
in [0, 1) for every 7 > 0.
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In conclusion, we can understand heavy-ball momentum (SGD-M) as applying SPP to the mean estimation
problem in an online fashion. This opens the question what is the SPP update for estimators that are more
robust to heavy-tailed noise, such as the median (or more generally for other choices for D that are of
interest). We answer this in the next section.

3.2 Clipping as Online Median Gradient Estimation

We now focus on the following gradient estimation problem: let G denote the (fixed) distribution over
noisy gradients g. For D : R — R>o being a closed, proper, convex function, we consider the problem of
approximating

argmin Egg [D(m — g)]. (8)
meR?

We consider stochastic iterative methods for solving (8), with a special focus on the stochastic proximal
point method (SPP). We recall the SPP update being

. 1
my, = argmin D(mfgt)JrQ—Hmfth2
m T

9)
= g¢ + prox,p(m; — g).

The SPP update can be seen as an implicit version of SGD, which is hard to compute in general. In cases
where SPP has a closed form update, it is often preferred to SGD since is easier to tune (Asi & Duchi, 2019;
Milzarek et al., 2024). Fortunately, as we show next, the SPP method enjoys closed-form updates for all
choices of D which are of interest in our context, in particular for D € {|| - |1, - |2, 2|/ - ||*}. All the details
are deferred to Appendix B.3.

Vectorwise clipping. If we choose D = || - |2, the SPP update applies clipping to the difference between
sampled gradient g; and previous estimate m;.
Corollary 3.1. For D = || - ||2 update (9) is given by
M1 = my + clip; 5(ge — my), (10)

where clip, ,(v) := ot Y-

We can rewrite update (10) as my1 = Symy + (1 — B¢)g: with B := 1 — In other words,

max{7,[lg;—m |2}
online estimation of the geometric median (D = || - ||2) with SPP is equal to a cautious version of momentum,
as samples which are too far from m; will be down weighted. This allows the iterates to be more robust to

outliers.
Componentwise clipping. If we choose D = || - |1, SPP performs componentwise clipping instead. Here
as well, clipping protects against large individual entries by shrinking them independently.

Corollary 3.2. For D = | - ||, update (9) is given by
myy =my +clip, ;(g; — my), (11)

where clip, ; (v) := (min{max{w;, —T},T})?:l.

Huber function. For update (10), it is possible that m;1; = g;, thus no momentum. To allow for a soft
transition, we can choose D to be the Huber function. For p > 0, it is given by
2> Izl < w,

1
H,:R* >R, Hy,(z)= 2| 2
pllzll — & else.
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The Huber function operates like the squared loss for arguments with small norm, and like the ¢5-norm for
arguments with large norms (potentially outliers).

Corollary 3.3. For D = H,,, update (9) is given by

My = g + Be(my — g¢) = Bimy + (1 — By)gy, (12)

1 pr
where St := 1 — o AT

In update (12) the coefficient §; is always positive. Thus, D = H,, is a tradeoff between momentum with
fixed coefficient (D = || ||?) and clipping (D = || - ||2). However, it comes at the cost of choosing/tuning an
additional hyperparameter p. In Appendix B.4, we additionally compare the updates when using stochastic
subgradient descent instead of SPP for solving (8), showing that sign-SGD is related to ¢;-median estimation.

4 Gradient Estimator in the Wild

Our final objective is to use robust gradient estimators within a SGD-type method. Because at each iteration
the weights w; are updated, the distribution of the gradients (denoted by G in the previous section) also
changes at each iteration of SGD. Our strategy is to interweave updates in the weights w; with SPP updates
in the gradient estimators m;. That is, we sample one stochastic gradient g, per iteration and set

My = g+ prox, p(m; — gy), (13)
Wit1 = Wy — MMy

With the results from Sections 3.1 and 3.2, we immediately obtain the following special cases:

@) D=y 2. M =1 TE)met g
2 W41 = Wy — MMy,

my 1 = my +clip, - (g: — my)

W41 = Wy — MMM 1.

(ii) #D=]-[lp pec{l,2}: {

Equation (i) is SGD with momentum where the SPP step size 7 defines the momentum coefficient. On the
other hand, (ii) corresponds to clipping, and here the SPP step size determines the clipping threshold. In
other words, SGD with momentum is to online mean estimation what clipping is to online median estimation.

A slightly different approach would be to restart m; = 0 in every iteration (cold start). In this case, (i)
reduces to SGD with no momentum, while in (ii) the clipping operator is applied to g, instead of g; — m,,
which is also a common technique in practice (Zhang et al., 2020a). We discuss this relation below in more
detail.

Connection to Error Feedback. Methods such as (13) are also used in the distributed learning setting
to improve communication and protect against corrupted nodes (Karimireddy et al., 2021). These methods
are often called Error Feedback (EF) methods (Seide et al., 2014; Richtarik et al., 2021) and generally involve
an update of the form m;; = m; + Ci(gr — my) where C; : R? — R% is a compression operator. Projections
onto balls can be seen as a compression, since one can encode the resulting vector in fewer bits (Safaryan
et al., 2021). In particular, centered clipping by Karimireddy et al. (2021), and the C1ip21 method (Khirirat
et al., 2023) are using variations of update (10) in the distributed setting, and are thus ‘secretly estimating’
the geometric median of the gradients returned across all nodes.

SGD with standard clipping. FEven in the non-distributed setting, a standard technique to avoid training
instabilities is to directly clip the gradient g; (Zhang et al., 2020a). For momentum coefficient 5 € [0,1) and
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c> 0, let

mt+1 :Bmt+(1_6)mln{1vm}gt7 (14)
W1 = Wy — MMMy

We will refer to (14) as c1ipped-SGD. The method has been studied extensively, often for the case 8 = 0, see
Zhang et al. (2020a); Gorbunov et al. (2020); Koloskova et al. (2023); Puchkin et al. (2023) and references
therein.

As explained above, when 8 = 0, then (14) is the same as (10) with cold start (resetting m; = 0 in every
iteration); but this does not allow for momentum, which is usually used in practice on top of clipping.
However, we can derive clipped-SGD (14) also as online SPP for computing a specific robust mean estimator,
known as the Catoni-Giulini mean estimator (Catoni & Giulini, 2018; Lugosi & Mendelson, 2019). For this,
consider the problem

argmin Egg [;Hm — min{1, ﬁ}g”ﬂ . (15)
meR?

The solution to (15) is Egog [mim{l7 m}g} , which is exactly the Catoni-Giulini mean estimator. Now, one
step of SPP (9) applied to (15) gives (14) with 8 = H%

Outline of remaining paper. Before comparing these different online gradient estimation methods in
experiments, we will discuss convergence guarantees: ideally, we would like to analyze the online method (13).
However, when D is not strongly convex this analysis turns out to be difficult, mainly due to the fact that
the distribution of g; changes every step. Hence, the next section will analyze the online median estimator
in a simplified setting, where we have access to multiple samples each iteration, and can (approximately)
compute their sample median. We focus on settings where the noise in g; is heavy-tailed, and prove that in
such scenarios the sample median can still guarantee convergence (while the sample mean fails).

Finally, our experiments in Section 6 will show that the online versions of the sample median method (VClip
and CClip) show superior performance as well in the heavy-tailed scenario, justifying the online estimation.

5 Theory for the Sample Median Gradient Method

In this section, we showcase that SGD with an (approximate) sample median is robust to heavy-tailed noise,
whereas SGD using the sample mean can fail. Consider the following setup: at every iteration ¢ > 0, we have

access to n noisy oracle gradients (g§1), ceey g§”)), where

o) = Ve + €00 Tor i=1,...m.

Here {{Ez) (wy) € Rd}?zl is a set of i.i.d. noise vectors. Given these sampled gradients, the typical approach
of SGD would be to use their sample mean (average) g; = % Z?zl g,@ as update direction. However, Zhang
et al. (2020b, Remark 1) show that this fails to converge for any step size under heavy-tailed noise.

Alternatively, to improve robustness, we analyze the update
Wiyl = wy — n(me + ey), (16)

where m; = mediang ;c[n (gt(i))7 and e; € R? represents a random error we may commit in computing the
sample median. We refer to method (16) as Sample Median Gradient Descent (SMGD).
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Assumption 5.1. There exists o1, 02,81,82 > 0 such that, for every w € R?, the sample median m =
median, ;e (g®) verifies

IE [m] — V&(w)[|* < 63 + 62| VE(w)|1%, an
E [[|m — E[m][’] < of + o[ VE(w)]*.
Assumption 5.2. There exists € > 0 such that, for every ¢t > 0, the error in computing the sample median
g : . 2| oD (n) 2
has finite variance: E ||le]|* | g;,...,9; | < &%

Based on these two assumptions, we establish the following complexity results for (16).

Proposition 5.3. Let £ : RY — R be L-smooth and let Assumption 5.1 hold with do < %. Take n <
m and consider w; a sequence generated by (16) where e; verifies Assumption 5.2. Then, for
every T > 1 it holds

Jmin E[[Vé(w)|?] =0 (F+n+82+e2).

Proposition 5.4. Let £ : R? — R be convex and G-Lipschitz, with argmin ¢ # (). Let Assumptions 5.1
and 5.2 hold. Without loss of generality assume that do = oo = 0. Then, for n = and every

T > 1, the iterates w; from (16) satisfy

1
(61+e)T+VT

E [¢((wr) — inf £] = O <% 46+ s) :

1 T—-1

where wr == £ Y, 0'w, with 6 = ==

T+2°

The proofs follow techniques from the analysis of biased SGD (see e.g. Demidovich et al. (2023)) and are
provided in Appendix A. Let us now discuss our main Assumption 5.1. Assume for simplicity that do = g9 =0

(for instance if ¢ is Lipschitz), that e; = 0 (the sample median is computed exactly), and consider that

gt(i) = Vl(wy) + é,gi)7 where §§i) is a noise term. Then, Assumption 5.1 becomes’

E [lmediany, sen(€”)2] < v? < +oc. (18)

In other words, we need the second moment of the sample median of Et(z) to be uniformly bounded. We want
to stress that our choice of using the median is crucial when the Eil) come from a heavy-tailed distribution,
such as a (univariate) standard a-stable distribution, with o € (1,2). Indeed, in this case we know that the
variance of the sample median is finite for sufficiently large sample size n (see Bickel (1967, Theorem 2.2)
and Nolan (2020, Theorem 1.2))2. On the contrary, taking m; as the usual sample mean causes trouble, as
the variance of the sample mean is infinite® everywhere. See Fig. 2 for an illustration of this phenomenon.

This simple discussion illustrates that Assumption 5.1 can be satisfied under mild conditions on the noise.
We exploit this in the next corollary, which shows that the ¢;-sample median can even accommodate state-
dependent noise. Let us define first our model for such noise.

1See Lemma A.2 in the appendix for a proof.

2We know more: The sample median of a parent distribution with median ¢ is asymptotically normal with location & (Chu
& Hotelling, 1955). For Cauchy distributions (o = 1), the sample median has a finite variance for n > 5 (Chu & Hotelling,
1955, Remark 1), while first and second moment of the sample mean are undefined.

3This is due to the fact that, by definition of a-stability, the sample mean of i.i.d sample follows the same a-stable distribution
(up to affine translation).
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Figure 2: First and second moment of sample median/mean for standard a-stable distribution. We approx-
imate E by running 10000 trials. The sample median has much smaller variance (cf. (18)) compared to the
sample mean.

Assumption 5.5. For every w € RY we have that g = V/l(w) + Z(w)¢, where Z(w) € R4 is a
matrix and ¢ is a random vector whose components are drawn i.i.d. from a standard symmetric a-stable
distribution with @ > 1. There exists constants c1,co > 0 such that

[Z(w)||% < ¢1 + e Ve(w)||* for all w € RY.

In the recent literature (see e.g. Zhang et al. (2020b); Puchkin et al. (2023); Sadiev et al. (2023)), a commonly
made assumption is that E[||g — V/(w)||?] < o2 for some p < 2 where ¢ > 0 cannot depend on w. On
the contrary, Assumption 5.5 can accommodate much stronger noise. To illustrate this, consider d = 1 and
{(w) = w?/2. Assumption 5.5 allows the noise model ¥(w)¢ with X(w) = v/c1 + cow?, which results in
strong noise, since ¢ has infinite variance if o < 2, and this is amplified by ¥(w) when w is large. Such
strong noise makes vanilla SGD diverge, as we will illustrate in our experiments.

Corollary 5.6. Let n > 3 be odd and p = 1. Consider the iterates from (16) with e; = 0, and suppose
that gt(l) = Vil(wy) + X(wy) t(l) verifies Assumption 5.5.
(i) If ¢ is L-smooth and n = (’)(\/LT), then we have that mino<;<7—1 E [||V&(w,)|?] = O(1/VT).

(ii) If £ is convex and Lipschitz and 7 = 1/v/T then we have that E [¢(wr) — inf £] = O(1/v/T), where
wr is defined as in Proposition 5.4.

This result illustrates how powerful the sample median can be when used in gradient-based optimization.
However, SMGD (16) has clear drawbacks: (i) it requires to draw multiple samples per iteration (multiple
calls of the oracle), and (ii) we need to compute the sample median up to some tolerance. For instance, the
geometric median can not be computed in closed form and there exists a vast body of literature on how to
approximate it (Cohen et al., 2016). Moreover, the noise still needs to be symmetric in order for the median
to denoise correctly (cf. Assumption 5.5 and Fig. 8 (right)).

Nevertheless, our convergence guarantees for SMGD allow us to be optimistic that the strong performance
in the heavy-tailed setting will also transfer to the online drop-in replacements (of (16)), which we had
previously presented in Section 4. We investigate this in the following experiments section.
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6 Experiments

We compare the iterative gradient estimation techniques for two experimental setups, namely (i) estimating
a vector/gradient from a fixed distribution, and (ii) methods of the form (13), that is, iterative gradient
estimation while simultaneously learning the weights.

We study both settings for synthetic data where we can control the level of heavy-tailedness, as well as for
language modelling tasks with transformer models. We consider the same three language modeling tasks
as studied in (Kunstner et al., 2023): an encoder-only transformer for the PTB dataset, a Transformer-XL
model for the WikiText-2 dataset, and fine-tuning a DistillBERT model for question-answering on the
SQuAD dataset. We refer to Appendix C for details.

In the following, we use VC1ip to refer to vectorwise clipping (10) and CClip for componentwise clipping (11).

6.1 Gradient Estimation with Fixed Weights

Synthetic data. In the first experiment, we verify the hypothesis that the choice of D matters for problem
(8); in particular, we show that estimating the median is more stable when the noise distribution is heavy-
tailed.

Setup. We consider the problem of estimating a fixed vector § from the oracle g ~ § + & with & ~ P,
under varying degree of heavy-tailedness of P. For this purpose, we choose the standard, unskewed a-stable
distribution P,. We generate § € R? with d = 10 where each component is generated i.i.d standard Gaussian.
In each iteration, a sample g; is generated as follows: each coordinate of (g;); is (independently) sampled
from P, with location (§); and varying values for 0 < o < 2. Importantly, the median of P, is equal to the
location (i.e. §) for all values of a. Recall that for & <1 the mean of P, is not defined, and otherwise equal
to the median.

We run the SPP method (9) for D € {3 - |31l - ll2, | - l1, Hy}, with a fixed step size 7 = 0.01 and track

2
the relative £o-error %. The corresponding methods are called momentum, VClip, CClip, and Huber,

where we set (1 = 1.345 according to Huber (1981). For each method and distribution, we run 1000 iterations
and 50 different seeds.

Discussion. From Fig. 3 we find that as the noise becomes more heavy-tailed (as «a decreases), momentum
fails to produce accurate estimates of §. On the other hand, both VClip and CClip are robust to heavy
tails, as expected, as we showed that VClip and CClip are estimating the median. Notably CClip becomes
more accurate (relatively) as « decreases. The Huber function produces results very similar to VClip, but
slightly inferior. We refer to Fig. 8 for additional ablations on the choice of 7 and skewed noise.

Language modelling. We also run momentum, VC1ip and CClip in order to estimate the full gradient for
the language modeling tasks, where the weights are fized at initialization. The setup is identical to the one
described by Kunstner et al. (2023), in particular Figure 1 therein. We present the results in Appendix C.1.

6.2 Training with Online Gradient Estimation

We now present comparisons of various (online) gradient estimators when simultaneously training the
weights, that is the distribution of gradients changes in each iteration.

Least squares with heavy-tailed noise. We consider the noise-perturbed least-squares problem
min,, crd %Hw”2 and use a gradient oracle given by g ~ w + & € RY, where £ ~ P is the noise term.
We consider three setups:

(S1) The d components of & are i.i.d. distributed according to a standard a-stable distribution with
location zero and o = 1.1. Note that E¢p [£] = 0.
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Figure 3: 7 = 0.01 Left: Final error for varying values of « (from left to right, distributions are more heavy-
tailed). Shaded area marks minimal and maximal value over the 50 independent runs. Right: Convergence
plot for all methods for 2 € [0.5,1.5] (higher value of X corresponds to heavier tails).

sample-mean =—@— huber vclip
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Figure 4: Least squares with heavy-tailed noise that is independent over components (left), state-dependent
(middle), and where components of noise are dependent (right). All methods in gray use n = 5 samples
per iteration, all others only one. Note that for (S2), the sample mean immediately diverges, and hence
does not appear in the plot. Shaded area depicts minimum and maximum value over 50 repetitions.

(S2) Same as (S1), but the noise is state-dependent, given by & = o - € where o = /1 + [Jwy]|?.

(S3) & follows an elliptically contoured a-stable distribution (Nolan, 2013) with location zero and o = 1.1.
In particular, the components of £ are not independent.

We run seven different methods: on the one hand, the method depicted in Section 5, (16), where in each
iteration we draw n = 5 samples. We run three variations of (16), namely using the ¢;- and ¢3-sample
median as well as the sample mean for m;. The ¢5-median is approximately computed using the method
proposed in Vardi & Zhang (2000).

On the other hand, we run our online median estimator methods (13), with D € {||- |2, || |l1, H,}, that is,
VClip, CClip, and Huber. Importantly, these methods only receive one sample per iteration, and they do
not involve any median computations (in contrast to ¢1- and ¢3-sample median). We also run clipped-SGD
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Figure 5: Training loss for each method, with tuned learning rate. Shaded area depicts minimum and
maximum value over 5 seeds.

(cf. (14)) with 8 = 0.9 and ¢ = 50.* We run all methods with a learning rate n; = 0.01. For VClip, CClip,
and Huber we set 7 = 1, and we set again p = 1.345 for Huber. We always run 50 repetitions and report
averaged metrics.

Discussion. Fig. 4 shows that both /;- and ¢5-sample median attain the smallest objective, while the sample
mean does not converge as predicted by our theory (see discussion after Proposition 5.3). From the online
methods, CClip performs best in the scenario where the noise is componentwise independent, while VClip
and Huber are better in the other case. Overall, Huber and VClip behave again very similarly (a more
detailed analysis of Huber with different values of p can be found in Fig. 9). We find that both VClip and
CClip reach much smaller loss values than clipping the stochastic gradient directly, and thus clipping only
the increment is better suited here. We also find that the ¢;-sample median can deal with state-dependent
noise (S2) as predicted by our theory.

Language modeling. We now consider the online methods (13), that is training while simultaneously
estimating the gradient, for the three language modeling tasks. We compare SGD-M, VClip and CClip, and
clipped-SGD.> We also add Adam as a baseline, but focus on the comparison among the SGD-type methods.
For all methods, we tune the learning rate on a log;-scaled grid (tuned values reported in Table 1), displaying
the one that attained smallest final training loss (averaged over 5 seeds).

We choose a standard momentum/clipping parameters for all tasks (without tuning): we set 8 = 0.9 for
SGD-M, 7 = 0.1 for V/CClip, and S = 0.9, ¢ =1 for clipped-SGD.

Discussion. Fig. 5 shows that VC1ip improves over SGD-M for PTB and WikiText-2, and is on par for SQuAD.
CClip performs always worse, which might be due to the noise being not componentwise independent. How-
ever, VC1lip does not close the gap to Adam, and also performs worse than clipped-SGD for the WikiText-2
dataset.

7 Conclusion

We provide a new approach for robust gradient estimation using the stochastic proximal point method, with
a focus on (online) estimators of the median gradient. We observe that this general framework intersects
with many existing works on robust stochastic optimization, where the connection between clipping and
median estimation was not known previously.

4This choice is a tradeoff between slow convergence (large c) and high instability (small c).
5We also tried Huber (with u = 1.3) on these problems, but did not observe an advantage over VC1lip (plots not shown).
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Figure 6: Validation score (measured as perplexity, or F1 score) for each method, with tuned learning rate.
Shaded area depicts minimum and maximum value over 5 seeds.

We provide an analysis of SGD using the median of sampled gradients (called SMGD), and show convergence
guarantees under potentially heavy-tailed and state-dependent noise. In contrast, under the same assump-
tion, SGD with the sample mean does not converge.

Finally, numerical experiments show that online versions of SMGD, even though not covered by this theory,
perform equally well on problems with heavy-tailed noise, while methods based on mean estimation fail.
However, when training transformer models on language tasks, this gap is far less pronounced; this could
indicate that the level of heavy-tailedness in these applications is moderate.
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A Missing Proofs for Section 5

A.1 On the Assumptions on the Sample Median

We first state a simple fact about Lipschitz functions:

Lemma A.1. If Assumption 5.1 holds, and if £ is Lipschitz continuous, then without loss of generality we
can assume that 5 = g9 = 0.

Proof. If ¢ is G-Lipschitz, then for every subgradient u € d¢(w) we have ||u|| < G, so one can replace §7
with 67 + 62G? and 0% with o7 + 02G2. O

In the following proof of Proposition 5.3 we will need an equivalent but more compact formulation of
Assumption 5.1.
Lemma A.2. Let m be a random variable in R¢, and consider the following property:

E [[lm — V&(w)|I’] < i + vl VE(w)|?. (19)
If (17) holds then (19) holds with v = 62 + 0% and vg = dy + 2. If (19) holds, then (17) holds with
5120'121/1 and5220'2:l/2.
Proof. Expanding the squares, we get

E [[|m — Vi(w)|*] =E [[lm — E[m]|*] + ||E [m] — V£(w)]?,

where we used that E [(m — E [m],E [m] — V{(w))] = 0. Now, the first implication is trivial, and the second
follows from the positivity of the involved terms. O

We now verify that Assumption 5.1 holds true for the ¢;-sample median, provided that the noise on the
subgradient is linearly depending on an a-stable distribution, and that the linear coeflicients grow with the
norm of the subgradient.

Lemma A.3. Let n € N be odd and n > 3. Suppose that the subgradient oracles (¥ = V4(w)+3(w)¢®
verify Assumption 5.5, for all i = 1,...,n and set

m = mediang, ic[n] <g(i)(w)) .

Then, Assumption 5.1 holds with §; = 62 = 0, and 67 = Cp,c1, 02 = Cyca, for some constant C,, = O(1/n).

Proof. Let us denote the noise vector by &) = Y (w)¢ (1), By the stability property of a-stable distributions
(Nolan, 2020, Proposition 1.3), we have that

d
6§ =) (w) = S S)lki¢” =4 B(w)ilaz, 20)

J=1
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where =4 denotes equality in distribution, z is a standard symmetric a-stable random variable in R, and
3 (w) denotes the k-th row of X(w). Observe that from Assumption 5.5 we can write that

d
oIl < pa Z IZ(w)ill3 = P2IS(w)IE < ) + | Ve(w)|?,  for all w € RY. (21)

by settlng c1 = p2c1 and ¢y = p2 e, and where p, > 0 is the best constant such that || - ||o < pal| - ||2, which

is po =d 2o 2a is for a < 2, and p, = 1 otherwise.

We start by computing the bias term that is required by Assumption 5.1.
I [m] — Ve(w) |2 =|[E [mediany, iepn (V(w) + €9 (w)) | - Ve(w)]?
=||E [mediany, sen) (€7 (w))] |1
where we used the fact that
mediany, ;e[n] (V@('w) + £(i)(w)) = V{(w) + mediany, ;cp, (5(’)( ))
On the other hand, the ¢;-median boils down to computing component-wise medians, hence we have that
E [medianie[n] (fy))]
E {medianghie[n] (ﬁ(i)(w)ﬂ = : )
E [medianie[n] (5;”)]

where median;e(,( ,(Cl)) = argmln LS im— §k)| is the one dimensional sample median estimator.

€R
Now, let us compute E [medianie[n] ({,(;))} for some k € {1,...,d}. Denoting r = (n — 1)/2 € N and by
using the probability density function of the sample median (cf. Maritz & Jarrett (1978)), we have that:

n!

/R £ (Fu o (2)(1 = Fap (1)) puoie (),

=:A

E [medianie[n] (fl(j))} =

rir!

where F, , and p, i (x) are respectively the cumulative distribution function (cdf) and the probability density

function (pdf) of f,(j) ~ Pao,|= 1 (w)|. that is a symmetric a-stable random variable with scale |3 (w)||o. As
D,k is continuous and symmetric around zero, we have Py, k() = P k(—2) and (1 — Fyy, (7)) = Foyp 1 (—2)
for all x € R. This gives us:

0

A= /0OO €T (Fw,k<-'17)Fw,k(_fL’))Tpw’]g(l‘)dl‘ + / T (Fw>k<x)Fw,k(—$))Tpw7k(x)dx

— 0o

- T (Faoi(@) P (—2)) proe()dar — / T b (Fani(@) P (—2)) puo () de
0 0
=0.

Hence, we obtain that

E |mediang, ;e (S()( ))} 0.

This shows that the first line of Assumption 5.1 holds with §; = d5 = 0.
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We now proceed to the estimation of the variance. By using similar arguments, we have that:

E [l — E[m] ] = E [|nediang, e (€7 (w)) |?]
d 2
= ZE {(medianie[n] ( ,(j))> ]
) (@)@ |

k=1

el
&l

where (22) follows from Maritz & Jarrett (1978, Equation 2.1). By using (20) with (21) and denoting the
cdf of the standard symmetric a-stable distribution by F,, we further compute that:

™ d
E [Im ~Efm] "] = "B |2 (Fz<z><1 - Fz<z>) ] PLACIH
k=1
< g2 <Fz<z><lFZ<z>> CRRANI)

=: C,, (¢} + || Ve(w)|?) .
This shows that the second line of Assumption 5.1 holds with 0% = C,,p2¢c; and o9 = C,,p?ca.

Finally we observe that, again by Maritz & Jarrett (1978, Equation 2.1), C,, is the variance of the sample
median of a set of i.i.d. standard symmetric a-stable variables {z1,...,2,}, where z; =4 z. As n — oo, it
is well-known that the sample median is asymptotically normal with variance 1/(4nf?(0)), where f denotes
the pdf of z (see Maritz & Jarrett (1978)). Hence we conclude that C,, = O(1/n) as n — oo. This concludes
the proof. O

A.2 Rates for SMGD for Smooth Nonconvex Functions: Proof of Proposition 5.3

The following proposition is an application of biased SGD results to the SMGD algorithm with errors. It is
possible to show that Assumptions 5.1 and 5.2 both imply Assumption 9 from Demidovich et al. (2023). So
from a qualitative point of view the result below is the same that what we would obtain by using Theorem
3 from Demidovich et al. (2023). But doing so would produce a bound with worse constants, so we prefer
to provide a proof exploiting directly our assumptions.

Proposition 5.3. Let ¢ : R — R be L-smooth and let Assumption 5.1 hold with dy < %. Take n <
m and consider w; a sequence generated by (16) where e; verifies Assumption 5.2. Then, for

every T' > 1 it holds

Jmin E[IVew)|?] =0 (F +n+02+e2).

Proof. In this proof we note E, for the expectation taken conditionally to the filtration generated by
wy, ... w;. In particular, we will have from Assumption 5.2 on the errors together with the tower rule

that Exler]? = BE [er]? | gP.....g"] < 2

Smoothness of £ implies
L 2
Uwier) = H(wy) = (VE(we), we —wy) < Fllween = wi|

If we note d; := m; + e;, thus wyy1 — wy = —nd,. This implies

L 2
Uweer) = Lwy) +n(VE(wy), do) < -]
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Let us bound the two terms depending on d;. First, take expectation conditioned to F; (which we will
denote E;) to write

B (Viw), d)] = (Ve(w,),Ee[d]) = L) + 3B [dd] |2 3B, [di] ~ VeCw,)]?
> IV~ JIE d] ~ Ve

Using (17) and ||E; [e,] [|* < Eq [||e¢]|?] < €2 due to Jensen’s inequality, we can bound

B¢ [de] — VE(we)|* < 2[|Ex [mee] — VE(we)[|* + 2|[Ee [ed] |* < 267 + 205 VE(wy) ||* + 2¢°.

Second, we use Young’s inequality and our assumptions to bound ||d;|*:

Eq [llde||?] 2B, [lec +me — Ve(wy)[?] + 2/ VE(wy)|*
AR [[ledl|?] + 4R [[lme — VE(we)[?] + 2[|VE(we)|*

46? 4+ 4(0% 4 02) + (2 + 4o + 409 | VL (wy) ||?,

ININIA

where in the last inequality we used that (17) implies (19) (cf. Lemma A.2). Combine all the above
inequalities to get
Et [((wis1)] — (we) + FVE(wy)[I* — F(207 + 20| Ve(wy)||* + €7)
< %"2(4(52 + 07+ 0f) + (2 + 402 + 402) | VE(wy) ||?).
Rearranging yields

By [{(wit1)] — £(wy)
< —n[3 = 62 — Ln(1 + 205 + 26)] |Vl (w,)||> + (87 + €%) + 2Ln*(e* + 67 + o7).

If 69 < é and using n < ST

m, after taking full expectation, we obtain

E[f(we1)] = Ell(w)] < —JE[[VE(w)II*] +n(67 + ) + 2Ln*(e* + 61 + o).

Sum over ¢t = 0,...,T — 1, multiply by Y%T and use . mir% 1IE [IVe(w)|?] < £ Z:Ol E [[|Ve(w;)]?] to

=0,...,

finally obtain

4 — inf
min R [IIVe(we)|?] < A(lwo) — inf ) + 8Ln(e? + 02 + 03) + 4(67 + £2).

t=0,....T— nT

A.3 Rates for Biased SGD for Convex Lipschitz Functions

In this section we prove another result about the complexity of biased SGD, that is SGD with biased estimators
of the subgradient. As far as we know, biased SGD was only studied in the case of strongly convex functions
or smooth nonconvex functions (Demidovich et al., 2023), or in the particular case of random projections.
In that regard, the next result is a new contribution to the analysis of biased SGD.

Before stating our result, we recall a few standard definitions given that we are working with a nonsmooth
convex function. Given a convex function ¢ : R — R, we say that w is a subgradient of ¢ at w if

(Vw' € RY) f(w') — l(w) — (u,w’ —w) > 0.

We note 94(w) the set of all subgradients of £ at w, that is called the subdifferential of ¢ at w.
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Theorem A.4. Let £/ : R¢ — R be a convex G-Lipschitz function such that argmin ¢ # (). Let n > 0, and
note D := ||wy — w|| for some w, € argmin ¢. Consider the iterates generated by a biased Stochastic
Subgradient Descent method

Wi+1 = W — NGt

and assume that the estimator g; has a uniformly finite bias and variance (we denote by F; the filtration
induced by wy, ..., w;):

IE [gelFe] —uell <6, E[lge — E[gel 7] [I717] <02,

where u; is any subgradient of ¢ at w;. Then, for every T' > 1

_ 2D? o2+ (6+G)? 8T
3 < il
E [{(wr) —inf ] < T +n 5 +n 1

where w7 is an average of the first T iterates defined by wr = tT;()l Otwy, 0 = TLH In particular,

1
t=0
if we take a constant step size equal to
2v2D ( 1
= resp. n = ————
7 V2(0?+ (6 + G)>)T + 62T T ST+ VT

)

then we can guarantee that

S 2+ (6+G)? | 62 2D% 4+ 0% + 6% + G?
]E[€(wT)—1nf£]§2D\/U(T)+2 (resp. U\/T +(2D* + 1) ).

Proof. Let w, € argmin £ and T > 1 be fixed. Develop the squares and use the definition of the algorithm
to write

[werr —wol* = flws — we]|* + 2(wip1 — wi, we — we) + [wiepr — we?

= Jlwe — wil” = 2n(ge, we — wi) + 7%l ge]|*.

Let g; be the projection of E [g¢|F;] onto d¢(w;), the subdifferential of ¢ at w;, which is a nonempty closed
convex set. This means that from our assumption on the bias of g; we will have

1B [ge|Fe] — gell < [[B [ge|Fe] — we| < 6.
Then, after taking conditional expectation (denoted by E; [-] instead of E [-|F%]) we can write

Ei [lwitr —wal®] = |lwe — w.l® — 20(E: [ge] , wi — w.) +10°Ee [|lge])?]
= ||'wt - ’w*H2 - 277<gt7wt - w*> + 277<§t - E [gt] , Wy — w*> + 772Et [||gt||2]
we — w,||* = 2n(¢(w;) — inf €) + 2n(g; — E¢ [ge] , wi — w.) + 0°Ee [[lge]]

IN

where in the last inequality we used the convexity of £ together with the fact that g, € 9¢(w;). The last term
can be bounded by using our assumptions on the estimator g;, and the fact that £ has bounded subgradients:

Et [llgel®] = Et [llge — Ee [ge] 7] + B [ge] 7 < 0 + ([t [ge] — gell + 11ge]l)* < 0 + (6 + G)*.
Injecting this in the previous inequality we obtain
Bt [|lwisr — wa|?] < [Jwy — w.|]* — 2n(0(w;) — inf €) + 2n(ge — Bt [ge] , we — w.) +n°0” + 07 (8 + G)*.

Now we introduce a parameter € > 0, and we use Young’s inequality together with our assumption on the
bias of g; to write

_ 1, _
290 — B [gi] s wi —w.) < Zllge = Be [ge] |” + ellwy — w. | < e710% + effwr — w. .
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Inject this bound in our main inequality
Ei [|wes1 — wal?] < (1 +ne)ljwe — w.]* — 2n((w;) — inf £) +n?0? + 72 (0 + G)? + ne 16,
and after reorganizing the terms, dividing by 2n and taking expectation we finally obtain

2 6 2 52
na +(0+G) L1

E [¢(w;) — inf ] < . =

1+ 1
3B (e = w. ] = 5B (e —

We are now ready to use a weighted telescopic sum argument. First, define 6 := 7 +n€ and p; := 6. Second,
multiply our inequality by p;+1 and then sum for ¢t = 0,...,T—1. Observe that the term (1 +n5) Pi+1 is equal
to p¢ due to our definition, which means that we have a telebcoplng sum where the terms £ E [[lw; — w.|?]

will cancel each other. Third, divide by Zt:o Pt+1 SO to obtain

T-1
1 2+ (6+G)? 52
E pt+1]E [f(wt) — 1nf€] — [”’U}Q — w*||2] + n# + 5715.
Zt =0 Pt+1 =0 Uzt 0 Pt+1

Now define wr := ZTil Zt 0 Pir1Wy = ZT i Zt o ! gt w;, and use Jensen’s inequality to get

t—o Pt+1 t=0

wy — w, || o2+ (6 + Q)2 52
oy —wel? o+ 6LG | 8
277215:0 Pt+1

We will now simplify this upper bound, so we can later make an appropriate choice of 7 leading to the desired
complexity bound. We will now focus on the geometric sum appearing in the denominator, and lower bound
it. Start by using the definition of p; to write

T-1 T-1 0
n Z pr+1 =10 Z 0" = Um(l - 9T)-
t=0 t=0

On the one hand, we see that from the definition of § we have

E [¢(w7) — inf (] <

0 n 1 _n_
n =—=c ".
1-60 1+7761—1+n6 ne

On the other hand, we can guarantee that (1 — 67) > 1/2 provided that & = l To see this, first observe

that (1 —607) > 1/2 is equ1valent to T > 1111?9(2)1 Since we impose that ne = # then necessarily § = TLJFZ
which means that §=1 = 1+ 2. So what we need to verify is T > - (1:_) 5 Now7 observe that In(2) < 1.

Moreover, it is an exercise (see Lemma A.5 which is deferred to the end of this proof) to verify that for all
x>0, m < % + % So for our condition to hold it is enough to ask that T > % + %, which is equivalent
to T' > 1, which is true.

Combining all those bounds together with our new definition for e, we now have

_ 2 2 2 2
E [f(iIJT) _ 1nf€] < 2||'wO w*” + 770 + (6 +G) + no<T

nT 2 4
To simplify the last stage of our analysis, let us note a = 2||wy — w,||?, b = M and ¢ = %, so that
our bound writes as “
E [¢(wr) —inf {] < T +nb+ enT. (23)
n
Minimizing the right-hand side with respect to 7 is equivalent to solve =nb+ cnT, where

L el e = 2w = w.||”
qT T = (b+cT bT+ W12 o 202 + (6 + G)°)T + 6°T2
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With such choice of stepsize, our bound becomes

_ ) 2a  2a [bT + cT? b \/02 +(0+G)?
E —infl]| < — = —/ ——M =2 — =92 —w ) ——— 4
{(wr) —inf£] < T T o Va T te [lwo — w.| T + 3

and this gives us our first bound. For the second bound, let us take simply n = 6T+1 N and inject it into

(23) to obtain

oT T b T
Ef(wr) - infg < “THavT -
T ST +vT 0T + \F
b c a+b
< ad+ = + ad + =
f VT 5T T B
2D? + 0% 4 0% + G2 5
< + (2D 4+ 1)9,
VT @D%+1)
where in the last inequality we simplified some numerical constants. O

Lemma A.5. For every = > 0, m < % + %

Proof. This inequality is equivalent to In(1+z) > +2, or again (z+2) In(14+x) > 2z. Define ¢ : (-1, +00) —
R as ¢(z) = (£ 4 2) In(1 4+ 2) and compute its derivatives:

T

¢/($) = ln(l =+ 1:) + 1 =+ 1—‘,—% and gb”(x) = m

We see that ¢”(x) > 0 for all z > 0, so ¢ is convex on [0, +00). So we can use the tangent inequality:

¢(x) = ¢(0) + ¢/ (0)(x — 0) = 0 + 2z = 2. (24)

Therefore ¢(x) > 2z for all z > 0, which is what we wanted to prove. O

A.4 Rates for SMGD for Convex Lipschitz Functions: Proof of Proposition 5.4
Proposition 5.4. Let £ : R? — R be convex and G-Lipschitz, with argmin £ # (). Let Assumptions 5.1

and 5.2 hold. Without loss of generality assume that do = o9 = 0. Then, for n = m and every
T > 1, the iterates w; from (16) satisfy
E [¢(wr) — inf ¢] —0( ! +0 +E>
T \/T 1 )
- T—-1 pt o T
where wr = T +—o 0'w; with 6 = T3
Proof. In this proof, we note F; the filtration generated by wy, ..., w;, and we will note E; to refer to the

expectation conditioned on F;.

We want to apply Theorem A.4. Let us denote g = m; + e, so that the iterates of SMGD verify w1 =

—ng:. We are now going to show that g; has uniformly bounded bias and variance. For this we will make
use of Assumptions 5.1 and 5.2. Remember that we assumed dy = 09 = 0 without loss of generality (we can
do this according to Lemma A.1), so we note 6 and o instead of d; and o;1. Also, Assumption 5.2 on the

errors together with the tower rule imply that E, [[|le,[|?] = E, {E {HetHQ \ gEl), e ,g,E" H < &2, Regarding

the bias, we can write

B¢ [g: — VE(wo)] || < B¢ [my — Ve w)] || + B [ed] | <6+,
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where in the last inequality we used Jensen’s inequality to write ||E; [e;] || < +/Eq [||e¢]||?]. As for the variance,
we write

E: [llg: — Eigell?] < 2B [lmy — By [m] 1] + 2E; [[le; — Bt [ed] [|?] < 207 + 8E, [|le]?] < 207 + 8.

Using Theorem A.4, we obtain

2lwg — w,l|? 202 + 82+ (6 +e+G)? §+¢)T
o —w.]? | 20 ( 2, 0+’

o <
E [{(wr) —inf ¢] < T 5 1

Setting the step size n = we conclude that

1
(64+e)T+VT’
2D? +20% + 8% + (6 + )2+ G?

E [((wr) — inf €] < =

+(2D* +1)(6 + ).

A.5 Rates for SMGD with Stable Noise: Proof of Corollary 5.6
Corollary 5.6. Let n > 3 be odd and p = 1. Consider the iterates from (16) with e; = 0, and suppose
that gtz) = Vil(wy) + E(wt)ct(l) verifies Assumption 5.5.

(i) If £ is L-smooth and n = O(ﬁ), then we have that ming<;<7—1 E [||Ve(w,)|?] = O(1/VT).

(ii) If £ is convex and Lipschitz and n = 1/v/T then we have that E [((wr) — inf £] = O(1/V/T), where
wr is defined as in Proposition 5.4.

Proof. First of all, remember that the ¢;-median can be computed exactly, by computing component-wise a
one-dimensional median. This allows us to have ¢ = 0 in Assumption 5.2. Further, due to Lemma A.3 we
have §; = 0 in Assumption 5.1.

Proof of part (i). Choose n = m, where 05, 09 are from Lemma A.3. Hence, we can apply
Gt _ C : _ 1 1 c _
PrOpOSlthl’l 53 AS 77 = ﬁ Wlth C = m, we get the bound m —+ ﬁ = O(l/\/T)

Proof of part (ii). The result is a direct consequence of Lemma A.3 and Proposition 5.4.

This completes the proof. O

B Approximate Computation of Gradient Estimators

B.1 Gradient Estimation Problem: General Considerations

Given a function D : R? — R we consider the problem (5), which writes as

argmin E [D(m — 2)].
meR?

In what follows, we will mostly consider functions D satisfying the following assumption.

Assumption B.1. The function D : RY — R is convex, argmin D(z) = {0} and problem (5) admits a

solution.

Note that assuming D to be convex and finite implies that it is continuous, therefore measurable, which
means that E [D(m — z)] is well defined. The assumption that argmin D(z) = {0} guarantees that in the

z
trivial case when the distribution is a Dirac dm,,, then the solution to (5) is exactly mg. The assumption

that a solution to (5) exists is easily verified in practice, under the assumption that D is coercive:
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Lemma B.2. Let D : R? — R be convex. Assume that E[D(z — E[z])] < +oc. If D is coercive, i.e.

| lhm D(m) = 400, then (5) admits a solution.
m||— 00

Proof. Let ¢(m) := E[D(m — z)]. Since we assume that ¢(E [z]) = E[D(z — E [z])] < +oo then ¢ is proper.
Since D is convex then ¢ is convex, as an expectation of convex functions. Moreover D is convex and finite,
which means that D is continuous on R?, see e.g. Corollary 8.39 in Bauschke & Combettes (2017). Therefore
¢ is an expectation of lower semicontinuous functions, which implies that ¢ is lower semicontinuous.

Since D is coercive, convex and continuous, we know that there exists a € (0, +00) and b € R (see Proposition
14.16 in Bauschke & Combettes (2017)) such that D(-) > al - || + b. Therefore

¢(m) = E[D(m—z)]>aE[[m—z|]+b
> a|m—Elz]|| —aE[[|z —E[2] ] +b
> allm —E[z]|| - aE[D(z - E[2])] — 400,
[m | —o0
where in the inequalities we used the fact that || - || is 1-Lipschitz, and that aE[||z —E[z]]] <

aE[D(z—E|z])] — b < 400. So ¢ is coercive on top of being proper convex and lower semicontinuous.
We can then conclude that ¢ has a minimizer, with for instance Proposition 11.15 from Bauschke & Com-
bettes (2017). O

B.2 Approximations Based on the Stochastic Proximal Point: General D

Given a proper, closed convex function ¢ : R? — R U {+oc} and 7 > 0, we recall the definition of the
proximal operator

) 1
prox, 4(mg) = argmin ¢(m) + 2—||m — myl?.
mecRd T

Applying the SPP algorithm to (8) gives the following iterations

Sample g; i.i.d. from G

myy = argmin D(m — g;) + %”m — my|2. (25)

meRd
As we see next, those iterations can be reformulated to simply involve the proximal operator of D:

Proposition B.3. Let D verify Assumption B.1. The SPP update (25) for solving (9) can be equivalently
written as

M1 = gi + Prox,p(m; — gi) (26)
= proxTD*(mif.)(gt), (27)

where D*(m) := sup,, ((y, m) — D(y)) is the Fenchel conjugate of D, and g; is sampled i.i.d. from G at
each iteration.

Proof. Here we make use of proximal calculus rules, which can found in most textbooks on convex analysis, for
example Chapter 6 in Beck (2017). Starting from (25), and applying the variable transformation y = y + g,
we have

myy1 = argmin D(y — g¢) + 5=[ly — my|?
yeRd

= g¢ + argmin D(y) + 5- ||y — (m: — gy)
FeRd

= gt + prox, p(m; — g).

I?
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This proves (26). As for (27), we combine (7D)* = 7D*(-/7) (Beck, 2017, Thm. 4.14) and the Moreau
decomposition theorem (Beck, 2017, Thm. 6.44), to obtain

Prox p(m) = m — prox,p. (-, (m).
Plugging into (26) we have

Miy1 = Gt + Prox, p(me — gi)
=gt + My — gt — ProX p- () (M — Gt)
= My — ProX p. () (M — Gt) (28)

P

Finally, using that for any function f it holds argmin f(y) = m + argmin f(y + m) in (28) gives
y Y

My = My — (mt + pTOXTD*(@)(—gt))
= _pYOXTD*(@)(_Qt)
— pros, p. (m (91
where in the final equality we used that if f(x) = g(—x) we have that

prox,(m) = —prox;(—m).

B.3 Approximations Based on the Stochastic Proximal Point: Particular Cases of D

We first characterize the SPP update (9) for when D is the £,-norm, and show it simply require to project
the sampled gradient onto a certain ball of radius 7 centered at m;.

Proposition B.4. Let D = || - ||, be the ¢,-norm for p € [1,00]. Let ¢ € [1, 00] such that % + % =1, and
let By(m,7) := {y : ||[m —y|y < 7}. The SPP update (9) is given by

M1 = My + PrOqu(O’T) (gt — mt) (29)

= PI'Oj]Bq(mt’T) (gt) (30)

Proof. The proximal operator of the £,-norm is given by

prox (m)=m— TPI‘Oqu(O)(m/T),

(I llp

see Example 6.47 in Beck (2017). Using this in (26) gives

M1 = G¢ + ProxX, . (m: — gi)

m¢ — gt
(P
g —my
(2=

=my; — TPI‘Oqu(O’l)
=m; + TProqu(OJ)
= my + Projg,_ (o, (g — 1)
=my + (Projmq(mtﬂ (9¢) — mt)
= Projg, (m, ) (9:)

where the third equality we used that

Projg, (0,1)(m) = —Pr0jp,(0,1)(~m)>
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Figure 7: One SPP update (30) for D = ||-||; (blue) or D = | -||2 (green) amounts to project onto a ball of the
dual norm, centered at the current iterate m; and of radius 7 > 0. The thick lines represent the projections
of g; for all possible values of 7.

followed by
. 1 :
Projg, (m/-1)(¥/7) = ;PTOJBq(mJ) (y)

in the fourth equality and
Projg, (0,-)(y) = Projg, (m (Y —m) —m
in the fifth equality. O

Using Proposition B.4 we can now develop closed form updates of the SPP method for when D is the ¢;- or
the fo-norm, with both methods being related to clipping.

Corollary 3.2. For D = | - ||; update (9) is given by
my1 = my +clip, 5 (g; — my), (11)
where clip, ; (v) := (min{max{v;, —T},T});j:l.

Proof. Follows from (29) and that

min{max{v, —7},7} = Projg_ (o, (v).

O
Corollary 3.1. For D = || - ||2 update (9) is given by
my 1 = my +clip, ,(g: — my), (10)
where clip, 5(v) := T ot Y-
Proof. Follows from (29), by using that
TV
Proj V)= ————.
2200 () = e, Toll)
[
We end this section with the closed form updates of the SPP method for when D is the Huber function.
Corollary 3.3. For D = H,,, update (9) is given by
M1 = gi + Be(my — g¢) = Bemy + (1 — Br)ge, (12)
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P _ BT
where B == 1 — e g R

Proof. Follows from (9) and the fact that the proximal operator of the Huber function is given by
ProX, g, (2) = (1 — m)z For a proof, see Beck (2017, Example 6.66), and note that here
we have the additional factor p in the definition of H,,. O

B.4 Approximations Based on Subgradient Updates

Instead of SPP, we could solve (8) by iteratively taking steps of stochastic subgradient descent. If D is
convex, then in each iteration we sample a gradient g;, and update our current estimate m; by

my =m;y —Tuy, U € 0D(my — gy). (31)

Here, 7 > 0 is the learning rate, and u; is a subgradient (of the convex subdifferential). Since D could be a
non-differentiable function such as the £s- or £1-norm, we use subgradients instead of gradients.

Squared (>-norm. As a first simple example of (31), let D = 1| - [|3. In this case (31) becomes
My = My — T(mt — gt) = (1 — T)mt + 7G:. (32)

This is again (heavy-ball) momentum (cf. SGD-M), now with coefficient § = 1 — 7. Note that in contrast
to SPP, the coefficient 3 could be negative, and is only in [0,1) (as typically is the case for momentum) if
T €[0,1].

¢1-norm. If we choose D = || - ||1, update (31) gives
My = my + 7sgn(ge — my),

where the sgn-operator can take any value in [—1,1] for coordinates ¢ € [d] such that (g; — m,); = 0. This
recovers a version of sign-SGD (Riedmiller & Braun, 1993; Bernstein et al., 2018), where the sign-operation
is applied to the increment m; — g;. For example, if we reset m; = 0 in every iteration, we obtain exactly
sign-SGD.

ly-norm. If we choose D = || - ||2, and if g; # my, update (31) gives
my — g T
My =my— 71— = (1 - ————)my + —————g;.
I e L e

Otherwise, if g; = my, we can choose any u; with ||u:|| < 1 and set m;11 = m; — Tu,; in particular we can
set My = my.

B.5 Rates for SPP

Now that we have presented how to compute the iterates (9) in practice, let us state its convergence properties.
Since all these methods are instantiates of the SPP method, we can use standard results such as Davis &
Drusvyatskiy (2019, Thm. 4.4).

Proposition B.5. Let D be a norm, let ¢(m) := Eqgg [D(m — g)], and let m, € argmin ¢(m). If m; is

meR?
generated by (9) then for my = £ Zle m; we have

moy — My 2
E[¢(mr) — (m.)] = O <|0T—T| N T) '
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Proof. Since we assume that D is a norm over R? then it convex and continuous. Moreover, since all norms
are equivalent in RY, we have that D(w) < C|wl||y for some constant G > 0. Thus D is a G-Lipschitz
function. If now we write ¢4 := D(- — g), it is clear that it is convex and Lipschitz. Therefore, ¢ = Eq [dg]
is itself a convex G-Lipschitz function. The claim now follows from Davis & Drusvyatskiy (2019, Theorem
4.4). O

Here is a corollary stating rates on the expected distance between the approximate sample median and the
true sample median, when using the ¢;-norm:

Corollary B.6. In the context of Proposition B.5, assume that D = || - ||; and that G is a sum of Dirac
1 n
measures > » ., dg(i- Then we have further

_ m _m*2
Bl - m.j) =0 (Il 7).

Proof. In this proof, we use the notation (x;),=1,. 4 to specify the indivdual components of a vector & € R¢,
For x € RY, we define the sign operator as follows: let sgn(x) = (sgn(z;));j=1,....4, where x; is the j-th
coordinate of & € R?, and where we define for a scalar t € R the set-valued operator sgn(t) = {+1} if t > 0,
sgn(t) = {1} ift <0, and sgn(t) = [~1,1] if t = 0. Further, given a set A C R? we define | A|_ := ;Ielg lall-

To obtain the desired bound, and given that we already have the conclusion of Proposition B.5, it is enough
for us to show that there exists p > 0 such that

(Ym € RY)  pdist(m, argmin ¢) < ¢(m) — inf ¢.

It is a standard result from variational analysis that this property® is true if and only if the following
inequality is satisfied (see Theorem 5.1 in Cornejo et al. (1997) or Proposition 3.1 in Lemaire (1998))

(Vm € dom9¢)  [[0p(m)]| - = p.

Our goal now is to prove the above inequality, from which the conclusion will follow. Let us consider
m ¢ argmin ¢, and use standard calculus to write

n

00(m) = > senlm — gi) = > (senlm; — (9:):)),y,a = 5 ( D senlm; — (90,))
i=1 i=1

—1,.d
i=1 ey

Our goal is to show that [[0¢(m)|- > L, which is equivalent to show that || 3!, sgn(m — g;)[|- > 1.
Because m ¢ argmin ¢, we know that 0 ¢ 9¢(m) so there must exist a coordinate j such that the j-th
coordinate of d¢(m) does not contain zero, in other words such that 0 ¢ >, sgn(m; — (g;);). Using the
fact that || - |2 > || - |lec, We can therefore lower bound || Y"1, sgn(m — g;)||— > | >, sgn(m; — (g:);)|-.
Let us denote s; := sgn(m; — (g;);), so that we want to prove that |> ! | s;|— > 1. Let us now consider a

few cases.

o If s; = {+1} or {—1} for every ¢, then > ! | s; is a singleton. Furthermore it is a sum of relative
numbers, so Y ., s; € Z. But we also know that 0 ¢ >"" | s;, so we conclude that > 1 | s; € Z*,
and so that |>"" | s;[— > 1.

o If s; = [—1,+1] for every i, then we immediately see that 0 € > " | s; which is a contradiction.

o Otherwise, the s; are combinations of singletons and intervals. Let us note [ = {i : s; = [-1,+1]}
and I’ = {i : s; = {£1}}, which are not empty by assumption. Let us also note k > 1 the cardinality

61t is sometimes referred to as (weak) sharp minima (Ferris, 1991; Burke & Ferris, 1993), (superlinear)(linear) conditioning
(Lemaire, 1992; Cornejo et al., 1997; Lemaire, 1998), or error bound (Lewis & Pang, 1998).
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of I, so that },_; s; = [k, +k]. We also introduce s := )., s; € Z. Now we can write

n
| Z si|l- = _inf
i=1 tey

=1

tl= inf |t +s| =d(s; [k, +k]),
= nf (] = d(ss [k )

S; )

where the latter is the distance from the number s to the interval [—k, +k]. Now remember that
0¢ > ", s;, so this distance cannot be zero, which means that |s| > k. Moreover both s and k are
rational numbers, so this distance must be greater or equal to 1. This concludes the proof.

C Supplementary Information on Experiments

This section provides additional information for the experimental setup.

For the language modeling experiments, all details are identical to Kunstner et al. (2023), Section A.1. They
also provide implementations for all tasks at https://github.com/fKunstner/noise-sgd-adam-sign,
which we use. For the training runs for language modeling, we use batch size 256 for PTB, 320 for WikiText-2,
and 32 for SQuAD.

C.1 Additional Plots

Ablations for Fig. 3 . We provide two ablation studies for the experiment on gradient estimation on
heavy-tailed synthetic data. First, Fig. 8 (left) shows that for Gaussian noise (o = 2), the performance of
momentum can surpass V/CClip depending on selection of the step size 7. However, this does not fix the
issue of a quickly degrading performance for momentum, when o decreases.

Second, Fig. 8 (right) shows the performance under skewed heavy-tailed noise; for this, we set the skewness
parameter of the a-stable distribution to one.

101 101
5 :
t 1009 4 h 1009 4
¢ @
E P
2107 21071
o <
£S) ©
(=1 ~
E 1072 momentum E 10724 momentum
=2 vclip [N vclip
=@= cclip =@= cclip
3 =@= huber 5 =@= huber
1073 4= ; " - " 1075 = " . . .
0.50 0.75 1.00 1.25 1.50 0.50 0.75 1.00 1.25 1.50
1/a 1/a

Figure 8: (Left) Same as Fig. 3 but with 7 = 0.001. Here, momentum performs best for Gaussian data, but
still becomes instable when the noise is more heavy-tailed. (Right) Same as Fig. 3 but with skewed noise.
Here, the median of the noise is no longer zero, which explains the failure of V/CClip.
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Figure 9: Least-squares problem (same as (S1)) for Huber with different values of 4 and 7. Setting 7 = 1.0
performs relatively well across the selected range of values of pu.

Full gradient estimation with fixed weights. Here, we show the results for estimating the full gradient
of a transformer architecture, with weights fixed at initialization. Fig. 10 shows the results for PTB where we
tried three different batch sizes {64, 256,1024}. Fig. 11 shows the results for WikiText-2.

We remark that in this experiment only, we have used the first order approximation of (7), namely m;4q =
(1 —7)m; + 7g;. That is, we replace 1 Wwith its first-order Taylor approximation around zero, which is
equal to 7. As the value of 7 is small, this has negligible impact on the result: for example, if 7 = 0.01, then

14% ~ 0.0099.

Discussion. From Fig. 10, we observe two phenomena: in the long run, momentum attains the lowest error
for estimating the full batch gradient. However, the initial decrease of the error is much faster for CClip,
followed by VClip. This is important when using these estimates within a training setup such as (13), where
we only do one iteration of gradient estimation, followed by an update of the weight (and hence a change in
the full-batch gradient). Secondly, we observe that the difference in convergence speeds is most pronounced
when the batch size increases. Hence, being robust to outliers seems not to be solvable only by increasing
the batch size and thus decreasing the noise of the mini-batch gradient. In fact, the contrary seems to be
the case. This is similar to the observations made in Kunstner et al. (2023).

o batch size 64 batch size 256 batch size 1024 momentum
10 0 vclip
Lﬁ ) == cclip
S %Mi&«-ﬂn—'ﬁi
;107 v ¥ ol
g 8 v \\
10_2 T T T T
0 2 0 2 0 2 O rt=0.01

Epoch v 7=0.1

Figure 10: Encoder transformer on PTB dataset, with weights fixed at initialization. We use momentum,
clip, ; and clip, 5 to estimate the full-batch gradient.
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o batch size 80 batch size 320
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Figure 11: Encoder transformer on Wikitext-2 dataset, with weights fixed at initialization. We use mo-

mentum, clip, ; and clip, , to estimate the full-batch gradient.

C.2 Learning Rate Values for Transformer Training

Here, we report for each of the language modelling tasks, the learning rate value that is displayed in Fig. 5.
For each method, we tuned the learning rate over a set of values 107 for a suitable interval of integer numbers

jEL.

Table 1: Tuned learning rate values used for each method. All methods use constant learning rates. For
SGD-M, tuning information is also reported in Section C.1 in (Kunstner et al., 2023)).

Name | SGD-M clipped-SGD VClip CClip  Adam

PTB 1.0 3.16 3.16  0.316  0.001

WikiText-2 | 0.316 3.16 1.0 0316  0.001
SQuAD 0.316 1.0 0.316 0.1  0.000316
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