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Abstract

Achieving Artificial General Intelligence (AGI) requires Al agents that can not
only make strategic decisions but also engage in flexible and meaningful com-
munication. Inspired by Wittgenstein’s language game theory, we propose that
language agents can learn through in-context interaction rather than traditional
multi-stage frameworks that separate decision-making from language expres-
sion. Using Werewolf, a social deduction game that tests language understanding,
strategic interaction, and adaptability, as a test bed, we develop the Multi-agent
Kahneman-Tversky’s Optimization (MaKTO). MaKTO engages diverse models
in extensive gameplay to generate unpaired desirable and unacceptable responses,
then employs KTO to refine the model’s decision-making process. In 9-player
Werewolf games, MaKTO achieves a 61% average win rate across various mod-
els, outperforming GPT-40 and two-stage RL agents by relative improvements of
23.0% and 10.9%, respectively. Notably, MaKTO also demonstrates human-like
performance, winning 60% against expert players and showing only 48.9% de-
tectability in Turing-style blind tests. Code and data are available at project page
https://reneeye.github.io/MaKT0.html.

1 Introduction

Building language agents capable of both decision-making and dialogue represents a crucial pathway
toward Artificial General Intelligence (AGI) [1} 213, 14]]. This pursuit necessitates a deep understanding
of the intrinsic relationship between language and intelligence. Wittgenstein’s Language Game Theory
offers a profound insight: meaning emerges from linguistic and non-linguistic interactions, regulated
by social rules, forming language games (Fig[Ik) [5116]. This contrasts with his earlier Tractatus view
of language as logical reality-mapping (Fig[Ih). This theoretical perspective points to the value of
grounding Al development in practical language use and authentic interactive contexts [[7, 18} 19, 10} [11].

Social deduction games (SDGs) serve as excellent testbeds for validating these theoretical principles,
with self-contained language-game environments that test multiple capabilities including linguistic
skills, strategic social interaction, and adaptability [[12, (13} |14} [15} 16, [17]. These games provide
quantifiable metrics like completion and win rates, enabling direct comparisons between human and
Al performance. The Werewolf gam as a popular and typical social deduction game, exemplifies
these characteristics, making it a challenging testbed for Al agent [[L8, 19,20} 21} 22].

Current approaches to building Al agents for Werewolf game often decouple language processing
from decision-making [23| 211 24], echoing the limitations of the picture theory in Fig[Th — where
complex social dynamics are oversimplified into rigid representations. For example, Wu et al. [21]],
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Figure 1: Language Theory and AI Architecture: Traditional vs. Language Game Models.(a)
and (b): Multi-staged framework that separates language and decisions. (c) and (d): our proposed
framework inspired by Wittgenstein’s language game theory, integrating language, actions, and
intentions in a multi-agent game.

as illustrated in Fig. [T, applied an classic RL model for decision-making or intention generation,
then followed by an LLM for dialogue generation. However, they compressed the language input
into structured facts, limiting generalization and cross-environment strategy transfer.

However, the paradigm of separating language processing from decision-making essentially contra-
dicts the central claim of Wittgenstein’s theory of language games - that there is an intrinsic unity
of language, intention, and action [25]]. Motivated by this, we introduce Multi-agent Kahneman &
Tversky’s Optimization (Multi-agent KTO, MaKTO), where the language models learn through
direct interactions with different agents or models. Specifically, MaKTO /) builds on KTO for
efficient training, 2) employs multi-agent gameplay with a diverse model pool instead of self-play, to
enhance the generalization, and 3) uses stepwise preference selection preference data selection using
heuristic, voting-based, and verifier-based methods, rather than simple win-loss outcomes. To help
the model rapidly acquire domain-specific knowledge of terminology and strategies in Werewolf, our
training process also incorporates behavior cloning using game-specific terms, strategy guides, and
expert-annotated gameplay records with chain-of-thought [26] before MaKTO to optimize action
decision-making in gameplay.

We perform various experiments, including tournament evaluation, Turing-style detectability test,
behavioral analysis, generalization ability test, and ablation studies. The experiments show that
MaKTO achieved an average win rate of 61% in 9-player Seer-Witch-Guard games against various
models such as GPT-40, Claude-3.5, and multi-staged RL agent. This outperformed both GPT-40
and the two-stage RL agent, with relative improvements of 23.0% and 10.9%, respectively. In
head-to-head matches against human expert players, MaKTO reaches a comparable average win rate
of 60%. Also, its conversational style is less distinguishable from humans, with only 48.9% accuracy
in the Turing-style detectability test. Our contributions are:

* We propose Multi-agent KTO (MaKTO), a method that enhances LLMS’ strategic reasoning in the
game environment through multi-agent interactions, without requiring paired data.

* We create a large-scale dataset of expert Werewolf players’ utterances and actions during gameplay,
as well as the abundant COT behind their decisions, allowing for effective behavior cloning and
fine-tuning of LLMs.

* We perform extensive experiments to show that our model achieves human-level performance and
strong generalization capabilities across different game settings.

2  Our Approach

In this section, we describe in detail our training method (Fig. [2) in detail, including expert data
collection, behavior cloning, and multi-agent KTO.
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Figure 2: The overall training process consists of (1) behavior cloning using instruction data (§2.2)
and (2) multi-agent KTO(§2.3). In multi-agent gameplay, we randomly assign roles to agents
to create diverse interactions that optimize the target model. A stepwise selection process (right)

identifies quality preferences using heuristic , staged voting , and verifier-based methods for KTO
optimization.

2.1 Expert Data Collection

Despite various meticulously designed prompting methods [[18} 127, [28},29]], LLMs still exhibit a huge
difference in language style and strategy play from real Werewolf players. While Automatic Speech
Recognition (ASR) systems enable the collection of textual data from online Werewolf games [21],
they cannot capture players’ underlying reasoning. To address these issues, we collaborate with 17
experienced Werewolf players, including individuals with over a thousand games of experience and
competitive tournament participants, to annotate the dataset. We also ask these expert players to
document their thought behind each decision during the game. Our dataset consists of:

Gameplay record: Contains the nighttime action records of special-role villagers and werewolves,
daytime speeches and votes of players, and post-game reviews.

Thinking process annotation: Documents players’ reasoning for:

* Action: the rationale behind night actions (e.g., seer’s checks, werewolf’s kills)

* Speech: outline of the speech, the identity predictions for other players, and the call for the vote.

* Voting: detailed reasons for voting and player identity predictions; Players are also required to
distill the day’s events into a consolidated record, create notes, and formulate a rudimentary strategy
for the next game phase.

We collected 331 annotated Werewolf games from 17 expert players via our platform, with 51
additional games reserved for LLM evaluation in Sec. [3.3] Detailed statistics are in Appendix

2.2 Behavior Cloning

Due to the scarcity of high-quality data in Werewolf domain, existing LLMs generally lack a profound
understanding and do not possess sufficient reasoning logic to support advanced gameplay. We address
this by creating a comprehensive, multi-level instruction dataset for supervised fine-tuning (SFT), as
shown in Fig.[2}Step 1. Our instruction data is derived from three sources: (1) Fundamental game
comprehension: the explanation of game terminology and jargon. As players continuously innovate
within the game, specialized shorthand terms for efficient communication have emerged. For example,
the term “Goldwater” refers to players verified as innocent through Seer’s investigation. (2) Advanced
gaming techniques: text collected from experienced players’ online strategies, providing guidance
for common game scenarios. For instance, it includes expert tips on how werewolves can effectively
impersonate the Seer role and mislead the villagers. (3) Authentic gaming behavior: Derived from
expert-annotated gameplay data in Section [2.I] Benefiting from the annotated thinking process,
we structure them into a “think-before-respond" format, enabling the model to truly comprehend
the logic behind each stage of the game. For action, we first output the reason and then the target
object. For speech, we output expected labels for others and voting intentions as the outline before
generation. For voting, we output a summary of the day’s events, followed by the chain-of-thought
and the voting target. See Appendix [C|for the examples of the data format. Additionally, we designed
a role prediction auxiliary task, which involves predicting each player’s role at the end of each day
based on known speech, voting, and elimination information.



2.3 Multi-agent KTO

Although the SFT training enhances the model’s comprehensive understanding of the Werewolf game,
it faces two major challenges: the characteristics of the game and limitations in human-annotated
data. In Werewolf, individual actions (like Seer’s claims or Witch’s poisoning) subtly influence
outcomes, yet team victory doesn’t ensure optimal individual play. Additionally, even expert data
includes both good and poor decisions from winners and losers, making it challenging to evaluate
individual choices based solely on game outcomes. To address these challenges, we develop Multi-
agent KTO (MaKTOQ) to mitigate such suboptimality. MaKTO features three key aspects: /) It
employs the Kahneman-Tversky Optimization (KTO) algorithm [30] for decision refinement. 2) It
adopts multi-agent gameplay to get diverse training data. 3) Instead of optimizing the entire trajectory
based on win/loss outcomes, it optimizes step-wise policies.

Kahneman-Tversky Optimization We argue that KTO is particularly suitable for such a multi-agent
language game for two reasons. 1) Multi-agent environments are more complex than single/two-agent
scenarios, where single-agent interactions with the environment often yield clear feedback, while
interactions between agents can have countless possibilities. Moreover, multi-agent dialogues have
huge action spaces, leading to sparse trajectory sampling. This makes online reinforcement learning
algorithms slow to converge and hard to train. KTO, similar to offline RL, offers a viable solution. 2)
Unlike preference optimization algorithms such as DPO [31]] and its variants [32} 33|34} 35,136], it is
nontrivial to get “prompt-chosen-reject” paired data. However, you can determine whether an
output is acceptable or not through game rules and feedback from other agents. KTO, not requiring
paired data for training, makes it ideal for such “try once” scenario in multi-agent preference
optimization. The loss function of KTO is in Appendix

Multi-agent Gameplay We find that in multi-agent settings, merely SFT or self-play can lead to rigid
strategies and poor generalization (analysis in Sec.[3.6). For example, we find that although the model
performs well in scenarios with two players claiming to be the seer, its performance significantly
deteriorates when only one or more than three players claim this role. We argue that in multi-agent
environments, the diversity of peers and opponents is crucial. Therefore, instead of relying on
self-play, we employ a multi-agent play using a diverse model pool — including various SFT models
(from Llama3. 1, Qwen2.5), off-the-shelf LLMs (GPT-4o0, and Claude-3.5), and the agent that uses
RL for decision-making and LLM for speech generation. We then randomly select models from the
model pool and assign them to different roles in the game. The multi-agent interactions allow for the
exploration of a broader strategy space and avoid overfitting to specific policies.

Stepwise Preference Data Selection Defining all actions in an agent’s trajectory as desirable or not
based solely on the faction’s win/loss result is too simplistic. Fortunately, Werewolf’s alternating
day-night gameplay allows for a more nuanced selection of the desirable and unacceptable step-wise
process policies. Specifically, we employ three methods (detailed criteria see Appendix D)

» Heuristic-based selection identifies actions based on role-specific strategies and game rules,
focusing primarily on nighttime actions and voting phases. For example, werewolves targeting
special roles is desirable while not attacking is unacceptable, and for witches, successfully poisoning
werewolves is desirable. For voting, unified voting of the villagers against werewolves is preferred,
while infighting or vote-splitting, thus weakening the villager team’s position, is discouraged.

» Staged voting-based selection uses voting outcomes to assess speech quality. Intuitively, players
who voted out likely gave suboptimal speeches, either failing to defend themselves or contradicting
others’ observations. Special role players (seer, witch) face stricter evaluation, with receiving
majority villager votes considered unacceptable.

* Verifier-based selection employs strong external LLMs, like GPT-4o to verify speech consistency
with game facts and events. This can reduce the hallucination by performing fact consistency
checks, as well as logical coherence and self-contradictory.

3 Experiments

In this section, we first evaluate our approach in 9-player Seer-Witch-Guard Werewolf games through
tournaments, human-Al competitions, and Turing-style detectability tests. We then analyze MaKTO’s
superior performance through behavioral studies, test its generalization capability with a new Hunter
role in a new game setting, and validate key components through ablation studies. The implementation
details are in Appendix [E}



Table 1: Average win rates of the models in the Seer-Witch-Guard setting. A win rate above 0.5
and in bold indicates that the model in the row significantly outperforms the model in the column
(Chi-square test, p-value<0.05).

| GPT40_mini GPT40 Claude | Mix | SFT-14b SFT-72b MaKTO-72b | Avg.
GPT4o_mini 0.50 0.44 023 | 0.13 0.23 0.24 0.12 | 0.270
GPT4o 0.56 0.50 0.66 | 0.56 0.44 0.40 0.35 | 0.496
Claude 0.77 0.34 0.50 | 0.46 0.48 0.44 0.38 | 0.481
Mix [21] \ 0.87 0.44 054050 | 058 0.45 047 | 0550
SFT-14b 0.77 0.56 0.52 | 0.42 0.50 0.57 049 | 0.547
SFT-72b 0.76 0.60 0.56 | 0.55 0.43 0.50 042 | 0.546
MaKTO-72b 088 065  0.62 | 0.53 0.51 0.58 0.50 | 0.610

3.1 Tournament Win Rate Evaluation
3.1.1 Inter-agent Tournament

Experimental Setup We evaluate our approach against several strong baselines: API-based LLM
agents (GPT-40, GPT-40-mini, and Claude-3. 5-SonnetE| using chain-of-thought prompting [26]),
the Mix agent combining LLM with RL policy for decision making following [21]], and SFT models
(based on Qwen2.5-14b/72b-instruct) trained on our expert-annotated dataset.

the Mix agent. Directly optimizing LL.Ms with online RL in complex multi-party dialogue games
is computationally prohibitive, particularly as individual desirable actions do not guarantee victory.
Therefore, we elaborate on the Mix agent here, as it provides a strong online RL benchmark.
This agent adopts a Cicero-like approach [37, 21]] that decouples decision-making from expression.
Specifically, it employs a policy network trained with an AlphaStar-like multi-agent reinforcement
learning (MARL) approach [38]]. The policy network is trained through extensive self-play, guided
by a reward function that combines both the final game outcome (win or loss) and the stage outcome
(survived or eliminated). This policy model operates on structured inputs converted from game
actions and dialogue, while the LLM (e.g. GPT-40) serves as a separate “expressor’ to articulate the
policy’s decisions. This agent therefore serves as a strong point of comparison for our method.

Head-to-head Competition In head-to-head compe- Win Rate of the Villagers
titions, where one model controls the entire villager ool
team (6 agents) and another controls the werewolf
team (3 agents), MaKTO-72b achieved a 61% aver-
age win rate across 100 games (50 games per faction),
significantly outperforming all baselines (Table [I]).
Notably, while the Mix agent showed strong perfor-
mance as villagers, it struggled as werewolves due to
overly aggressive strategies and policy contradictions
(Fig. [3). When comparing SFT models of different
sizes (14B and 72B), we observed similar win rates 3 s
but significantly fewer factual hallucinations in the ;
72B model’s generated speeches. GPTiomn  GPTdo  SFFlb ST KIOTZH M

The Werewolves

The Villagers

Random Competition In random competitions with Figure 3: Villager win rate matrix of the
diverse role assignments across 260 games, MaKTO- head-to-head competition: villager (y-axis)
72b achieved the highest TrueSkill rating [39] (Fig.@). vs. werewolf (x-axis). Lower left: higher val-
This format better reflects the model’s adaptability ues for better villagers; Upper right: lower
across different roles and team compositions. Par- values for better werewolves.

ticularly, MaKTO-72b significantly outperformed

GPT-40 when playing as the Seer, suggesting more persuasive statements and better trust-building
capabilities. Compared to SFT-72b, MaKTO-72b also exhibited higher winning rates when playing
as Guard and Witch, demonstrating better strategic skill usage.

“Model Versions: GPT4o0-mini: gpt-40-mini-2024-07-18, GPT4o: gpt-40-2024-08-06, Claude-3.5-Sonnet:
claude-3-5-sonnet-20241022.
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Figure 4: Results of 260 random competitions in 9-player Seer-Witch-Guard game setting.

3.1.2 Human-AI Tournament

Experimental Setup To evaluate our model’s performance in real-world games, we conduct human-
Al tests with 14 experienced human players (1000+ games each) through head-to-head and random
competition. Unlike previous studies [20} 21]] that only introduced single AI or human players, we
involve multiple human players and Al models, creating more challenging and realistic environments.

Head-to-head Competition We evaluate MaKTO in Table 2: Win rate of MaKTO-72b in head-
20 head-to-head Seer-Witch-Guard competition (10 ¢, head competition with humans in 9-player
games for each side), where MaKTO-72b plays all Seer-Witch-Guard setting.

villagers or werewolves independently, and the op-

posing side are played by humans. MaKTO-72b &
achieved a 60% win rate (5/10 as villagers, 7/10 as | Villager | Werewolf
werewolves; Table[2), indicating that it is on par with MaKTO-.72p | Villiger | - | 05

high-level human players. | Werewolf | 0.7 | -

Random Competition We also evaluate in random

competition for 30 seer-witch-guard 9-player games, where each player is randomly selected from
2-7 human players and the model pool (including GPT-40, Mix agent, SFT-72b, and MaKTO-72b).
As in Fig. 5] MaKTO-72b achieved a win rate 61.8%=8.3% win rate, ranking fourth among all
players and surpassing the average human win rate of 54%. This shows that MaKTO-72b has strong
adaptability against both human and AI opponents.

_ 76.1%  76.6%
$75

SRl e g

% 60 (e Average Human 3 |asew T

= 50.0% <0

© 2

i 45 H H H H H 40.9% 3

— 36.4% s
25

=30 ﬂ ﬂ ﬂ i g

W \a:)m\sov\“ WO 0 1 oo \*96‘?/\0@“&%\9»3W&“sﬁv
0 N
:"L A O‘Aaﬂo’ﬂb s("ﬂb W e
Figure 5: Win rate of players in random competition. H1-14 stand for the Figure 6: Human de-
win rate of human players. tection accuracy.

3.2 Turing-style Detectability Test

We conduct rigorous Turing-style blind detectability tests in both competitions. We require each
human player to explicitly judge whether every other participant is human or Al, without any
prior knowledge of Al presence. This mandatory assessment provides a rigorous human similarity
assessment. MaKTO achieves detection accuracy of only 48.9% (Fig.[6), lower than random chance,
indicating that our model successfully passes this specialized Turing test by convincingly emulating
human-like gameplay characteristics and social behaviors. On the contrary, GPT-40 has a much
higher detection rate (76.6%) due to the significant differences in speaking style and voting behavior
from human players.



3.3 Behavioral Analysis

3.3.1 Comparison with Baseline Model

In order to understand why MaKTO has a

. . . As Villager As Werewolf
higher win rate in tournaments, we analyze the ~_ 100

1
| 3 SFT-72b

. .. ’ S
behaviors and d601s.10ns genqrated during the 8 75 | g MaKTO-72b
tournament. For a fair comparison, we selected »
GPT-4o as the opponent. We run 50 games be- 'S 50
tween both sides and compute the proportion g 25
of behavior occurrences as metrics. Results are 0
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When the trained models played as villagers Table 3: Behavioral Analysis: model performance
against GPT-40 werewolves, we evaluate vot- as villagers (left) and werewolves (right) against
ing accuracy (Vote Acc.). For special roles, GPT-40. For werewolf, lower opponent scores in-
we examine: Seer’s werewolf identification ac- dicate better performance of the model.

curacy (Werewolf Check), Witch’s first-night

rescue rate (Save @ Night 1), werewolf poisoning accuracy (Correct Poison), and Guard’s special
role protection rate (Protect God). Fig. E| (left) shows that MaKTO outperforms the baseline SFT
model across all the metrics, which yields a higher villager win rate. These improvements can be
attributed to the stepwise decision rewards and penalties in the MaKTO training.

When our models played as werewolves against GPT-4o villagers, we evaluated the opponent’s
behavior instead of our model’s direct performance. The rationale behind this approach is that better
werewolf deception leads to more opponents’ confusion and mistakes. Specifically, we measured
the following metrics of the GPT-40 opponents: /) Voting abstention rate (Abstention): Higher
rates indicate difficulty identifying werewolves. 2) Seer’s werewolf identification rate (Seer Check,
see Table[I5]for specific values): Lower rates suggest successful misdirection. 3) Witch’s villager
poisoning rate (Mispoison): Higher rates indicate better werewolf concealment. 4) Guard’s werewolf
protection rate (Misprotect): Higher rates suggest effective deception. All the fine-grained metrics
of MaKTO are better than the SFT model, which shows that MaKTO werewolf has a superior
camouflage capability in the game.

3.3.2 Comparison with Human

A feature of the Werewolf game lies  Typle 4: Offline results of human annotators and LLMs. The
in its prevalence of deception, partic-  gld number represents the best results of the models, and

ularly among the werewolf players. e ynderlined number represents the second best.
Werewolves never openly admit their

identity in daytime discussions; in- Vote  Abstent | Align. Wolf-pred.
stead, they make up various identities Acc(T)  Rate(]) | Ace.(T) F1(H
and stories to protect themselves. It  GPT4o_mini 67.2% 04% | 68.1% 0.519
becomes important for villagers to cor- ~ GPT4o 69.4% 23% | 68.0% 0.587
rectly predict who is the werewolf, so ~ Claude 68.4% 1.0% | 75.2% 0.651
that they can cast the right vote. S0~ Quwen2.5-14b | 61.0%  4.1% | 61.1% 0.528
in this experiment, we compare the  Qwen2.5-72b | 66.5% 04% | 63.9% 0.552
correct judgments of the villagers and SFT-1db 0.8% e p— o7
: - 8% 1% 9% .
compare them with humans. SFT-72b 711%  58% | 79.3% 0.734
We separate 51 matches from the an- MaKTO-72b | 73.8% 1.5% | 78.4% 0.734
notated data as the test set, excluding HUMAN | 76.7% 48% | 76.1% 0.742

them from the training dataset. The
evaluation covers 484 voting events
and 5130 identity predictions. The results are presented in Table[d] In terms of voting, we evaluate the
voting accuracy, that is, the accuracy of gods and villagers voting for werewolves; and the abstention
rate. MaKTO-72b achieves the highest voting accuracy. In terms of identity prediction, we evaluate
the accuracy of side alignment (Align. Acc.), that is, correctly predicting gods and villagers as the
good identity and werewolves as the bad identity; and the F1-score in predicting werewolves (Wolf-
pref. FI). The trained models show significant improvement over the base model like Qwen2.5-14b



and -72b-instruct, which demonstrate the effectiveness of the expert data we collected. Also, we
notice that, the SFT models and MaKTO even achieve higher side alignment accuracies than human.

3.4 Generalizing to Other Game Setting

Another advantage of our model lies in its cross-game generalization capability, which we test by
varying both the game’s role and its scale.

Adaptability to New Role in the Game. First, we assess MaKTO’s ability to adapt to a rule
change by introducing a new role - the Hunter—in place of the Guard. The Hunter can choose to
eliminate another player upon their own elimination. We conduct tournament experiments in the Seer-
Witch-Hunter setup. In this new game setup, where Hunter replaces Guard, the policy model of Mix
agent (trained on Seer-With-Guard setup) no longer remains effective, whereas MaKTO continues to
perform exceptionally well (Table [5). Despite being trained only on Seer-Witch-Guard gameplay
data, MaKTO still outperforms SFT models, demonstrating strong adaptability and generalization
capabilities.

Table 5: Average win rates of the models in the 9-player Seer-Witch-Hunter setting. A win rate
above 0.5 and in bold indicates that the model in the row significantly outperforms the model in the
column (Chi-square test, p-value<0.05).

| GPT40o_mini GPT40 Claude | SFT-14b | SFT-72b MaKTO-14b MaKTO-72b | Avg.
GPT40_mini 0.50 0.48 0.15 0.33 0.37 0.26 0.29 | 0.340
GPT4o 0.52 0.50 0.72 0.62 0.50 0.52 0.54 | 0.560
Claude 0.85 0.28 0.50 0.62 0.53 0.46 0.37 | 0.516
SFT-14b 0.67 0.38 0.38 0.50 0.53 0.48 0.51 | 0.493
SFT-72b 0.63 0.50 0.47 0.47 0.50 0.51 0.48 | 0.507
MaKTO-14b 0.74 0.48 0.54 0.52 0.49 0.50 0.46 | 0.533
MaKTO-72b 0.71 0.46 0.63 0.58 0.52 0.54 0.50 | 0.563

Generalization to Larger Game Scales. To fur- T,pie 6: Average win rates of models in un-
ther probe its generalization, we evaluated MaKTO seen 10- and 12-player settings. MaKTO con-
in even more complex scenarios with a larger number sistently tongton baselines. See Appendix|[C]

of players: a 10-player game (with either a Guard or ¢, detailed head-to-head results.
a Hunter) and a 12-player game. These settings intro-

duce different strategic dynamics and were entirely ~ “dels 10-Player  10-Player  12-Player
e . w/ Guard w/ Hunter
absent from the training data. The results in Table CPTa 0335 0320 e
. . -40 e . .
6.show that MaK’IO-72b consistently achieves the ¢ de 0.465 0.573 0.488
highest average win rate across all three larger-scale  SFT-72b 0.575 0.523 0.485
settings. Taken together, these results demonstrate =~ MaKTO-72b |  0.625 0.585 0.605

that MaKTO learns robust, transferable strategic reasoning, rather than merely overfitting to its
training configuration.

3.5 Comparison between MaKTO and Long-COT Reasoning Model

An interesting question is how our MaKTO compares to long-COT reasoning models [40, 41]]
in the Werewolf game. We conducted win rate comparisons between reasoning models and
MaKTO models of equivalent size in the Werewolf testing environment. Results (Tab. [/) show
that MaKTO-14B achieves a 74% overall win rate (70% as werewolves, 78% as villagers) against
DeepSeek-R1-Distill-Qwen-14B [41]], and comparable-sized MaKTO-72B achieves an 84% win
rate against R1-distilled-70B. RL LLMs trained on math and coding tasks fail to generalize to the
social deduction games, like Werewolf. While R1 models make conservative statements (e.g., a Seer
might say “I found a suspicious player but cannot reveal who), making it vulnerable to attacks and
losing trust from villagers, MaKTO models develop more sophisticated social strategies through
diverse interactions. For example, when a werewolf’s false claim draws suspicion, the werewolf team
might strategically eliminate this werewolf to cast doubt on the real Seer in subsequent rounds. Note
that while we applied "think-before-respond," the tokens in the thinking are fewer than those in the
reasoning models. We believe that long-COT and our MaKTO are not mutually exclusive, but this
paper focuses on the training method, with their integration left for future work.

3.6 Ablation Studies

In the ablation studies, we reveal two crucial design in MaKTO — multi-agent gameplay and
step-wise preference data selection. Note that all experiments use the 14B model.



Table 7: Win rate for MaKTO and DeepSeek-R1-Distill models in 9-player Seer-Witch-Guard game.

Wining rate of 14B models

| GPT-40  R1-Distill-Qwen-14b | MaKTO-14b | Avg. Win Rate
GPT-40 ‘ 0.50 0.89 ‘ 0.37 ‘ 0.630
R1-Distill-Qwen-14b 0.11 0.50 0.26 | 0.185
MaKTO-14b | 0.63 0.74 | 0.50 | 0.685

Wining rate of 70B/72B models

‘ GPT-40 R1-Distill-Llama-70b ‘ MaKTO-72b ‘ Avg. Win Rate
GPT-40 ‘ 0.50 0.79 ‘ 0.35 ‘ 0.570
R1-Distill-Llama-70b 0.21 0.50 0.16 | 0.185
MaKTO-72b | 0.65 0.84 | 0.50 | 0.745

Q1: Multi-agent Play or Self-play?
MaKTO requires playing with various
agents to select preference data for
training. We compare MaKTO with

Table 8: Ablation study for MaKTO and other KTO train-
ing methods. Self-play: preference data from SFT-14B vs.
SFT-14B games. w/o gp: preference data from annotations
only without actual gameplay. All models are in 14B size.

Self-play KTO, where an SFT-trained

. Ma-  Self- /o | Ave
model epgalgfes in nllimerousf battles gnly ‘ GPT-4o Mix | SFT | KTO play 'sp | Win
against itself to collect preference data GPT-40 0.50 0.56 | 044 | 037 0.56 0.64 | 0.514
for tralnlng. To ensure falmeSS, both Mix 044 050 | 0.58 0.55 071 048 | 0553
methods used 20k training samples.  —ger™"4 207507 048 038 066 | 0499
From Table [8] multi-agent play sig-

ificantly outperformed self-play KTO RTO methods
nihicantly outpert play > MaKTO 0.63 045|052 | 050 050 057 | 0.534
achieving a 4% higher average win rate. Self-play 044 029 | 0.62 | 050 050 0.56 | 0.483
While Self_play KTO showed Competi_ w/o gp 036 031 | 0.34 043 044 0.50 | 0374

tive performance against SFT models, it significantly underperformed against diverse opponents like
GPT-4o0. This demonstrates that exposure to diverse opponents is crucial for developing robust strate-
gies, similar to findings in population-based training [42,[20]. Additionally, we find that preference
data can be also obtained from annotated data without engaging in gameplay (w/o gp). But this
results in a substantial 13% decrease in average win rate, highlighting the importance of interactive

gameplay in our approach.

Q2: Step-wise Selection or Selection based
solely on results? MaKTO uses stepwise ac-
tion selection, while an alternative can simply
collect preference trajectory data from win/loss
outcomes. Which is better? Table[9]shows the
comparison of win rates — stepwise preference
selection proves superior to trajectory-based se-
lection. This means a final reward does not nec-
essarily indicate that all actions in that trajectory
are desirable, and vice versa. Selecting data
based on trajectory outcomes leads the model to
learn suboptimal actions and wrongly penalize
desirable ones, resulting in a lower winning rate.
This also confirms our hypothesis that game out-

Table 9: Ablation study for MaKTO and other
KTO training methods. Step (Ours): Selecting
desirable/unacceptable actions according to prede-
fined criteria. Traj.: Selecting desirable actions
from winning trajectories and unacceptable actions
from losing trajectories. All models are in 14B.

MaKTO Avg.

GPT-40 Mix | SFT | Step Traj. | Win

GPT-40 0.50 0.56 | 0.44 | 037 045 | 0.456

Mix 0.44 050 | 0.58 | 0.55 0.63 | 0.550

SFT | 0.56 042 ] 0.50 | 048 0.54 | 0.496
MaKTO with different action selections

Step(Ours) 0.63 045 | 052 | 050 0.58 | 0.545

Traj. 0.55 0.37 | 047 | 044 050 | 0.458

comes alone cannot accurately reflect the quality of individual decisions in complex SDGs.

Q3: Contribution of Each Training Stage. To
quantify the contribution of each component of
our pipeline, we compare the base instruction-
tuned model (Qwen2.5-Instruct-72b), the model
after behavior cloning (SFT-72b), and the final
model after KTO refinement (MaKTO-72b). Ta-
ble[T0[shows a clear stepwise improvement. Be-
havior cloning on our expert dataset provides a
massive performance boost of 30.6% over the

Table 10: Component analysis: head-to-head win
rate of the base model (Qwen2.5-Instruct-72b), the
SFT model, and the final MaKTO model against
each other. Models are in 72B.

| Base SFT MaKTO | Avg.
Base 0.50  0.20 0.10 0.267
SFT 0.80  0.50 0.42 0.573 (+30.6 %)
MaKTO | 090 0.58 0.50 0.660 (+8.7%)




base model. Subsequently, MaKTO refinement adds another 8.7% improvement, demonstrating the
distinct value of both high-quality expert data and interaction-based preference optimization.

4 Related Work

SDG as Testbed Social Deduction Games (SDGs) have emerged as useful benchmarks for social
reasoning. They uniquely combine fundamental linguistic skills, higher-level social reasoning
abilities, and adaptability. Recent research has extensively explored various SDGs [28],[13 [14} 15}
43] 144, 17,116, 45], with Werewolf [18,120 19, [22]] becoming a popular testbed for evaluating LLMs’
reasoning through its complex dynamics of deception and cooperation.

LLM-based Game Agents While early game Al relied on reinforcement learning (RL) in envi-
ronments with no or only a little dialogue [46, 47} 48| 49, [37]], LLMs enabled more sophisticated
agent modeling in SDGs, through generative planning [28], memory mechanisms [S0], experience
learning [18} 27], and persona prompting [29]. Existing approaches for Werewolf Al typically adopt
two-stage frameworks: either RL-then-LLM [21] or LLM-then-RL [20}51]], which either compress
the language strategy space or are constrained by generated candidates. We propose integrated
training for LLM through direct interactions. Very recently, Sarkar et al. [52] introduced MARL for
AmongUs with a smaller RWKV-1.5B [53] model, Other research has explored fine-tuning LLMs
for different strategic games like Diplomacy [54]. But these often in settings with more structured
or limited communication, while our method efficiently leverages LLM while maintaining stable
training.

Agent Learning Our approach is closely related to agent learning research. Current methods
generally follow 1) imitation learning with expert trajectory data [55} 56} 157, I58] or 2) learning
through environmental interactions [36 159, 160, |61]]. While some have also explored the gaming
environments [60} 62, |63]], they primarily focus on simpler single/two-agent scenarios. We tackle the
complexity of multi-agent language game environments, requiring better adaptability and robustness.

5 Conclusion

In this paper, we present Multi-agent KTO (MaKTO), a novel approach for optimizing LLMs in
complex social deduction games. It improves LLM’s social reasoning and strategic interactions
through interaction-based feedback. MaKTO beats GPT-40 with 23.0% higher win rates and wins
60% against expert humans, while maintaining human-like conversations. We also contribute a
large-scale expert Werewolf dataset with player actions and their reasoning processes.

Limitations

We identify several limitations. First, for fair comparison, we focus on the rationality of models’
decisions without customizing the different role-playing personas in the system prompt of LLMs.
Second, our current implementation relies on turn-based conversations rather than free-form interac-
tions [50, 164} 165, 166]]. The challenge of modeling unrestricted multi-agent communications, where
agents can interact more naturally and flexibly, remains an important area for future research. Third,
similar to the general limitations of LLMs, our model occasionally exhibits inconsistent behavior and
hallucinations across long conversations, suggesting room for improvement in long-text modeling
capabilities, particularly in maintaining coherence during extended social interactions. Finally, while
Multi-agent KTO provides an easy yet effective training paradigm, we believe that online multi-agent
RL could potentially better, presenting another promising direction for future research.
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A  Game Rules

Werewolf E] is one of the most popular social detection games, typically played with 7 to 15 players.
The game is set in a village where some players are secretly assigned the role of werewolves, while the
majority are villagers. In this paper, we focus primarily on the variant with 9 players: 3 werewolves
and 6 villagers, including special roles of a Seer, a Witch, and a Guard (Figure [7). The gameplay
consists of two alternating phases: night and day. During the night, the werewolves secretly choose
a victim, while the Seer checks one player’s identity, the Witch can use a one-time antidote or
poison, and the Guard protects one player from being killed by the werewolves. In the day phase,
all surviving players discuss and vote to eliminate a suspected werewolf. The game continues until
either all werewolves are eliminated (village wins) or all simple villagers or all special-role villagers
are eliminated (werewolves win). Another variant of the 9-player game introduces the Hunter in
place of the Guard. The Hunter’s skill allows them to shoot and eliminate one player when they are
eliminated.

Night

‘_J
Seer Witch Guard | q ) Last night was peace. Q,
| '”;i x 3. Kill Player 1. There were no deaths Vo @
=== e -2\

| m Player 2 (witch): rm witch. )

. Last night, I saved Player 1. Vill in:

‘ M) Check Player 2:nota Player 3 (werewolf) Im ]Xlst(l All mle ;‘;’,‘Z'Vfo‘fj'e'; are
werewolf. imple villager. I knew nothing ...

eliminated.
Player 4 (Guard) Idon't think ...

VS —_—
= : :
Use antldpte/powson - Player 1 (Seer): I'm the real seer. S ]
ﬂuh H ] fo save/kill Player 1. + Player 1 vote Player 3 7
ML 2 Player2vote Player 3 Werewolves win:

Day =>» Winning

Simple villager x 3 Werewolf x3 [@ Protect Player 4. ] - @ - %ym_m Favers :L&:r::;;(s‘ezzcaﬂttf\gosiféz
= Player 3 is voted out! gods are eliminated.
Game Setup of g players Game Process

Figure 7: The setup and gameplay of the 9-player Werewolf game with special roles of the Seer, the
Witch, the Guard.

Here are the details of the specific game rules:
A.1 Game Objectives

In this game, players are usually divided into two camps: werewolves and villagers. Depending on
their roles, players have distinctive objectives:

* Villagers aim to identify the werewolves and eliminate them through voting. Within the villagers’
camp, there are some special roles with distinctive abilities that can help the villagers secure victory.

* Werewolves’ primary objective is to conceal their true identities, mislead others in discussions to
avoid being voted out, and hunt villagers as covertly as possible.

A.2  Game Process
The game generally includes the following basic procedures.

* Role Assignment: Upon entering the game, player roles are secretly assigned. Werewolves know
each other’s identities, while villagers only know their own role.

* Day-Night Alternation: The game alternates between day and night phases. At night, werewolves
secretly choose a villager to eliminate; some special roles can also activate their abilities at night.
During the day, all players discuss and vote to eliminate the player they believe to be a werewolf,
with the player receiving the most votes being eliminated.

* Victory Conditions: The game ends when one faction achieves its victory conditions. Villagers
win if all werewolves are eliminated. Werewolves win if they eliminate all ordinary villagers or all
special roles.

A.3 Role Descriptions and Different Configurations

Standard configurations for 9-player and 7-player games incorporate six distinct roles: the Seer, the
Witch, the Guard, the Hunter, the Werewolf, and the Villager. Different roles have the following
abilities.

* Seer: During the night phase, the Seer can secretly select a player to learn their true identity
(whether they are a werewolf or not).

>Also known as Mafia, https://en.wikipedia.org/wiki/Mafia_(party_game).
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* Witch: The Witch has one healing potion and one poison potion, each usable only once. The
Witch cannot use both potions in the same night. The healing potion can save a player killed by
werewolves at night. The poison potion can eliminate a player suspected of being a werewolf.

* Guard: The Guard can protect one player each night from werewolf attacks. The Guard can choose
to protect himself or opt not to protect anyone, but cannot protect the same player on consecutive
nights.

* Hunter: When the Hunter is killed by werewolves or eliminated during the voting event, he can
reveal his identity card and shoot a revenge bullet at any living player, causing that player to die as
well. The Hunter can choose not to reveal his card, but once revealed, he must take someone with
him (Note: If the Hunter is poisoned by the Witch, he cannot reveal his card or take anyone with
him).

* Werewolf: Werewolves can choose to eliminate a player during the night phase.

* Villager: Villagers have no special abilities. They can only distinguish the werewolves through
daytime speech and public information.

This paper encompasses four distinct configurations, including the 9-player werewolf game with
three special roles, and the 7-player werewolf game with two special roles:

¢ Seer-Witch-Guard: Includes one Seer, one Witch, one Guard, three Werewolves, and three
Villagers.

¢ Seer-Witch-Hunter: Includes one Seer, one Witch, one Hunter, three Werewolves, and three
Villagers.

* Seer-Guard: Includes one Seer, one Guard, two Werewolves, and three Villagers.

» Seer-Witch: Includes one Seer, one Witch, two Werewolves, and three Villagers.

B Dataset Statistics

17 expert players provide annotations using our self-built annotation platform. Each annotator was
paid much more than the average local salary. We collect 331 Werewolf games for training, including
278 9-player games (Seer, Witch, Guard or Hunter) and 53 7-player games (Seer, Guard or Witch).
We collect 331 matches of Werewolf games annotated by 17 advanced players based on our self-built
annotation platform. This dataset includes 278 9-player games (using the setups of Seer, Witch,
Guard and Hunter) and 53 7-player games (using the setups of Seer, Guard and Witch). Each game
features randomly involved participants and randomly assigned Werewolf roles to guarantee data
diversity. The total duration of the game annotated by the players exceeds 1,000 hours, including
3,759 speech data entries (exceeding 540,000 tokens), 2,698 action events, and 3,875 voting records.

Game Setting Composition of Roles #Games #Speech #Speech Tokens #Action #Vote

9 Plaver Seer Witch Guard 144 1,805 254k 1,387 1,864
Y Seer Witch Hunter 134 1,532 239k 1,001 1,566

7 Plaver Seer Guard 25 203 23k 132 215
Y Seer Witch 28 219 30k 178 230
Total - 331 3,759 545k 2,608 3,875

Table 11: Statistics of the Werewolf game data for training.
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C Data Format of Behavior Cloning

In this section, we show examples of the prompt-response data format (in Chinese and translated
Englislﬁ). Specific dialogue and gameplay processes may be omitted.

System Prompt

RILA B Ao JL—Fb B0 R AR89 2%

ERRBFRT, REBEEIARNEE . RAFRHRK .

IRAF R RF A & REA TF B 7

- MR BERRABRA, FBIRIREMNEE .

- HTRARKE, NOELRAFZRARMNGEZ SN, £ FRIEA ARBEXE
H R AT R 3 R AR

VAT & — Sk AR .

- A ARG EHARENRG . RAM IS TG L, AARASE A THSH .
- BRI HEBRARBHAORFIANE . AL, RARZRE-LHREL. X, A
AAF AR R RN A RBRAGAT, FHRSOREHAK .

- BRAE. BERFTABLE-LEARKENGAE, LR FRREE MO T E0F

- RMEEM . BHRT A AR ZILCITRME F A HFRE R - o RITARAREK
AHRERME . W RBAZRTHALBHRRAARARAE, RAGZLRE .

You are now playing a game called ’Werewolf’ (also known as ’Mafia’).

In this game, players are typically divided into two factions: Werewolves
and Villagers.

- Different roles in the Werewolf game have different objectives:

The Villagers’ goal is to identify the Werewolves and eliminate them through
voting.

- For the Werewolves, their main objective is to hide their true identities,
mislead others during discussions to avoid being voted out, and hunt down as
many Villagers as possible.

Here are some basic rules:

- Identity: Players’ identities are secretly assigned. Werewolves know each
other’s identities, while Villagers only know their own.

- Day and Night Cycles: The game alternates between day and night phases.

At night, Werewolves secretly choose a Villager to eliminate. During the
day, all players discuss and vote on who they believe is a Werewolf, and the
player with the most votes is eliminated.

- Special Roles: There are some roles with special abilities in the game,
such as the ’Seer’ who can learn players’ identities.

- Winning Conditions: The game ends when one group achieves its winning
conditions. If all Werewolves are eliminated, the Villagers win. If the
Werewolves kill all ordinary Villagers or all special roles, the Werewolves
win.

FERZANHERT BOAMNLEI9FT HOLRAK : 6LHRIBLRA . HRTARAAL, 6.
In this game, we have 9 players numbered from 1 to 9: 6 Villagers and 3
Werewolves. Among the Villagers, there are special roles, including:

- MERETR:

- B WS R8O AT RRARA -

- ERBHE AR TARBFEFE -—LRAE FRTHBEOEL LN (REAR
A) .

1 Seer:

Objective: The Seer’s purpose is to help the Villagers identify the
Werewolves. Ability: During the night phase, the Seer can secretly choose
one player and learn their true identity (whether they are a Werewolf or not)
each night.

- ik R

- BAR: k@69 B8R RS AL AR AL R B BIAT R .

- R kBA—MBER—RES . —BRA, BEEUSTRREEN . LB RRAER -}
AL LM EY . BATAARK - LARABRBARZIGRE . FHTUREHR—L
BTHRARAGAE -

%We use Claude-3.5-Sonnet-v2.5 for translation and proofread them manually.
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- 1 Witch: Objective: The Witch’s purpose is to strategically use her
special abilities to help the Villagers. Abilities: The Witch has one
healing potion and one poison potion. Once used, they cannot be used again
in subsequent rounds. The Witch cannot use both the healing potion and the
poison potion on the same night. The healing potion can be used to save a
player who was killed by the Werewolves during the night. The poison potion
can eliminate a player who is likely to be a Werewolf.

- MEFE:

- BAR . FEE G RBMIR ARG HREN RF BHRK .

- B FEERTARY —LRE, BEANZIRANGEK. FTETAZERP AT,
KA BETRP A, 2T EEEEANIRERY A —MRE -

- 1 Guard:

Objective: The Guard’s purpose is to strategically use his special ability
to help the Villagers.

Ability: The Guard can protect one player each night from Werewolf attacks.
The Guard can choose to protect himself or choose not to protect anyone, but
he cannot protect the same player for two consecutive nights.
L2 L@ R -

The rest are ordinary Villagers.

Action
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Prompt:
BARDFHERF . RAW LI ATEL:

In this game, you currently have the following information:

BRELFAR . RO FH A AT X

RERTAER —LRREEARA, R B iz 2 A A Z &1 84 Bh LA & B RPTAH
RA .

1. Character setup:

You are Player 1. Your role is: Seer.

Each night, you can investigate one player to determine if they are a
werewolf. Your goal is to use this information to help other players
identify and eliminate all the werewolves.

2. gg)@ﬁ;:@:

- WA AR B AR BATE B24 .

- SWAEENREA: 15, 2%, 4%, 55, 6%, 8%, ARBHANLRRTABERITER
- iRk B EREREFTE, 65T HNELRA

_BAFHILE . OTRAALABIBRAMEKIEEE, FRPETIERER.

- BEHR.

ERRCEIE RN

2TMFIZL . 3THE,

STREHEL: 35K ;

ZR:BTREBEEFLA -

2. Objective information:

Game progress: The game is currently in Round 2.

Currently surviving players are: Player 1, Player 2, Player 4, Player 5,
Player 6, and Player 8. You can only choose to check among these players.
Action record: In Round 1, the Seer checked Player 5, and Player 5 is a
werewolf.

Hunter’s shot record: Player 9 (Hunter) was killed and eliminated in the
first night, and shot Player 7 upon death.

Voting situation:

Round 1 voting record:

Player 2 voted for: Player 3

Player 8 voted for: Player 3
Result: Player 3 was voted out.

3. ERMEE.

3. Subjective information:

- PIRFIARTAT

Round 1 speeches from all players:

3IFRE: RE—AHR, RREAEMEL, RERANERLL, RBAMT2TKOTH
A2 IEEMBAEE O ORMKRT BAABA, KILEAZHKOFTHFANTT RKM/A, EH KM
BAGRELARBOA L ALBEEEOMTXREFHLRZT . AEITH LAY, HFAR
—B T AMBERIME.

Player 3: I am a villager and have no information from the night. I
strongly condemn the Witch - why didn’t you save Hunter #97 Our good team
has lost a powerful god role, the Hunter, for nothing. I hope that Player

7, who was taken out by Player 9, is the wolf leader. This way, we villagers
still have a chance to win! I hope the Seer in the later speaking positions
can give a good speech, carefully analyze the situation, and make it clear to
the villagers who you are.

AFHE: ...,

Player 4:
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2K RAE—KRHERM, MELEARERST L2, M2AKRRISTHRE AL
2. 15 FRAFRATRORA, TEO1IFRARRE ZRRENER 6T X L BRI H
Rl AREEID4T, RITRAZELER -

Player 2: I’m a villager. Since no one in the earlier positions challenged
Player 5’s claim as the Witch, I consider 5 to be the real Witch. Player 1
is definitely a werewolf falsely claiming to be the Seer. This despicable
werewolf Player 1 is trying to get our esteemed double-potion Witch Player

5 voted out. Today, I’1l side with Player 4 and vote to exile the werewolf
Player 3.

FABARITA TR . WEESALAEGRT . ZAREFEIAGCLE (FAEBLE—FH
A, IAREASHBUEAL)  REXLZHEAINMBLEGSZXER, AR -—FIMARR
BEOEFEZMNELE, BBRERERORAR. HAXRTH ER . R H 8 jsonts X4
BEMEARTET .

You are currently Player 1, a Seer. Please combine the above role settings,
objective information, and subjective information (objective information is
definitely true, while subjective information may contain deceptive content)
to analyze potential alliances based on voting patterns, and further analyze
the hidden true identity information of players. Choose the player you want
to check, and output in JSON format using the keywords ’check’ and ’reason’,
directly outputting the player number.

Response:

{"&gv: v2v, "RE": "ER2FAE, BA2TRFEATARATARELAK, RO H4s
FBR, @ RIEE2S R4TORKAE - "}

{"Check": "2", "Reason": "I checked player 2 because player 2 stated in
their speech that they don’t side with me, but instead want to side with
player 4, who is a bold-claim Werewolf. This made me suspect that player 2
might be player 4’s Werewolf teammate."}

.

Speech

Prompt:

EARDFHERF REAWLEATEEL:

In this game, you currently have the following information:

1. AeRT. hE2FRE.

R Gtk M2 K-

BRERTAER —LREEGARA, R BARAEH AR LR LB LBAREFBRAA
JRA . 1. Role setting: You are player 2.

Your identity is: Seer.

You can check one player each night to see if they are a werewolf. Your goal
is to use this information to help others find and eliminate all werewolves.

2. BAREZE.

- FEAR AR . B AR AATE 2.

- BABEGREA : 25, 35, 65, 75,

- ATFHREk: FIRTWERERTTRAR, TTRETLERA. B2 RXER1TT
TETZRA -

- RWEZTINFA : 65K ; T5HE; 250K, 350K -

- R E . BIRATHRALT,; F2R1FTHEET -

= 7}5’&%’]‘%1){‘

Bl 2k

15 EEL . 55K,

TSREHEL . BERE;
YR .55 RNEELETHEA.
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2. Objective information:

Game progress: The game is currently in Round 2.

Currently surviving players are: 2, 3, 6, 7

Action record: In Round 1, the Seer checked player 7, player 7 is not a
werewolf. In Round 2, the Seer checked player 1, player 1 is not a werewolf.
The speaking order for this round is: Player 6; Player 7; Player 2; Player
3.

Night information: In Round 1, player 4 died; In Round 2, player 1 died.
Voting situation:

Round 1 voting record:

Player 1 voted for: Player 5;

Player 7 voted for: Player 5;
Result: Player 5 was voted out.

3. EAWEE.
Flisdt .
# RBREE. BEAT TR, ERTTREK. 4FTRHT .
# A3 NBEMIE
BERK: ...
3THEK: ...
# ROZFE .
- RBFRFLETRE -
3. Subjective information:
Round 1 summary:
Night information:
I’'m Seer and checked 7 is good. Player 4 died.
Speech content summary:
Player 5:
Player 3:
My vote: I chose to vote for player 5.

BAIZH2M, REARIMYRELT

It’s currently Round 2, and the players who spoke before you this round:
6T K : ......

Player 6:

TERE: ......

Player 7:

RABMA2F TR . WESACRT . ZFARCEARRIARGE> M H LAWY A/ H
(EEBEAGE—RAREY, TARETRAGKBUHLT)  EHETRYRTE
B (BEATFALZORREALGEN . AT FAFLRENE LG T DirE AR KL )2
F) FARBRARGAT  FAXRFABRETGE Q7. “FiaEr. g Forfeck
709 jsonts X i -
You are currently Seer 2. Please analyze the current situation on the field
based on the role setting, objective information, and subjective information
(note that objective information is definitely true, while subjective
information may contain deceptive statements). Summarize your speaking
intentions for the next round (including the identity you want to present
to everyone, the identity labels you assign to each player, and your final
vote) and organize your speech for this round. Please output in JSON format
using the keywords "Identity to present", "Identity labels", "Vote for", and
"Speech".

(I

4>

21




Response:

{"ﬁ%/@ﬂ?éﬁ%ﬂj\" ufﬁi%‘%‘\n’ n%{/ﬂ\#g_\g&;n: ||1_‘§—i}t'§n: u#d»ﬁ‘n’ ||3—°,]—§)t'§,‘\n: ||Z§
/\II’ ||4-‘§—}/i%"{u: u*égg%,f%\u’ lls%—}/—t’iu: |I*%g§',fln\u’ IIG-‘%—}/i%"{n: "7—}{%‘3%'{57\",
TERE: ki, EEe 3FRRY, vAEr: "RAMETE, WAEBLT

AHR . SREF 35, 35T RBTR, RAABAREZRRIRZIANAAZTE,
M3FEARELAL TR “BUBEAA2FTEETRLFABRBIEIFANAALT . 25 F L
@, BRMAZLTHT! AAITHRTELEATRGFE, wREP15 IR, KN7T 7
T8 FPASREIFRALTARRMRT . FHA! "}

{"Identity to Present": "Seer", "Identity labels": "Player 1": "Villager",
"Player 3": "Werewolf", "Player 4": "Unknown", "Player 5": "Unknown",
"Player 6": "Unknown", "Player 7": "Unknown", "Vote for": "Player 3",
"Speech": "I am the Seer. Last night, I checked Player 1 and found them to

be a Villager. Today, we should all vote for Player 3. Yesterday, Player

3 and Player 5 voted for me. I believe all good people should be able to
identify me as the real Seer, yet Player 3, speaking in the last position,
said: "Therefore, I think Player 2’s statement is nothing but an attempt

to make the good people believe that Player 1 and Player 2 are not on the
same side." This is simply alarmist! Now, Player 1’s death also proves

my innocence. If Player 1 and I were both Werewolves, we would never have
killed one of our own. So, Player 3, you Werewolf, there’s no need for your
sophistry anymore. Please leave the game!"}

Vote

Prompt:

BEARGHERF RAMCHEATHE L.

In this game, you currently have the following information:

1. AEERRT. RETFTRE.

REGH % . RA

fREREMRASE, FREF-IATRES RO BARRBGRG S, HRGLMER
%o AERARMGHBLGMRA -

1. Role setting: You are player 7.

Your identity is: Werewolf.

You need to cooperate with other werewolves, choose a villager to hunt down
each night. Your goal is to hide your identity and mislead other players
until the werewolves win the game.

2. BN E.

- BB AE . AR ERAATE R4 .

- BRAA:1,6,TFHEK-

- SWABEOREA 15, 2%, 45, 55, 6%, 75, 9%,
- RMAz 8. $148,3F5EET .

- "f;’i%?;’]%/}t ’grﬁ

2. O0Objective information:

Game progress: The game is currently in Round 1.

The werewolves are: players 1, 6, and 7.

Currently surviving players are: 1, 2, 4, 5, 6, 7, 9.
Night information: In Round 1, players 8 and 3 died.
Voting situation: None yet

3. EARL:
3. Subjective information:
- REEFARERS -

A1l players’ statements this round:
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9FTHE: ......
Player 9:

THERE: ...
Player 7:

ALRT . EAZEARIINAZ LM LB G EHHF

REBMETTRA . HEE

g%%ﬁ&"k%ﬁﬁ*ﬁ’a, FRBELETRESHIMMYRT) » &
#AT &

&

&,

B AR ARG 8 e (i3
Kt EBIE B RRL
HRERTRTF; R
%26 jsonts X i
You are currently Player 7, a werewolf. Please analyze the current
situation based on the role setting, objective information, and subjective
information, and form your notes for this round (note that objective
information is definitely true, while subjective information may contain
deceptive statements). Summarize and analyze the night information and
player statements, and output the reason for voting and the player to be
voted out, directly output the player number; if abstaining, please output
"abstain". Please output in JSON format with keywords "notes", "voting
reason" and "voting player".

LA, ARERERAREREEAGRE. LRR
W e F B A RAF ARG ik R B Ak R0

-“fw n"\ cﬂh’ 4%‘

Response:

{"Eign: "RBREL. . ATAEBME: 9FTRAK: ... TTRK: ..."

EER A EARA, 75 () BT ROETAEE . L RE GRS . RS
RFE: BEFRT, FAMZ X —ITRALEILATERHRGRA, EF“«I%%%HS(
WAGGEE. AT OQFAEZRG TS X0 E 0, RBIFAGEE, KRLMFZSLRGE

(\”5—.‘7— o ll’

n;}i%@@i’gn: ngn

}

{"notes": "Night info: ... Speeches: Player 9: ... Player 7: ..."
"voting reason": "As a werewolf, player 7 (me) boldly claims to be the Seer

and accuses player 5 of being a werewolf. What I should do now vote for
player 5: Usually, as the Seer, one must prioritize voting for the werewolf
they’ve identified, otherwise they won’t gain the trust of the good players.
To prove my ’Seer’ identity to the good players and gain their trust, I must
vote for my ’werewolf accusation’, player 5.",

"voting player": "5"

}

Role Prediction
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Prompt:
BARDFHERF . RAW LI ATEL:

In this game, you currently have the following information:

1. AEERT. RRIFTRE.

REGHIZ . RA

rEELRALE, EREF-AHREL, ROBFZRBKGEN, FREFLER
%o AERARMGHLGMRA -

1. Role setup: You are Player 1.

Your identity is: Werewolf.

You need to cooperate with other werewolves, choose a villager to hunt each
night, and your goal is to hide your identity and mislead other players until
the werewolves win the game.

2. gg)@ﬁ;:@:

- AR B AR AAITR F 14 .

- RAA:1,6,7F K-

- YWBEGREAR: 15, 25, 45, 55, 65, 75, 95
- REfZE . H148,3FHERLT -

- #i?%'r%/i ﬁérﬁ

2. O0Objective information:

Game progress: The game is currently in Round 1.

The werewolves are: Players 1, 6, and 7.

Currently surviving players are: Players 1, 2, 4, 5, 6, 7, and 9.
Night information: In Round 1, Players 8 and 3 died.
Voting information: None yet

3. EAEE:.

FLUCHTARFOREA

3. Subjective information:
Round 1 speeches from all players:
9T K : ......

Player 9:

153KE: ......

Player 1:

TERE: ......
Player 7:

REMELITRA . BEEAECRT . ZACEARIANREEL (REFZARELE—TAHRE
8, TRAFETHRAOSKBUEGRT) AAHARKO G WAL . HAXRFANT R
%28 jsonts XA -

You are currently Player 1, a Werewolf. Please predict the identity

labels for all players based on the role setup, objective information, and
subjective information (note that objective information is always true, while
subjective information may contain deceptive speeches). Please output in
JSON format using the keyword "Player N" for each player.

Response:

MFRE: RAY, 2FRE: HEMRY, 3FRE: HE R, 4T RER
“EEA RN, "5F R ET: "R R, "6F AT RAY, "TEFRE RAY,
"SEIE: "FIL, "9FTHE": "k &}

{"Player 1": "Werewolf", "Player 2": "Villager", "Player 3": "Seer",
"Player 4": "Villager", "Player 5": "Villager", "Player 6": "Werewolf",
"Player 7": "Werewolf", "Player 8": "Guard", "Player 9": "Witch"}
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D MaKTO Details

Loss Function of Kahneman-Tversky Optimization We assign desirable and undesirable behaviors
manually and use KTO to update the model. Given the prompt-response from dataset (z,y) € D,
KTO uses the following loss to optimize the policy my:

1o 7T9(?J|1')
role.y) =log 0y
20 = E(y o K Lo (y12) [res (y]2))]

”U(:E y) — ADO—(ﬂ(Te(xv y) - ZO)); lfy ~ ydesirable|l'
’ )\UU(ﬂ(ZO - ’I"@(LIJ, y)))a lfy ~ yundesirable|x

Therefore,

L(7T6’§ D) = E(m,y)wD[)‘y - ’U((E, y)]

Here, Ap and Ay are hyperparameters for the desirable and undesirable losses, respectively. The
parameter \, represents Ap when y is desirable and Ay when y is undesirable.

Criteria of Stepwise Preference Data Selection The selection methods for the perference data were
briefly described in Section@ and here, Table@] shows the detailed selection criteria.

E Training Details

Given that our collected expert training data is based on Chinese, and considering a
stronger understanding of the Chinese context, we choose Qwen2.5-14b-instruct and
Qwen2.5-72b-instruct [67] as the base models for training. We also conducted SFT on
Llama-3.1-8B-Chinese-Chat and Llama-3.1-70B-Chinese-Chat models. As shown in Ta-
ble[13] the SFT models based on Qwen-2.5 series demonstrated slightly stronger performance in the
Chinese-language context of our experiments.

The SFT dataset comprises 25k samples, including 380 samples of fundamental game comprehension
data with terminology explanations, 372 Q&As on advanced gaming techniques, 12k annotated
authentic gaming behavior data, and 12k general SFT corpus. We employed DeepSpeed ZeRO-3
optimization with a learning rate of le — 6, a warm-up ratio of 0.05, and trained for 3 epochs.

For the Multi-agent KTO phase, we collected 20k preference data entries from the Seer-
Witch-Guard games, consisting of 12k desirable and 8k unacceptable samples. The
model pool includes GPT-40_mini, GPT-4o0, fine-tuned Qwen2.5-14b-instruct, fine-tuned
Llama-3.1-8B-Instruct, and fine-tuned Qwen2.5-72b-instruct. We set the KTO hyper-
parameters with Ap = 0.7 and Ay = 1.0. The training utilized DeepSpeed ZeRO-3 optimization,
with a learning rate of 1e — 6, a batch size of 2 per device, 150 warmup steps, and train for 20 epochs.
The 14B models are trained using 8 A100 GPUs and the 72B models used 32 A100 GPUs.

F Details of the Behavior Analysis Experiments

Here, we list detailed explanations of metrics used in Behavior Analysis (Sec. [3.3.1)), as well as
specific performance of SFT and MaKTO models (against GPT-40 opponents) on these metrics:
These are detailed explanations of metrics used in Behavior Analysis, as well as specific performance
of SFT and MaKTO models on these metrics:

When Models Play as Villagers:

* Vote Acc.: measures how accurately villagers vote for actual werewolves. This is a key
indicator of villagers® ability to identify threats. Higher values indicate better overall
performance.

* Abstention: the frequency of villagers choosing not to vote. This reflects their decision-
making confidence in the game. Lower values in this category indicate better performance,
as it shows more decisive action-taking.
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Table 12: Selection methods for Werewolf game actions.

Selection | Game Desirable Unacceptable
Method Stage
e Werewolves targeting special roles | ¢ Werewolves not attacking anyone
from day 2 ¢ Witch not saving anyone on the first
Night » Seer identifying a werewolf night
Action * Witch saving someone on night 1 * Witch poisoning a villager from day 2
» Witch poisoning a werewolf from day | ¢ Guard protecting a werewolf
2 * Hunter eliminating a special role
L. * Guard protecting special roles from
Heuristic day 2
* Hunter correctly eliminating a were-
wolf
* Villagers voting for and successfully | ¢ Villagers voting for and eliminating
eliminating a werewolf another villager
* Special roles voting for a werewolf * Abstaining from voting
Vote ¢ Not voting with the true Seer (splitting
votes with the Seer)

* If no Seer is present, not voting with
the majority of villagers (splitting
votes with most villagers)

* Werewolf speaking without being | ¢ Werewolf speaking and being voted
voted out out
* Villager receiving no votes ¢ Werewolf speaking and receiving
Staged Speech | o Seer receiving less than one villager more than half of villager votes
voting vote * All villagers speaking and being voted
out

* Witch speaking and receiving were-
wolf votes & more than two villager
votes

¢ Seer speaking and receiving more
than half of villager votes

Verifier- ¢ Speech with no conflict with the ob- | * Speech that conflicts with the fact.
based Speech servable fact in the gameplay

Table 13: Performance comparison of SFT models based on different base LLM:s.

. Qwen2.5 Llama3.1 Qwen2.5 Llama3.1

GPT-do  Mix [} GFT  8b-SFT  72b-SFT  70b-SFT | AV
GPT-40 050 056 044 0.44 0.40 038 | 0453
Mix 044 050  0.58 0.67 0.45 059 | 0.538
Qwen2.5-14b-SFT | 056 042 050 0.62 0.57 048 | 0.525
Llama3.1-8b-SFT | 056 033 038 0.50 0.49 047 | 0455
Qwen2.5-72b-SFT | 0.60 055 043 0.51 0.50 050 | 0515
Llama3.1-70b-SFT | 0.62 041  0.52 0.53 0.50 050 | 0513

* Werewolf Check: specific to the Seer role and measures their success rate in identifying
werewolves during the second night. Higher values demonstrate better deductive reasoning
based on the first day’s interactions.

» Save @ Night 1: applies specifically to the Witch role, measuring the rate of successfully
saving players on the first night. Since the Witch cannot determine whether werewolves em-
ployed a self-attacking strategy during the first night, saving a targeted player is considered
the safest to protect potential crucial roles (such as the Seer). Higher values show better
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Table 14: Fine-grained metrics of SFT-72b and MaKTO-72b model when act as villagers against
GPT-40 werewolf.

| as Villagers | asSeer | as Witch | as Guard
‘ Vote Abstent- | Werewolf Save @ Correct Mis- Protect Mis-

Acc.(1) ion({) Check(1) | Night 1(1) Poison() poison(]) | God(T) protect(])
SFT-72b ‘ 66.3% 6.7% 60.0% 58.0% 48.0% 38.0% | 34.1% 9.5%

MaKTO-72b 72.7% 3.2% 75.7% 100.0% 72.0% 26.0% | 37.6% 2.3%

Table 15: Fine-grained metrics of SFT-72b and KTO-72b when acting as werewolves against GPT-4o0
villagers. Note that Werewolf agent performance is reflected by opponent villager behavior. Lower
opponent performance indicates a stronger werewolf model.

Villagers Witch Guard
Opponent’s — | %Abstention(1) % Seer Check (]) %Mispoison(T) %Misprotect(1)
SFT-72b 2.2% 60.4% 32.0% 33.6%
MaKTO-72b 4.6% 57.4% 48.0% 34.7%

strategic use of the rescue potion, suggesting the witch can make conservative and protective
decisions early in the game.

* Correct Poison: relates to the Witch’s ability to successfully poison actual werewolves.
Higher values indicate better accuracy in threat identification and strategic decision-making.

» Mispoison: tracks the Witch’s rate of accidentally poisoning fellow villagers. Lower values
in this metric indicate better judgment and decision-making abilities.

* Protect God: focuses on the Guard’s success rate in protecting special role villagers.
Successfully protecting special-role villagers gives the villager team a better chance of
winning. Higher values indicate that the Guard accurately identifies teammates, especially
those with special roles, and correctly uses their protection skill.

» Misprotect: measures the Guard’s rate of wrongly protecting werewolves. Lower values
indicate better accuracy in distinguishing between villagers and werewolves, meaning fewer
instances where the Guard mistakenly protects a werewolf player.

Table [T4] shows a detailed comparison of the fine-grained values of the metrics between the MaKTO
and SFT models.

When Models Play as Werewolves (measured through GPT-40 opponents’ behavior):

* Abstention: the rate of opponents’ voting abstention. A higher rate indicates that werewolf
models’ deceptive tactics were successful in creating enough confusion to prevent GPT-4o0
villagers from making voting decisions.

* Seer Check: the rate of successful werewolf identification by opponent Seer. Lower values
demonstrate that the werewolves’ deceptive speeches were more effective, causing the Seer
to misdirect their investigations toward innocent players rather than real werewolves.

* Mispoison: the rate of opponent Witch poisoning innocent villagers. Higher values indi-
cate that werewolf models’ misdirections were more effective in making GPT-40 Witch
suspicious of her own team.

» Misprotect the rate of opponent Guard protecting werewolves. Higher values indicate more
effective deception and manipulation strategies by the werewolf team, resulting in the Guard
mistakenly protecting werewolves.

Table [I5]|shows the specific values of the above metrics above when the model is a werewolf. The
MaKTO werewolf is better at camouflaging than the baseline SFT model.

G Detailed Generalization Results

This section provides the full head-to-head win rate matrices for the larger game scales presented in
Section[3.4] The models were evaluated in three settings not seen during training: a 10-player game
with a Guard (Table[I6), a 10-player game with a Hunter (Table[I7), and a 12-player game (Table[T8)),
with results averaged over 100 games per matchup.
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Table 16: Win rates in the 10-player Seer-Witch-Guard game setting.
| GPT-40 Claude SFT-72b MaKTO-72b | Avg.

GPT-40 0.50 0.42 0.24 0.18 0.335
Claude 0.58 0.50 0.42 0.36 0.465
SFT-72b 0.76 0.58 0.50 0.46 0.575
MaKTO-72b 0.82 0.64 0.54 0.50 0.625

Table 17: Win rates in the 10-player Seer-Witch-Hunter game setting.
| GPT-40 Claude SFT-72b MaKTO-72b | Avg.

GPT-40 0.50 0.28 0.30 0.20 0.320
Claude 0.72 0.50 0.55 0.52 0.573
SFT-72b 0.70 0.45 0.50 0.44 0.523
MaKTO-72b 0.80 0.48 0.56 0.50 0.585

Table 18: Win rates in the 12-player Seer-Witch-Hunter-Guard game setting.
\ GPT-40 Claude SFT-72b MaKTO-72b \ Avg.

GPT-40 0.50 0.40 0.48 0.31 0.423
Claude 0.60 0.50 0.52 0.33 0.488
SFT-72b 0.52 0.48 0.50 0.44 0.485
MaKTO-72b 0.69 0.67 0.56 0.50 0.605

H Ablation: Is MaKTO more effective than SFT only on desirable data?

From the annotated data, we can also select desirable data using heuristic-based and staged voting-
based methods. Would SFT based solely on this desirable data perform better? We conduct a win
rate comparison experiment as shown in Table[T9] The experimental results show that MaKTO-72B
achieves a remarkable 0.593 average win rate, while SFT with desirable data falls short at 0.483,
actually showing a slight decrease of -0.02 compared to the baseline. In direct competition, MaKTO-
72B maintains an edge over SFT with desirable data, securing a 0.53 win rate. This may be due to the
reduced total amount of data when selecting only desirable data. MaKTO’s advantages in strategic
depth and adaptability surpass what can be achieved through SFT on desirable data alone.

Table 19: Average win rate for MaKTO and SFT model trained only using desirable data in 9-player
Seer-Witch-Guard game. All models are in 72b.

SFT w/
GPT-40 SFT-72b | MaKTO-72b desirable | Avg. Win Rate
GPT-40 0.50 0.40 0.35 0.52 | 0.423
SFT-72b 0.60 0.50 0.40 0.50 | 0.500
MaKTO-72b 0.65 0.60 0.50 0.53 | 0.593 (40.09)
SFT w/ desirable 0.48 0.50 0.47 0.50 | 0.483 (—0.02)
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I Case Study
J Cases

The following is a case of a human-AlI head-to-head competition with MaKTO-72b as villagers and
human players as werewolves. The gameplay is roughly as follows. Night 1: Witch saves werewolf.
Day 1: Real Seer voted out after werewolf’s (human) convincing fake claim. Night 2: Guard protects
Witch. Day 2: Villager team (MaKTO) realize the mistake day and eliminates fake Seer. Night 2:
Witch successfully poisons a werewolf. Day 3: Final werewolf eliminated after failed Guard claim.

In this case, we find that the MaKTO models played their roles accurately and were able to spot some
humorous statements in the discussion period and make appropriate strategic decisions. Remarkable
speeches and actions are marked in red. They demonstrated: /) logical analysis and deduction — a
villager (Player 9) keenly spotted flaws fake Seer’s lies on Day 1. 2) Strategic adaptation — despite
misjudgment on Day 1 that eliminated the real Seer, they quickly adjusted their strategy. 3) Team
collaboration — MaKTO models showed excellent coordination, especially during Day 2 voting.
4) Strategic use of role abilities — Guard accurately protected the key Witch role, and the Witch
successfully poisoned a werewolf.

Role Assignments:

* Player 1 (MaKT0-72B): F X Guard.

* Player 2 (Human): JRA Werewolf.

* Player 3 (Human): JRA Werewolf.

* Player 4 (MaKTO-72B): & % Seer.

* Player 5 (MaKTO-72B): %A K Simple villager.
* Player 6 (MaKT0-72B): £i#@4f K Simple villager.
* Player 7 (Human): JRA Werewolf.

* Player 8 (MaKT0-72B): % & Witch.

* Player 9 (MaKTO-72B): ##@4fK Simple villager.

Night 1:
* Werewolves:
Player 2, Player 3 and Player 7 chose to kill Player 7.

* Seer: Player 4 checked Player 8 - Not a Werewolf.
* Witch:
Player 8 used antidotes to save Player 7; did not use poison.

* Guard: Player 1 chose to protect None.

Day 1 announcement:
No one died last night.
Start discussion from Player 4.

Day 1 discussion:

* Player 4 (MaKT0-72B, Seer):

RRPZHE, BHELIOTRIFA, WELF AR TRMH2E20EZ8T,. KitpEEEMR
TEBR -

I am the Seer. Last night, I verified that Player 9 is a good person. As
the first speaker in the front positions, I don’t have much additional
information to share. This round, I’m voting for the Werewolf who is boldly
claiming to be the Seer in the back positions.

* Player 5 (MaKT0-72B, Simple villager) :

B —AATR, A BEBRLEEARA SR, BEATWEHREIMAEE T Ll B RAKT 4
PTHERT, SALTHBRERAATGTHME . TLIEMAERT, EE2HRSHSRLT
RBTZFBOTREK, ATHE, RAMNA, TREAM T ZLTRARNA XA ZHLT
TEERA . RERREITHA T R #Hhd, wROTHATHAKGTE, KTHEE
w45, TM, RKELE BT RIFIIRA
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I am but a humble villager. I must admit, I slept rather soundly last night
and was unaware of which legendary guard and esteemed witch joined forces to
maintain peace in our village. O0f course, we can’t rule out the possibility
that the werewolves chose not to attack anyone. However, these matters

are no longer of great importance. What’s crucial is that today, Player

4 has claimed to be the Seer and declared Player 9 as "golden" (confirmed
innocent). Their statement was brief and lacked perspective, suggesting

they could either be the true Seer or a werewolf who had no assigned task
during the night. I need to base my decision on Player9’s upcoming statement.
If Player 9’s words resonate well with me, I might side with Player 4.
Otherwise, I will consider the possibility that Player 4 is a werewolf boldly
impersonating the Seer.

*x Player 7 (MaKTO-72B, Simple villager):

RRE—AHR, 4T T XA T A LML, KRYHATRESD . RAALFTTRERZZE
BIRA S 55 THEFRRBRA . £F—TEELARTA T ZHRERL T ARITHRETE,
RERPBR T ®ELD -

I am a Villager. Player 4’s claim to be the Seer was rather brief, so I’m
not choosing sides yet. I think Player 4 could be either the Seer or a
werewolf, and Player 5 could be either a villager or a werewolf. Let’s first
listen to the statements from players in the back positions who might also
claim to be the Seer, as well as Player 9’s statement. I will choose sides
based on these upcoming statements.

* Player 7 (Human, Werewolf):

BAEMTE BRERSTRELELK, TR CHENRALENL L ER, Ko RAEFBY
BRA, BBBEUAEFIARNEER. ARARXRBESATELEY, WRERZRLBENT M
., kB FETARLRRAREAALG. TEHRRTH K, K ETREF ST ORA
#ITER . L RKBERRAGAMY, K BFFETAL ERH—TR, BHGET IR
LFP LB, R EBBEDZORE, IEFIGRAGRKE .

I am the Seer. Last night, I verified that Player 8 is "golden" (confirmed
innocent). My verification process was to check those near me. If I were a
werewolf impersonating the Seer, it would have been more impactful to accuse
a player in the back positions of being a werewolf. Since there’s a Guard

in this game, if the Witch used her healing potion last night, both the Witch
and the Guard should refrain from revealing their identities for now. The
Guard should protect me tonight, and the Witch can choose to poison a player
she suspects to be a werewolf. If the Witch didn’t use her healing potion
last night, both the Witch and the Guard can come forward to clarify their
positions. In this case, the Guard can protect the Witch at night, while the
Witch can either save a player who’s been attacked by werewolves or poison a
player who seems suspicious.

* Player 8 (MaKTO-72B, Witch):

KRELD, CHERAMEMETS, BWRAEAEYS . RUAAMERZLFTREZLTHE, &A
FRINK B FLAEY, RALZHF LA LRGIA, AT HE—RERRA . ATFLF
FHREE, FRATHLAFEINLE, HhBfoF TG THFLATT M, ATAKIRATS
BATHE . PREBLEARTEFHHA TR, KTRELBRERLYL .

I am the Witch. I have already used my healing potion to save Player 7, but
I haven’t used my poison yet. I think Player 4’s statement in the front
positions was too brief and didn’t consider the presence of the Witch and

the Guard. Player 4 also didn’t provide any instructions for the Witch and
Guard’s actions, so they seem like a werewolf boldly impersonating the Seer.
On the other hand, Player 7’s statement was appropriate and took into account
the presence of the Guard and the Witch on the field. Player 7 also gave
instructions for the Witch and Guard’s actions, so I believe Player 7 is more
likely to be the real Seer. If a player in the back positions makes a better
claim as the Seer, I might reconsider my support.
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* Player 9 (MaKT0-72B, Simple villager):

KRE—FRAARME, RBEFLLAT . T5ORAAE TR KR RRZIERGRA, SEEELE
FERAEEKR ZABAMANLR T, AMTEATRIED TRERA, LATRIEER
BTRFIR, BREAARAL LT ZHEH . FITARIARATS RBERFIR, M45 K
MAEZAMS K . 85I L, AU AAANB KL, KRANSTAMERAKR . 45 LT
FTHE RYHEZAMEEEEN, RTRIATZLATRERA . At REB R
AT HRORE, RERELTT.

I am a Villager. I choose to side with Player 4. Player 7’s tell is in
their statement, "If I were a werewolf impersonating the Seer, it would

have been more impactful to accuse a player in the back positions of being

a werewolf." This statement comes from a werewolf’s perspective. A real

Seer would never suspect themselves of being a werewolf, nor would they
hypothesize about being a werewolf impersonating the Seer. This kind of
logic is something only a werewolf would consider. Therefore, I believe
Player 7 is most likely a werewolf boldly claiming to be the Seer, while
Player 4 is probably the real Seer. Player 8 has claimed to be the Witch,
and so far, no one else has contested this role. I believe Player 8 is
likely the real Witch. Player 4’s statement was too brief, so I can’t
determine their true identity yet - they could be either the Seer or a
werewolf. This round, if no other player claims to be the Seer later, I

will vote for Player 7.

* Player 1 (MaKT0-72B, Guard):

AREFE, BREZF. KUNATSRATE, 45 ZRHR . W EELAS P75 HARA TR, 45
%G BALN9T XK, T8 FFH8TREK. 4T NHNERNEZAMKTTH IR, {2451
AB—AMRTHRAE, TRHERLEALE, HALUALERT T RYRTY LS E2H
BEAFPHHERAR T K A2ZROFTURTHH4T, HETFTHEIFFARL, 954K RERA
ARZTRBEAETS AR, RAAIT EBRRFATSRATE, KNk BATHETTHR
Ao AMRBFHETTHRAKGEHK D, AT ERIN BT S XORRLGLS . FEA
HBAQHATHRAKTT, RUAAST ERRALL . WREBELEARKBHRE, KK
2HTT, HERBAT .

I am the Guard. Last night, I didn’t protect anyone. I believe Player 7

is the Seer, and Player 4 is a werewolf boldly impersonating the Seer. In
the front positions, Players 4 and 7 both claimed to be the Seer. Player 4
declared Player 9 in the back positions as "golden" (confirmed innocent),
while Player 7 declared the adjacent Player 8 as "golden". Player 4’s
verification seems more impactful than Player 7’s at first glance, but

since Player 4 was the first to speak, their brevity is understandable. So,
analyzing just the statements of these two Seer claimants, it’s difficult

to determine who the real Seer is. However, Player 9’s statement supporting
Player 4 and attacking Player 7 is not well-founded. Player 9 is attacking
Player 7 as a werewolf based on mere fragments of speech, which makes me
think Player 9 is more likely a werewolf who knows Player 7 is the real

Seer and is forcefully attacking them. In contrast, Player 8, after being
declared "golden" by Player 7, claimed to be the Witch and sincerely analyzed
the pros and cons of both Seer claimants without immediately siding with
Player 7, who gave them ’silver’ status. I believe Player 8 is more likely
to be the real Witch. If no player in the back positions claims to be the
Witch, I will side with Player 7 and vote for Player 4.

* Player 2 (Human, Werewolf):

BURE, RRX—LEEARR, EZXE LAY, REIFERTLHEE, ATRAKY
2 RRETTREMETE . NARHERAS, 759 RTREE L —FRRE AF, fxth
Bayin G FIBTARIEW, ARG EAFFREZRAREGZR. RENZERERY, THE
W, BRAPRE, ERRZBMEG AR . 5 ALK EE . SHMTFGREML, 75K
AEHERCTRA TR AORE . KREAHKRI N LR IE, ERAAALEAELRTR
RORE . RLFTLRARMN, TR LROALATES, PR —ARLPTS, ERNHE
FlARZ ) BBAEHRGHERL, RHRBERMNIFPORA, FHPHEENOHE TRE—A
ZTRBGHEBITS . 05 WA THARTEER, RELAFTELLINUANAFERERTAZT X2 &K
A LHEEOHR, FTREMELTES . RNBLTFT, RIAHIOFTEFHR. AR L
BHTEME R, HEBLAFTRA, REVKEERERITRA
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Fellow players, I am an ordinary villager. After careful listening

and consideration in this complex situation, I have decided to state my
position. I firmly believe that Player 7 is the Seer. From the beginning

of this round, Player 7’s statements have exuded a sense of calmness and
confidence. Their initial assessment of the situation was clear and logical,
providing information that wasn’t baseless speculation. When explaining
their verification results, Player 7 spoke earnestly with unwavering eyes,
conveying a sense of sincerity. Compared to some other players who were
evasive or ambiguous, Player 7’s performance aligns more closely with

my expectation of how a true Seer should behave. Although I don’t have

a special role to verify this, I’m basing my judgment on intuition and
observation of all players’ behaviors. I also urge other villagers not to

be misled by surface appearances. Join me in supporting Player 7. Let’s
work together in this game of truth and deception to find the werewolves
hiding among us, protect our village, and maintain a peaceful and harmonious
gaming environment. Player 9’s statement is utterly ridiculous. How could
Player 4 possibly be impersonating the Seer with just a few words? As the
most astute villager here, I cannot be fooled by Player 4. The werewolf
positions are likely Player 4 and Player 9, with Player 9 being the "flanking
wolf" (a werewolf strategically supporting a fake Seer claim). This round,

I will side with Player 7 as the Seer and vote to eliminate Player 4 as a
werewolf. I suggest that the Witch use their poison on Player 9, the other
suspected werewolf, during the night.

* Player 3 (Human, Werewolf):

EAMHR, 75485 E120985 4K, HeFhT 4L, s REDWMA LY E—% &, A
HIRATSOABEFOR, LTS5 RTFAFERAMT2ZH/E L. 45 HRT, +o
s, FRRMTEAAOREE, RLKANIFFATATE . KB075, EUATE
EROTHHM  ARKREATHA .

I am a villager. Player 7 declared Player 8 in the back positions as
"golden" (confirmed innocent), and Player 8 subsequently claimed to be the
Witch. As of now, Player 8 is the only one claiming to be the Witch in the
game. Therefore, I believe Player 7’s statement carries significant weight,
and their speech was appropriate without any logical flaws. In contrast,
Player 4’s statement was very brief and lacked the depth of thought one would
expect from a Seer. Thus, I don’t believe Player 4 is the real Seer. I am
siding with Player 7 and suggest that the Seer verify Player 9’s identity.
This round, I will vote to eliminate Player 4.

Day 1 Vote:
* Vote for Player 4 (Seer) (6 in total):
Player 1, Player 2, Player 3, Player 6, Player 7, Player 8
* Vote for Player 7 (Werewolf) (3 in total):
Player 4, Player 5, Player 9
Result: Player 4 (Seer) is voted out.

Night 2:
* Werewolves:
Player 2, Player 3 and Player 7 chose to kill Player 8.
* Seer: Eliminated @ Dayl’s voting phase.
* Witch:
Player 8 has been unable to use antidote; did not use poison.
* Guard: Player 1 chose to protect Player 8.

Day 2 announcement:
No one died last night.
Start discussion from Player 5.

32




Day 2 Discussion:

*x Player 5 (MaKT0-72B, Simple villager):

EAMR, RERRELTTI5 . ARAR T9AAARA ASRMZRK . AAALEN A
B PPiB<AAMRAA—A, 8FMERGFHETHATS, MARFTHARERA! RATRRP S
fRBTRK R FEYRALY, ETFERAFFERGERRNAE FTA8S R AERERE L
BRA . RAATTIET RRR, IR AMERZ], BERFEEFPRLZELY
BARK, RELEQRIEELE, NmEBH8THLE, R85 R THIIE. KERQUE
" RLT TR -

I am a villager. Yesterday, I voted for Player 7. I’m sure 7 is a werewolf
and 4 is the Seer. Given the situation, there’s only one truth: Player 8
sided with 7 yesterday, so 8 must be a werewolf too! You can’t claim to be
the Witch and support your werewolf teammate - it breaks the game’s basic
rules! So 8 is lying. I think 7 and 8 are both werewolves. They probably
didn’t kill anyone last night, trying to trick the Guard into protecting the
fake ’silver’ player. Their plan is likely to eliminate the real Witch today,
making 8 less suspicious. I’11 vote for Player 7 again today - the werewolf
pretending to be the Seer.

* Player 6 (MaKT0-72B, Simple villager):

REAR, RAASTHLTHRYGEN, FEFARLANLS, RERANAERELH &
#45 —ERBARE —ZRAR TR, FHASREKT —TT58 AT, ARERLLLT
#3569 .75.8%5.15. .29 . 55 PHIREAZT, BRAASTHLE, FHEREF
ZH, RINAT RAKLE .

I’m a villager. I think Player 5’s statement was quite objective and aligns
with a good person’s perspective. I’m not certain that Player 4, who was
voted out yesterday, was definitely good or the Seer. Today, I’1l listen to
Player 7’s statement and those of Players 3, 6, 7, 8, 1, 2, and 5 who voted
for 4 yesterday. Only Player 8 claimed to be the Witch yesterday, and since
last night was peaceful, I believe 8 is the real Witch.

* Player 7 (Human, Werewolf):

RERIFTES, RAH2ALER, BRRGEXGYZIRRRTERY, RLFZEALA—
W ZINAWRIAKZELT . 55 . 9%, KUAALTRATE, BARA4THE. 45 FITA
TR MEDLBEFAED L, R8T RABAERK R, A 2ERALREE H4852
HHAEFRE, BUARBMERFTEFPHTA, THEFEATRZRBRRGZHLRTT
EH), WRERFFOREK, PHORRRABMELZRFERLT, SRKoTHE LA, BEH
AaF, FARKRMBT .

Yesterday, I verified Player 9 as a werewolf. No one else was checked. I
based my verification on yesterday’s voting pattern, which I believe reveals
everything. I think the werewolf slots are Players 4, 5, and 9. I believe
Player 1 is the real Guard. Now only Player 4 is out, who falsely claimed to
be the Seer. The uncontested Witch is still in the game. If Player 8 were a
werewolf falsely claiming to be the Witch, why didn’t the real Witch poison 8
last night? Last night was peaceful, likely because the Guard protected the
right person. I don’t know if the Guard followed my instructions. If they
protected me last night, I’1ll probably die tonight. Today, let’s eliminate
Player 9. The Witch should poison Player 4 tonight. Then, the good team
will win.

* Player 8 (MaKT0-72B, Witch):

RREKE, GREAATTORZERTERA TR, AMARETLT . 2R EFRA LI,
BREAART, MAAHITFEFHAT - KRATFTRERZTHRA, BECAZINMR
L& RARGBRBLAMER SRELRTTER, AUKRELFTHA T XOERIR !

I am the Witch. Yesterday, I thought Player 7’s speech was very Seer-1like,
so I voted for Player 4. However, last night I wasn’t attacked, and no one
died, which means Player 1, the Guard, must have protected the right person.
I now believe Player 7 is a werewolf who chose not to kill last night, aiming
to set me up - the real Witch - for elimination. I apologize for siding with
the wrong player. Today, I’11l vote to eliminate Player 7, as a tribute to
the spirit of Player 4, our fallen Seer!
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* Player 9 (MaKT0-72B, Simple villager):

KAMNRK, FEF! 7T RAZGHEFRLEKRT, EREF MR THHFOFTARLESXT .,
AR HRGRAARLERET R, REUAEHLOFALT L 7&”4 7?5&A6ﬁ rﬂ'u%
PT#& . BERIRT75IRBRAIS, TA2F 35 ABRARA AL, 2HLF 74717
G L, RALTHZRXCEEEEAT, FEFARSLE, 7%% SRETET - B
R85 Pk B, BAARMAAPAL R, AT REALE  1FTRAFTE. 55 RPLHRTHEI
Ihs B ABREBLTIRAGHBTA . AERRCEKFT, 25 . 35875, HHEALR
BRET, SRARTTHEIRE S, bk EFF25, ﬂﬂkiﬂ%ﬁ#xsv&/%: W AGRAR R
AFREA]

I’m a villager. Well, well, well! Player 7, the werewolf, has gone too far
this time, even accusing an upstanding citizen like me of being a werewolf.
The masses have keen eyes, and I believe the good players won’t be fooled by
Player 7’s words. VYesterday, besides Player 7 boldly impersonating the Seer,
Players 2 and 3, also werewolves, joined in the commotion. They all voted
for Player 4, the real Seer, who has now been unjustly eliminated.I hope the
good players will wake up and stop being so misguided. Player 8 claimed to
be the Witch yesterday, and no one contested that claim, so Player 8 is the
real Witch, unchallenged. Player 1 is the real Guard. Player 5 and I are
the only confirmed good players, as we both voted for Player 7. We’ve now
identified all the werewolf slots: Players 2, 3, and 7. Good players, don’t
be at a loss anymore. Let’s vote out Player 7 today, have the Witch poison
Player 2 tonight, and eliminate Player 3 tomorrow. Then we’ll win!

* Player 1 (MaKT0-72B, Guard):

ARTFTE, BHFHss . BASTHL L, wRARTHE, FARKIRS, HAKRTY
785 . 45 . TF—AARTEF—AMERRA, ER45 . 7TFRREAFATE, KELEAS
#o N8TKERRUE, WwRSTUANEKDSFHRAATM TR, Kk858, XH/ELTS .
I am the Guard. Last night, I protected Player 8. Since Player 8 claimed

to be the Witch, I decided to guard her because if she died, it would be a
significant loss for our good team. Between Players 4 and 7, one is the

real Seer and the other is a werewolf boldly impersonating the Seer, but I
couldn’t distinguish which is which. I’11 follow Player 8’s (the Witch’s)
lead. If Player 8 believes they can determine who the real Seer is, I’ll
listen to them and vote for Player 7.

* Player 2 (Human, Werewolf):

BEHATHARBRTIAM, TEER, SAMIKR! REZBERAT T LR g%, At
ARERTR? BVCETHATZRALBARATHENIRNE, ABARINTHE, AA75
BET . ARARSTIOTHERE AKRA 4&%%@%%/\1%1&%#%%%, 75
FTREHE-ARTE, AREKERMTTHA TR, HEIFTRA, FHHEST & &fEHE
BEERAFER

Player 5’s statement is utterly ridiculous, laughable to the extreme, and
downright absurd! I can’t fathom how Player 4 could possibly be the Seer
with just those few words. In my mind, the true Seer should be like a
solitary star hanging high in the dark night, illuminating the path for the
good team - and that’s exactly what Player 7 has done. From my perspective,
Players 5 and 9 are the last two werewolves in the game. I implore all the
good players not to be deceived by 5 and 9. Player 7 is the only true Seer
in this game. This round, I will follow Seer 7’s lead and vote to eliminate
Player 9, the werewolf. At the same time, I request that Player 8, the Witch,
use their poison to eliminate Player 5, the other werewolf, tonight.
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* Player 3 (Human, Werewolf):

RPLERTTR TR 15 EREMNITRER, AR RRRMTTHOT HA -

I continue to side with Player 7, the Seer. Player 7 has told us that Player
9 was verified as a werewolf. So I will follow Player 7’s lead and vote to
eliminate Player 9.

Day 2 Vote:
* Vote for Player 9 (Simple villager) (3 in total):
Player 3, Player 2, Player 7

x Vote for Player 7 (Werewolf) (5 in total):
Player 1, Player 5, Player 6, Player 8, Player 9

Result: Player 7 (Werewolf) is voted out.

Night 3:
* Werewolves:
Player 2 and Player 3 chose to kill Player 1.

* Seer: Eliminated @ Dayl’s voting phase.
* Witch:
Player 8 has been unable to use antidote; and poison Player 2.

* Guard: Player 1 chose to protect Player 1 (himself).

Day 3 announcement:
Player 2 died last night.
Start discussion from Player 6.

Day 3 Discussion:

* Player 6 (MaKT0-72B, Simple villager):

EARRK, BRIAATTARA, 1FRAFTE . 35 LRRBA-RFIZAA T K, HFAH
BTTRAER, 3THRMURA . FEELA I XBERE. AEFEF BAZFL
#ITHA .

I’m a villager. I believe Player 7 is a werewolf and Player 1 is the real
Guard. Last round, Player 3 joined the werewolves, voted against the real
Seer. We all voted out Player 7, the werewolf. Player 3 is suspicious.
Let’s listen to the Seer’s results from later speakers. Vote for a confirmed
werewolf if any, otherwise vote out Player 3 first.

* Player 8 (MaKTO-72B, Witch):

8T k&, AMEREXT2F, 150 . KUARAR2T . 3575 . T5RACE LA, 4
KR35 BB, HRLE

I’m Player 8, the Witch. Last night, I used my poison on Player 2, and
Player 1 was killed by the werewolves. I believe the werewolves are Players
2, 3, and 7. Player 7, a werewolf, has already been eliminated. Today,
let’s vote to eliminate Player 3, and the game will end.
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* Player 9 (MaKT0-72B, Simple villager):

REMRK, RURARGHAIBEABR, 4FTRHRRRSFHTRTE, 25 . 3575 RRA - &
R8T KL CLBE2FTRAFART, MEMNSREITHE, HRE R, FARA !

I’m a villager. I believe my judgment is correct: Player 4 is the Seer in
my opinion, and Players 2, 3, and 7 are the werewolves. Since Player 8, the
Witch, has already poisoned Player 2 (a werewolf), let’s vote to eliminate
Player 3 today. The game will end, and our good team will win!"

* Player 1 (MaKT0-72B, Guard):

KEFIL, RMBFPTRAET . HEBHCETHFHT . 85X RELEFELXT —MRA
EMNFALSRAEREIT RE—MRAXEZE LR, FTRIFEA . 585 kB4R HHERG T
o, aE3F .

I am the Guard. Last night, I protected myself. The situation on the field
is now very clear. Player 8, the Witch, has already poisoned one werewolf.
Today, we, the good team, only need to eliminate Player 3, the last werewolf,
to achieve victory. Let’s listen to Player 8, the Witch, report who was
attacked last night, and then we’ll all vote for Player 3.

* Player 3 (Human, Werewolf):

ARXTFE, URAT, 15 —AXRRERKNTFARZTFHRA . KF, SR&MN— 15
BEEHFRAERAT o AR —TRYFANF, F—REF, FRFFU8T LR, BHRT
PoyRAT, Al RSIRERLLEL RAREARAER—-T85 KL, RARRET, R
RBAVFAMTEA B . FAMN, RE—AREKLT!

I am the Guard. Last night, I protected myself. Player 1 has been a
werewolf, a villain, hiding among us good players all along. If we vote

out Player 1 today, we’ll win the game. Let me explain my guarding sequence:
On the first night, I didn’t guard anyone. On the second night, I protected
Player 8, the Witch. Last night, I guarded myself. Therefore, if I’m voted
out today, the werewolves only need to attack Player 8, the Witch, tonight

to win. This is something we, the good team, don’t want to see happen. Good
players, join me in voting for Player 1!

* Player 5 (MaKT0-72B, Guard):

AR, HLEAAMAAITARXKUT R, ERRBACEE - IMRAZZEAHGHFEALT,
RITABARZHEN ZAEERE, AAZHERIFRTEEAR. 2 TRAEREARE S,
BRAEDVRKFRFRALEAHEITRAGRLT, —RTAREFALBRGHY, —kbFE
EMNFEAERER, TALTWHEFET . RPE3T.

I am a villager. Only Player 3 claims to be the Guard now. I mean, we’ve
already booted out one werewolf yesterday, so if Player 3 is indeed a
werewolf, I’d "kindly suggest" him surrender immediately, instead of, you
know, making a "brave" Guard claim and actually marching to his doom. But
hey, since I didn’t mess up my vote yesterday, I suggest we stick to our
brilliant decision to eliminate Player 3, the werewolf. First, it guarantees
our victory. Second, it perfectly aligns with our oh-so-cherished Chinese
philosophy of "good deeds will be rewarded, and evil will be punished." How
perfect! I vote for Player 3.

Day 3 Vote:
*x Vote for Player 1 (Gurad) (1 in total): Player 3
* Vote for Player 3 (Werewolf) (5 in total):

Player 6, Player 1, Player 8, Player 5, Player 9

Result: Player 3 (Werewolf) is voted out.

Game end at Day 3. Villagers (MaKT0) wins!
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K Broader Impacts

The contribution of our work lies in the proposed Multi-agent KTO, which demonstrates a successful
approach to training language models for complex multi-agent interactions. We chose the Werewolf
game as our testbed, on one hand, because it is a perfect testing ground for validating Wittgenstein’s
language game theory, and on the other hand due to the game itself, which, compared to general
role-playing games [68),169], it provides quantitative metrics for performance evaluation through
win rates and behavioral analysis. Our framework is not limited to the Werewolf game but can be
generalized to other social deduction games such as Avalon [28, [15] and Among Us [16} 45]], as
well as to scenarios such as multiplayer argumentation and negotiation that require similar social
reasoning and strategic interaction.

L Ethical Considerations

For the data collection and Human-AI experiments, we recruited 17 experienced Werewolf
players, including individuals with over a thousand games of experience to conduct annotation and
experiments. These annotators received very good compensation, significantly higher than the local
average wage.

For the model training, while deception in social deduction games is a game mechanic, training
Al models to master such behaviors raises ethical considerations. Our model’s ability to detect
and employ strategic deception in Werewolf demonstrates advanced social reasoning capabilities.
However, this also highlights the potential for LLMs to learn sophisticated deceptive behaviors, albeit
in a controlled gaming environment. We emphasize that these capabilities are specifically developed
within the context of social deception games, where “deception” is an accepted part of gameplay,
similar to bluffing in poker. Such game-specific bluffing behaviors are fundamentally different from
real-world deception, and we should ensure these capabilities remain confined to appropriate gaming
contexts. In addition, we will make the model open-source, but for safety, the model follows a CC
BY-NC-SA 4.0 license, and will be used for research purposes only and not for commercial use.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In the abstract, we state the contribution and mentione numerical results as in
the experiment.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: In the Limitation section.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

 The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: No theoretical proofs in our paper.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Experimental setup in Section [3] training details in Appendix [E] and code in
Supplementary materials.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: Code in Supplementary material.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: In Appendix [E]
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: In the experiment tables, the win rate above 0.5 and in bold indicates that the
model in the row significantly outperforms the model in the column, where Chi-square tests
are performed with p-value<0.05.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: In Appendix [E]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: In Appendix
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: In Appendix [K]
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

41


https://neurips.cc/public/EthicsGuidelines

11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper has no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets. All data is annotated by our own.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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13.

14.

15.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: All the assets (dataset, code, model) are documented in README.md in the
supplementary material.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: In Section [2.1] we describe the annotation guideline. In Appendix [Bl we
describe the statistics of the dataset. In Appendix [[] we mentioned that all the workers are
well-compensated according to the local average wage, which is much higher than the local
minimum wage. Dataset samples are provided in the supplementary material.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve such potential risks with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.
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* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: LLM APIs are used in the experiments for comparison; we specify the model
API versions in Section |3] For the writing, LLM is only used for editing, and does not
impact the core methodology.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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