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Abstract

Testing conversational Al systems at scale across diverse domains necessitates
realistic and diverse user interactions capturing a wide array of behavioral patterns.
We present a novel multi-agent framework for realistic, explainable human user
simulation in interactive scenarios, using persona control and task state tracking
to mirror human cognitive processes during goal-oriented conversations. Our
system employs three specialized Al agents: (1) a User Agent to orchestrate the
overall interaction, (2) a State Tracking Agent to maintain structured task state,
and (3) a Message Attributes Generation Agent that controls conversational at-
tributes based on task progress and assigned persona. To validate our approach,
we implement and evaluate the framework for guest ordering at a restaurant with
scenarios rich in task complexity, behavioral diversity, and conversational ambigu-
ity. Through systematic ablations, we evaluate the contributory efficacy of each
agentic component to overall simulation quality in terms of persona adherence, task
completion accuracy, explainability, and realism. Our experiments demonstrate that
the complete multi-agent system achieves superior simulation quality compared to
single-LLM baselines, with significant gains across all evaluation metrics. This
framework establishes a powerful environment for orchestrating agents to simulate
human users with cognitive plausibility, decomposing the simulation into special-
ized sub-agents that reflect distinct aspects of human thought processes applicable
across interactive domains.

1 Introduction

The rapid deployment of conversational Al systems across diverse customer-facing applications from
restaurant ordering and e-commerce to healthcare consultations and customer support [[32} 37]] has
created an urgent need for comprehensive testing methodologies that can simulate realistic human
user behavior [3]]. Current approaches rely on static test sets or human evaluators, both presenting
significant limitations [10} [2]]. Static tests fail to capture the dynamic, multi-turn nature of human
conversations, while human evaluation is expensive, difficult to scale, and challenging to standardize
across different interaction scenarios [10, [53]]. Moreover, existing automated testing approaches
typically lack the behavioral diversity and contextual awareness necessary to simulate realistic user
interactions [2} |29]. Traditional single-model approaches struggle to balance these requirements,
producing either overly scripted interactions that fail to adapt, or unpredictable behaviors that
compromise reliability and evaluation consistency [[7, 15} 22} 143]].

In this work, we propose a multi-agent orchestration framework for human user simulation in
interactive scenarios that decomposes user behavior modeling into smaller, specialized components [9}
17]. Instead of relying on a single model, the framework employs distinct agents for managing task
state, generating behavioral attributes, and coordinating interactions through structured protocols. To
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Figure 1: Comparison of simulation approaches: Left panel (Human User): Manual testing
requires significant human effort including test scenario creation, multi-turn conversation manage-
ment, person-in-role-playing, and result documentation, making it expensive and difficult to scale.
Center panel (Single Model System): Traditional automated approaches using a single model suffer
from overloaded responsibilities, attempting to simultaneously handle state tracking and memory,
behavior modeling, response generation, and context management, leading to inconsistent personas
and poor interpretability. Right panel (Agentic Simulation): Our proposed multi-agent framework
distributes intelligence across specialized components, providing interpretable decisions, reproducible
behavior, consistent personas, scalable architecture, and separated concerns, enabling systematic and
reliable user simulation at scale. This decomposition mirrors human cognitive processes: tracking
task completion progress (working memory) [37,114]], deciding how to respond based on personality
and context (behavioral planning) [27]], and generating appropriate utterances (language production).

validate our approach, we implement and evaluate the framework in restaurant ordering - a domain
that reflects the complexities of human interaction through multi-turn conversations, complex state
tracking, and diverse persona-driven behaviors [32]]. The framework rests on three core concepts:
Task State Management, where a State Tracking Agent maintains a structured representation of
the evolving task state, enabling precise progress tracking (22} 26]]; Behavioral Attribute Control,
where a Message Attributes Generation Agent dynamically determines conversational traits (mood,
task execution style, exploration patterns) while preserving persona consistency [2,44]; and Tool-
mediated Coordination, where structured protocols govern agent interactions, ensuring proper
context sharing without overlap of responsibilities [33]].

To our knowledge, this is the first work to explore explainable realistic human user simulation through
a multi-agent architecture that combines dedicated agentic task tracking with fine-grained message
generation attribute control. The unique internal environment we assess where specialized agents
collaborate through structured protocols to maintain both task state coherence and persona consistency
represents a novel approach in the user simulation landscape. This novelty informs our evaluation
methodology, which focuses on demonstrating the framework’s effectiveness through systematic
ablation studies rather than direct comparisons with existing user simulation approaches that operate
under fundamentally different architectural assumptions.

In summary, our work makes the following contributions:

v A novel multi-agent framework for human user simulation in interactive scenarios with
specialized agents improving realism, controllability, and explainability through persona
control and task state grounding

v’ Systematic evaluation methodology with ablation studies and standardized metrics for
persona adherence, task completion accuracy, decision explainability and overall simulation
quality

v" Comprehensive test dataset in the restaurant ordering domain with 60 ordering test cases to
validate the framework’s effectiveness in complex, multi-turn conversational scenarios

2 Related Works

Human Simulation and Persona Modeling Al agents demonstrate remarkable progress in simu-
lating human behavior. Park et al. [28],|29] show generative agents replicate survey responses with



85% accuracy compared to human self-consistency, while Park et al. [27]] introduce architectures
combining memory, reflection, and planning for believable behavior including emergent social in-
teractions. Persona modeling has evolved from descriptive sentences [39] to dynamic systems with
internal states and emotions [44, [12], though challenges remain including systematic biases [[19]]
and personality generation difficulties [25]. Ahmad et al. [2] emphasize behavioral diversity in
user simulation, while Sun et al. [37]] explore metaphorical approaches. Xie et al. [46] demonstrate
multi-agent cognitive mechanisms producing personified responses aligned with target characters,
while Castricato et al. [5] and Ge et al. [13] procedurally generate diverse personas from demographic
data. Chu et al. [7] highlight conversational coherence for maintaining persona consistency across
multi-turn interactions.

Multi-Agent Orchestration and Coordination Decomposing complex tasks into specialized
agents has emerged as a powerful paradigm for managing system complexity. Lee et al. [[17] and
Zhang et al. [50] demonstrate efficient orchestration through routing frameworks that strategically
select between models, reducing computational costs by 50% while improving performance. Dang et
al. [9] and Tran et al. [40] introduce dynamic orchestration with centralized coordinators trained via
reinforcement learning, evolving from static to adaptive structures. Bernard and Balog [4] formalize
dialogue state and action spaces for conversational systems, while Balog and Zhai [3] and Davidson
et al. [10] emphasize combining LLMs with additional components to capture cognitive processes.
Raza et al. [33] introduce metrics like Component Synergy Score and Tool Utilization Efficacy
for quantifying collaboration quality, while Shu et al. [35] demonstrate 90% goal success rates in
multi-agent collaboration, highlighting the importance of structured protocols.

Cognitive Architectures and State Management Cognitive science provides crucial insights for
agent design. Sumers et al. [36] propose CoALA, drawing from symbolic Al to organize agents with
modular memory components and structured action spaces mirroring human cognitive processes. Hu
and Ying [14] present architectures based on Global Workspace Theory incorporating perception,
planning, reasoning, memory, and motivation components. For dialogue systems, Niu et al. [26]
and Xu et al. [47] use LLM-backed agents with chain-of-thought reasoning to generate annotated
dialogues for state tracking, while Levi and Kadar [18] introduce graph-based modeling for multi-turn
dialogues with policy constraints. Mehri et al. [22]] emphasize goal alignment ensuring state tracking
remains consistent with user objectives. These architectures emphasize separation between working
memory (state tracking) and behavioral planning (motivation systems), validating specialized agent
approaches for complex dialogue domains [32} 48l 23]].

Synthetic Data Generation and Evaluation Agent-based systems require sophisticated evaluation
methodologies beyond traditional metrics. Zhuge et al. [53] show Agent-as-a-Judge achieves 90%
alignment with human consensus while reducing evaluation costs by 97%, dramatically outperforming
LLM-as-a-Judge approaches. For synthetic data generation, Suresh et al. [38]] use Chain of Thought
reasoning to generate dialogues achieving 90.48% of in-domain data performance, while Devanathan
et al. [11] introduce 18 linguistically grounded metrics revealing deficits in sentiment and behavioral
realism. Evaluation frameworks must address task completion, output quality, consistency, and
robustness [24], with Zhu et al. [51}52]] emphasizing preventing trivial shortcuts and ensuring agents
genuinely leverage persona and state understanding. Wang et al. [43]] identify critical limitations in
role-playing, alignment, and knowledge boundaries that multi-agent approaches can address.

3 Methodology

Our methodology employs a three-agent architecture comprising a User Agent, State Tracking Agent,
and Message Attributes Generation Agent (subsections [3.1}3.3)) that collaborate through structured
protocols and strict behavioral rules. The system operates under defined constraints and conversation
rules (subsection [3.4) to ensure reliable simulation with persona adherence and task completion
accuracy.

3.1 User Agent

The User Agent serves as the primary orchestrator responsible for generating simulated user responses
in the conversation [50, 9]. It receives the input messages and generates contextually appropriate
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Figure 2: Multi-agent architecture for human user simulation showing the three-agent framework:
(1) User Agent serves as the primary orchestrator that generates simulated user responses by receiving
input messages and invoking the two sub-agents in sequence, (2) State Tracking Agent maintains
structured task state representation by tracking current confirmed items against target goals, and (3)
Message Attributes Generation Agent determines behavioral characteristics (mood, execution style,
exploration patterns) based on persona biography and current state.
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responses to achieve task completion, using tool calls to fetch persona info and invoke the State
Tracking and Message Attributes Generation agents as needed.

The user agent’s response is generated as:
Tt :fuser(mtastaat) (1)

where 7, is the response at turn ¢, m; is the input message, s; is the task state from the State Tracking
Agent,and a; is the behavioral attributes from the Message Attributes Generation Agent.

3.2 State Tracking Agent

The State Tracking Agent maintains a structured representation of the current state by parsing input
messages to identify task items confirmed towards achieving the target state [47, 22]]. The agent
maintains two critical data structures:

* Tewrrent - A list of confirmed task items towards achieving the target task state

* Tiarget : The desired final task state that the user aims to achieve.
This agent uses its tools to add, remove or clear task items in the state. It updates the task state at turn
t, as:

St = fstateTracking (inPUt_message) = {ﬁ:urrentv ﬁarget} (2)

3.3 Message Attributes Generation Agent

The Message Attributes Generation Agent determines the behavioral characteristics for each user
response [12}44], while using its tool to access the persona biography and the current task state. It
outputs a structured set of behavioral attributes, a;:

a; = {mood_tone, task_execution_style, exploration_style, task_completion_status} (3)

e mood_tone € {casual, frustrated, confused, enthusiastic}

* task_execution_style € {one-by-one, all-at-once}



* exploration_style € {explores, does-not-explore}

* task_completion_status € {complete, incomplete }

This agent’s decisions are conditioned as:

ay = fmsgAttrGen(pbz’m St) @

where py;, 1S the persona biography, and s, is the current task state.

3.4 Protocol

Baseline instructions Each agent operates with specialized system instructions that define its role
and constraints. The User Agent receives instructions to maintain persona consistency while working
toward task completion. The State Tracking Agent focuses solely on accurate state extraction from
input messages. The Message Attributes Generation Agent balances persona traits with appropriate
behavioral variation.

Critical constraints To ensure reliable simulation, our agent instructions enforce critical constraints
covering [33]]

1. Tool Invocation State: The User Agent must invoke sub-agents in a specific sequence (State
Tracking — Message Attributes Generation) [40]

2. State Consistency: State updates must be monotonic (task completion items are only added
or removed, never implicitly modified, while keeping the execution within the bounds of

ﬁarget)

3. Persona Boundaries: Behavioral attributes must remain within persona-appropriate ranges

Conversation rules The simulation follows structured conversation rules that govern the interaction
flow: beginning with initial greeting and state intent expression, proceeding through progressive
state building guided by the task_execution_style attribute, handling clarification requests from
the input, confirming state details before completion, and concluding with appropriate conversation
closure once the stateing process is finished.

Exit gating The simulation terminates when the Message Attributes Generation Agent determines
state completion (task_completion_status = true) [50]. This decision is based on:

true if 7—current 2 7;arget
false otherwise

task_completion_status = { ©)

4 Experiments

4.1 Experimental Setup

To validate our human user simulation framework, we implement and evaluate it in the domain
of restaurant guest ordering. This domain presents an ideal testbed due to key characteristics
aligning with human interaction complexities [42} 48]]. Restaurant ordering involves task complexity
and ambiguity, requiring multi-turn conversations where guests navigate menu options, specify
customizations, and handle clarifications [23]]. The ordering process incorporates complex state
tracking as guests build orders with multiple items, each having various modifiers and customization
options maintained throughout the conversation. The domain captures behavioral diversity through
different foodie personas exhibiting distinct ordering styles, from methodical menu explorers to
decisive quick-deciders, and varying emotional responses such as frustration with overwhelming
choices or confusion about menu descriptions [13]]. These persona-driven mood complexities,
combined with the structured yet flexible ordering task, provide an excellent environment for testing
our framework’s ability to balance persona consistency, task completion accuracy, and realistic
behavioral variation.



Datasets

* Personas: 20 diverse restaurant guest personas with distinct personality traits, communica-
tion styles, and behavioral preferences [3 2]

* Menu: A comprehensive restaurant menu containing 50+ items across categories with
various customization options and modifiers

* Order Test Cases: 60 test cases generated by pairing each persona with 3 different tar-
get orders of varying complexity (simple, medium, and complex orders with increasing
customization levels)

Ordering System We evaluate our guest simulation by making it interact with an LLM-based
ordering system (GPT-4o [15} 20, 35]]) configured with restaurant-specific instructions and menu
knowledge. The ordering system greets customers, processes natural language order requests, clarifies
ambiguous requests and suggests menu items, confirms order details and handles modifications, and
completes transactions with order summaries, mimicking a real restaurant environment. The ordering
system operates independently of our guest simulation, receiving only the conversation history and
generating responses without knowledge of the testcase information or guest system’s internal state.

Agentic Simulation Implementation Our implementation leverages Pydantic Al [31] with GPT-40
for structured multi-agent development with type-safe tool definitions and dynamic data dependency
injection. The multi-agent implementation consists of the following key components: a Main User
Agent that orchestrates the Guest Agent with sub-agent access tools to fetch persona information and
invoke sub-agents to update order state and generate behavioral attributes for the next message in
the ordering conversation; Sub Agents including the Order Tracking Agent and Message Attributes
Generation Agent with specialized tools to update order state and generate behavioral attributes
as needed by the Guest Agent; Data Models comprising Pydantic Basemodel classes to hold data
dependencies [1]] defining the order state and behavioral attribute data objects; and Conversation
Management featuring turn-limited interactions with repetition detection, tracking for tool calls,
latencies, token usage, and structured conversation logging for comprehensive evaluation. This
implementation was run on a local machine with a 10-core Apple-M1-Max CPU with 32GB of RAM
and 3.2GHz of clock speed.

4.2 Simulation Evaluation Metrics

We evaluate our multi-agent framework using five quantitative metrics designed to capture different
aspects of simulation quality.

Persona Adherence Score (PAS) Measures how well the user maintains their assigned persona
throughout the conversation [34} 41]]. For each user message ¢ in a conversation with /N messages.

N
1
PAS = + Zl MS; (6)
where the message score M S; is computed as:

4
MSi:Z’LUj'Cj (7)
j=1

with equal weights w; = 0.25 for each component:

» (: Exploration style match (explores vs. does not explore)

* (5: Mood tone alignment (casual, frustrated, confused, enthusiastic)
» ('5: Task execution style match (one-by-one vs. all-at-once)

» (Cy: Task completion status agreement

Each component C; € {0, 1} is computed based on exact match with expected persona attributes.



Behavioral Variance Score (BVS) Captures realistic fluctuations in behavior
to ensure natural human-like variations. For each behavioral dimension d S
{task_execution_style, exploration_style, mood_tone}:

M
1
TR, = 71 FZQ I(stated # stated )) ®

where M is the number of behavioral states. The average transition rate is:

TRtask_execution_style + TRezploration_style + TRmood_tone (9)

TRavg = 3

BVS uses a piecewise linear scoring function peaking at 20% transition rate since humans typically
exhibit moderate variance [28]] :

TR .
vy v < 0.
BVS{ 020 0.2 T avg < 0.2 (10)

1 — TRewa=02 3¢ 7R 0> 0.2

The range of BVS is [0, 1] where 1 is the best possible score. So we can expect robotic (too static)
patterns having lower BVS scores while realistic patterns would have higher BVS scores.

Task Restriction Adherence (TRA) Evaluates accuracy in achieving the target state using F1-score
with normalized task item matching [[16]. Task items are normalized by:

normalize(item) = lowercase(remove_special(remove_filler(item))) (11)

With T = normalized target items and C' = normalized current state items,

|CNT| Recall — |CNT|

, - 12
C] ] (12)

Precision =

2 - Precision - Recall
TRA = 1
R Precision + Recall (13)

Decision Explainability Index (DEI) Quantifies the traceability of the agentic system’s internal
decisions with tool usage results [33].

0 No tools (no explainability)

DEI — min(0.2, £2 x 0.2) Basic tools (about 20% explainability) (14)
min(0.5, Z2 x 0.5) Basic tools + 1 subAgent (about 50% explainability)
min(1.0, £2) Full system (100% explainability)

where F/'D is the count of explained decisions (tool invocations) across /N messages.

Composite Realism and Reliability Score (CRRS) Provides a unified score for overall user
simulation quality using universal weights [30].

CRRS =0.25-PAS+0.20- BVS+0.35-TRA+0.20- DEI (15)

These weights reflect: TRA (35%) as the primary task metric, PAS (25%) for persona consistency,
BVS (20%) for naturalness, and DEI (20%) for system validation. Note that DEI naturally adjusts
based on the agentic system’s experimental setup.



4.3 Ablations
We conduct systematic ablation studies across five experimental configurations to isolate the contribu-
tion of each component.

Configl - Baseline LLM: Single LLM with all information (persona, target order, conversation
history) provided directly in the prompt. No agentic decomposition or tool use.

Config2 - User Agent Only: Guest Agent without sub-agents. Has direct access to persona, target
order and conversation history through tools but no structured state tracking or behavioral control.

Config3 - User Agent + State Tracking (ST) Agent: Guest Agent with Order Tracking sub-agent.
Maintains structured order state but lacks explicit behavioral control.

Config4 - User Agent + Message Attributes Generation (MAG) Agent: Guest Agent with Message
Attributes Generation sub-agent. Has behavioral control but no structured state tracking.

Config5 - Full System: Complete multi-agent system with both Order Tracking and Message
Attributes Generation sub-agents.

4.4 Results
We evaluate each configuration across five quantitative metrics defined in Section 3.3. All experiments

are run with 60 test cases per configuration.

Table 1: Evaluation Metrics Across All Configu- Table 2: Response Computation Costs

rations

Config Avg. Tokens Avg. Latency(s)

Config PAS BVS TRA DEI CRRS

1 0.589 0218 0.608 0.000  0.404 ! 6,618
2 0.585 0485 0.582 0200 0.487 2 13,505
3 0.554 0.689 0.785 0.498  0.651 3 24,580
4 0.661 0.000 0.602 0432 0462 4 15,763
5 0.706 0.839 0.785 0.994 0.818 5 14,789

5.08
4.56
36.30
16.88
23.16

Tables [I] and [2] present the complete evaluation results and the computational costs incurred per
response while executing each configuration.
Percentage Improvement from Baseline (Config1)

Table 3: Statistical Significance: Full System vs

£ 1222 -100.0
Baseline I 250
ﬁ 20.6 61.3 14.6 102.6 200 X
Metric p-value Improve 10
fm 100.0 100.0 100.0 100.0 100§
PAS 0.0037%** +19.9% : 5 ;
BVS  0.0000%** +284.5% g o7 59 123 199 o C
TRA 0.0047%** +29.1% B %
& 100.0 100.0 100.0 100.0 “-100
DEI 0.0000***  +100.0% a
Config2 Config3 Config4 Config5
CRRS OOOOO* o + 1 02 6% Co‘r’jig1 Co:?ig1c ) Coz?ig1 Co:’:ig1

** p <0.01, *** p <0.001
Figure 3: Performance gains from baseline

Table 3] presents the statistical significance analysis and Figure [3] visualizes the performance improve-
ments across all configurations.

4.4.1 Metrics Analysis

Persona Adherence Score (PAS): Config4 achieves the highest individual PAS (0.661), demonstrat-
ing the Message Attributes Agent’s effectiveness for persona consistency. The full system (Config5)
shows a 19.9% improvement over baseline.



Behavioral Variance Score (BVS): Config5 achieves the most realistic behavioral variance (0.839),
representing a 284.5% improvement over the static baseline. Notably, Config4 shows zero variance,
indicating over-rigid behavioral control without order state awareness.

Task Restriction Adherence (TRA): Both Config3 and Config5 achieve equivalent high performance
(0.785), confirming the State Tracking Agent’s critical role in maintaining order accuracy.

Decision Explainability Index (DEI): Only Config5 achieves near-perfect explainability (0.994)
through comprehensive tool usage traces, while simpler configurations lack decision transparency.

Composite Realism and Reliability Score (CRRS): Config5 demonstrates the highest overall
performance (0.818), achieving a 102.6% simulation quality improvement over baseline and
outperforming all partial configurations.

4.4.2 Key Findings

Component Synergy: Neither sub-agent alone (Config3, Config4) achieves optimal performance;
the combination (Config5) creates synergistic effects.

Behavioral Rigidity: Pure behavioral control (Config4) without state awareness leads to robotic,
templated persona-default style interactions (BVS = 0).

Cost-Performance Trade-off: The full system balances computational cost (14,789 tokens) with
superior performance across all metrics.

Statistical Significance: All improvements in Config5 over baseline are statistically significant (p <
0.01), indicating the effectiveness of our multi-agent architecture across all metrics for simulating
human user behaviour in a task oriented conversation.

5 Conclusion

We presented a multi-agent framework decomposing human user simulation into specialized com-
ponents: a User Agent for orchestration, State Tracking Agent for task management, and Message
Attributes Generation Agent for behavioral control. Through persona control and task state grounding,
our framework enables realistic simulation in conversational domains. Validating it in restaurant
guest ordering scenarios demonstrates 102.6% improvement in simulation quality over single-LLM
baselines, with significant gains in persona adherence (19.9%), behavioral variance (284.5%), and
task completion accuracy (29.1%). These results validate that decomposing human simulation into
specialized agents with coordinated state management yields superior performance across simula-
tion quality dimensions, establishing our multi-agent architecture as effective for realistic human
simulation in interactive Al systems.

Limitations and Ethical Considerations The multi-agent architecture incurs substantial computa-
tional costs (124% more tokens, 356% higher latency), limiting resource-constrained deployment.
Each domain requires specialized prompt engineering and state design. Behavioral modeling lacks
complex human behaviors like indecision, social dynamics, or cultural nuances [43]. Validation is
English-only, single-domain with 60 test cases, restricting cross-cultural, multilingual, and real-world
insights. Systems must maintain transparency and avoid bias perpetuation through auditing [19].
While democratizing conversational Al testing, the framework shouldn’t impersonate individuals
without consent or manipulate users believing they interact with real humans.

Future Work and Applications Key directions include adaptive persona evolution enabling
dynamic behavioral adjustment [6], multi-modal integration for voice-based prosodic features, visual
gesture recognition, and emotional sentiment tracking [8]], and cross-domain validation across
customer support, e-commerce ordering [45], healthcare consultations [49], educational tutoring [21],
financial advisory, travel booking, and technical troubleshooting. Efficiency optimization through
agent caching, selective tool invocation, and smaller specialized models could address computational
overhead. The core principle of decomposing human behavioral simulation into specialized agents
managing persona consistency and task state provides a foundation for realistic user simulations
across interactive domains. Our framework offers systematic high-quality interaction data generation
for testing, evaluation, and quality assurance wherever validating human-system interactions is critical
for system reliability and user experience.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly state our main contributions: (1) a novel
multi-agent framework for human user simulation with specialized agents, (2) systematic
evaluation methodology with ablation studies, and (3) comprehensive test dataset in restau-
rant ordering domain. The experimental results provided in the paper directly support these
claims, and limitations are explicitly discussed.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Section 5 explicitly discusses the limitations of the work.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: This paper does not include theoretical results that require formal proofs.
The work is primarily empirical, focusing on a multi-agent system architecture and its
experimental validation through ablation studies.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper provides detailed experimental setup including 5 ablation config-
urations, implementation details using Pydantic AI with GPT-40, evaluation metrics with
mathematical formulations, and comprehensive results with statistical significance testing.

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The data and the code will be open sourced and as supplementary material, the
codebase and data for this complete work will be provided.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper specifies all relevant experimental details: 60 test cases per con-
figuration, GPT-40 model usage, Pydantic Al implementation framework, conversation
management with turn limits and repetition detection, and comprehensive logging for
evaluation. No training is involved as this uses pre-trained models. The order test case
data generation prompts can also be found in the codebase provided as the supplementary
material.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
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Answer: [Yes]

Justification: Table 3 provides statistical significance analysis with p-values for all metrics
comparing the full system vs baseline. All improvements are statistically significant (p <
0.01), with specific significance levels marked (** p < 0.01, *** p < 0.001).

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The compute resource specs are provided in the experimental setup section of
the paper.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The research involves only synthetic data generation and agent simulation
without human subjects. Ethical considerations are explicitly addressed in Section 5, in-
cluding transparency requirements, bias prevention, and responsible use guidelines for user
simulation systems.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
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* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Section 5 discusses positive impacts (democratizing conversational Al testing,
systematic quality assurance) and negative impacts (potential for impersonation without
consent, manipulation risks, bias perpetuation). Future applications across healthcare,
education, and customer service are also outlined.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper does not release pretrained models, scraped datasets, or other high-
risk assets. The framework uses existing models (GPT-40) and synthetic datasets (restaurant
personas and menu items) that pose minimal misuse risk.

Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

17



12.

13.

14.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: The paper properly cites GPT-40 with appropriate references and acknowledges

the use of Pydantic Al framework. All external datasets, models, and libraries referenced in
the methodology are properly attributed through citations.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

« For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The paper introduces new synthetic datasets (20 personas, restaurant menu, 60
test cases) and evaluation metrics (PAS, BVS, TRA, DEI, CRRS) which are thoroughly doc-
umented in the methodology section with mathematical formulations and clear definitions.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This research does not involve crowdsourcing or human subjects. All ex-
periments are conducted using synthetic data and Al agent simulations without human
participation.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This research does not involve human subjects or crowdsourcing, so IRB
approval is not required. All experiments are conducted using Al agents and synthetic data.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: LLMs (specifically GPT-40) are a core component of the methodology, serving
as the underlying models for all three agents in the multi-agent framework. The paper clearly
describes their usage in the implementation section and throughout the experimental setup.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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