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ABSTRACT

We propose a general and unifying framework for causal Imitation Learning (IL)
with hidden confounders, which subsumes several existing settings. Our frame-
work accounts for two types of hidden confounders: (a) variables observed by
the expert but not by the imitator, and (b) confounding noise hidden from both.
By leveraging trajectory histories as instruments, we reformulate causal IL in our
framework into a Conditional Moment Restriction (CMR) problem. We propose
DML-IL, an algorithm that solves this CMR problem via instrumental variable
regression, and upper bound its imitation gap. Empirical evaluation on continuous
state-action environments, including Mujoco tasks, demonstrates that DML-IL
outperforms existing causal IL baselines.

1 INTRODUCTION

Imitation Learning (IL) has emerged as a prominent paradigm in machine learning, where the objec-
tive is to learn a policy that mimics the behaviour of an expert by learning from their demonstrations.
While classical IL theory suggests that, with infinite data, the IL error should vanish (Ross et al.,
2011), practical implementations often yield suboptimal and unsafe behaviours (Lecun et al., 2005;
Kuefler et al., 2017; Bansal et al., 2018). Prior work attributes these failures to various factors, in-
cluding spurious correlations (de Haan et al., 2019; Codevilla et al., 2019; Pfrommer et al., 2023),
temporal noise (Swamy et al., 2022b), expert-exclusive knowledge (Choudhury et al., 2017; Chen
et al., 2019; Swamy et al., 2022a; Vuorio et al., 2022) and causal delusions (Ortega & Braun, 2008;
Ortega et al., 2021), which act as confounding variables unobserved by the imitator. Previous work
typically addresses these factors in isolation. In practice, however, these challenges can coexist,
making partial solutions insufficient. This calls for a holistic approach that accounts for multiple
confounding factors simultaneously.

We propose a unifying framework for causal imitation learning that models hidden confounders, i.e.,
variables present in the environment but not recorded in demonstrations. Importantly, we distinguish
between expert-observable confounders, which influence expert decisions but are not accessible
to the imitator, and expert-unobservable confounders, which introduce spurious correlations and
remain hidden from both the imitator and the expert. As a result, our framework generalises prior
settings and enables a broader, more realistic problem formulation. In previous work, it has been
shown that the application of an interactive IL algorithm such as DAgger (Ross et al., 2011), which
allows us to directly query the expert, can be effective in dealing with hidden confounders. However,
an interactive expert is not a realistic assumption in many domains and applications. Therefore, we
aim to develop approaches that solely rely on a fixed set of demonstrations.

Specifically, we propose an IL method that leverages trajectory histories as Instrumental Variables
(IVs) to mitigate spurious correlations caused by expert-unobservable confounders. Additionally, by
learning a history-dependent policy, we can infer information about expert-observable confounders,
which enables us to better imitate the expert despite lacking access to said variables. We show that
IL in our framework can be reformulated as a Conditional Moment Restriction (CMR) problem—
a well-studied problem in econometrics and causal inference, which allows us to design practical
algorithms with theoretical guarantees on the imitation gap.

In summary, our main contributions are as follows:
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* We introduce a unifying framework for causal IL (Section 3) incorporating both expert-observable
and expert-unobservable confounding variables to unify and generalise many of the settings in
previous work (e.g., Swamy et al. (2022b;a); Ortega et al. (2021); Vuorio et al. (2022)).

* We reformulate the problem of confounded IL in our unifying framework as solving a CMR
problem, where we aim to learn a history-dependent policy by leveraging trajectory histories as
instruments to break the confounding (Section 4).

* We propose DML-IL, a novel IL algorithm in our framework, for which we prove an upper bound
on the imitation gap that recovers prior works’ results as special cases (Theorem 4.5).

* We empirically validate our algorithm in both custom and MuJoCo environments with both
expert-observable and expert-unobservable confounders and demonstrate that DML-IL outper-
forms existing causal IL baselines (Section 5). This highlights the need to explicitly account for
both types of hidden confounders.

1.1 RELATED WORKS

Causal Imitation Learning. Imitation learning considers the problem of learning from demon-
strations (Pomerleau, 1988; Lecun et al.,, 2005). Standard IL methods include Behaviour
Cloning (Pomerleau, 1988), inverse RL (Russell, 1998), and adversarial methods (Ho & Ermon,
2016). Interactive IL (Ross et al., 2011) extends standard IL by allowing the imitator to query an
interactive expert, facilitating recovery from mistakes. However, in this paper, we do not assume
query access to an interactive expert. Recently, it has been shown that IL from offline trajectories
can suffer from the existence of latent variables (Ortega et al., 2021), which cause causal delusion.
This can be resolved by learning an interventional policy. Following this discovery, various meth-
ods (Vuorio et al., 2022; Swamy et al., 2022a) consider IL when the expert has access to the full
hidden context that is fixed throughout each episode, whereas the imitator does not observe the hid-
den context. They aim to learn an interventional policy through on-policy IL algorithms that require
an interactive demonstrator and/or an interactive simulator (e.g., DAgger (Ross et al., 2011)).

Orthogonal to these works, Swamy et al. (2022b) consider latent variables unobserved by the expert,
which act as confounding noise that affects the recorded expert demonstrations, but not the transition
dynamics. To address this challenge, the problem is then cast into an IV regression problem. Our
work combines and generalises the above works (Vuorio et al., 2022; Swamy et al., 2022a;b) to
allow the latent variables to be (a) only partly known to the expert, (b) evolving through time in each
episode, and (c) directly affecting both the expert policy and the transition dynamics. Solving this
generalisation implies solving the above problems simultaneously.

Causal confusion (de Haan et al., 2019; Pfrommer et al., 2023) considers the situation where the
expert’s actions are spuriously correlated with non-causal features of the previous observable states.
While it is implicitly assumed that there are no latent variables present in the environment, we can
still model this spurious correlation as the existence of hidden confounders that affect both previous
states and current expert actions. Slight variations of this setting have been studied in Wen et al.
(2020); Spencer et al. (2021); Codevilla et al. (2019). In Appendix A, we explain and discuss how
these works can be reduced to special cases of our unifying framework. From the perspective of
causal inference (Kumor et al., 2021; Zhang et al., 2020), previous work has studied the theoretical
conditions on the causal graph under which the imitator can exactly match the expert performance
through backdoor adjustments (imitability). Hereto related, Ruan et al. (2023) extended such condi-
tions and backdoor adjustments to inverse RL. We instead consider a setting where exact imitation
is impossible and aim to minimise the imitation gap. Beyond backdoor adjustments, imitability has
also been studied theoretically using context-specific independence relations (Jamshidi et al., 2023).

IV Regression and Conditional Moment Restrictions (CMRs). In this paper, we transform the
causal IL problem into solving a CMR problem through IVs, to which end we provide a brief
overview over IV regression and approaches for solving CMRs. The classic IV regression algo-
rithms mainly consider linear functions (Angrist et al., 1996) and non-linear basis functions (Newey
& Powell, 2003; Chen & Christensen, 2018; Singh et al., 2019). More recently, deep neural net-
works have been used for function approximation and methods such as DeeplV (Hartford et al.,
2017), DeepGMM (Bennett et al., 2019b), AGMM (Dikkala et al., 2020), DFIV (Xu et al., 2020)
and DML-IV (Shao et al., 2024) have been proposed. More generally, IV regression algorithms can
be generalised to solve CMRs (Liao et al., 2020; Dikkala et al., 2020; Shao et al., 2024), specifically
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Figure 1: A causal graph of MDPs with hidden confounders u; = (u, u$). The black dotted lines
represent the causal effect of the expert-observable confounder u{, which directly affects the expert
action a;. It also directly affects s;; and ;. The red dotted lines represent the causal effect of the
expert-unobservable u;, which acts as confounding noise and directly affects the states and actions.
ug does not directly affect r, (following Swamy et al. (2022b)) because the expert policy does not
take u; into account, and letting u$ directly affect 7, would only add noise to the expected return.

linear CMRs, where the restrictions are linear functionals of the function of interest. In our paper,
we derive linear CMRs for causal IL so that the above methods can be adopted.

2 PRELIMINARIES: IVS AND CMRS

We first introduce the concept of Instrumental Variables (IVs) and its connection to Conditional
Moment Restrictions (CMRs). Consider a structural model for outcome Y and treatment X:

Y = f(X) +£(U) with E[(U)] =0, (1)

where U is a hidden confounder that affects both X and Y so that E[(U) | X] # 0. Due to the
presence of this hidden confounder, standard regressions (e.g., ordinary least squares) generally fail
to produce consistent estimates of the causal relationship between X on Y, i.e., f(X). If we only
have observational data, a classic technique for learning f is IV regression (Newey & Powell, 2003).
An IV Z is an observable variable that satisfies the following conditions:

* Unconfounded Instrument: Z 1l U,
* Relevance: P(X|Z) is not constant in Z;
o Exclusion: Z does not directly affectY: Z 1L Y | (X, U).

Using IVs, we are able to formulate the problem of learning f into a CMR problem (Dikkala et al.,
2020), where we aim to solve for f satisfying E[Y — f(X) | Z] = 0. In our work, we show that we
can use trajectory histories as instruments to learn the causal relationship between states and expert
actions by transforming the problem of causal IL into a CMR problem (Section 4).

3 A UNIFYING FRAMEWORK FOR CAUSAL IMITATION LEARNING

MDPs with Hidden Confounders. We now introduce a unifying framework for causal IL in the
presence of hidden confounders. We begin by introducing a Markov Decision Process (MDP) for-
mulation with hidden confounders, (S, A,U, P, r, 1o, T), where S is the state space, A is the action
space and U is the confounder space. Importantly, parts of the hidden confounder u, at time ¢ may
be available to the expert but not to the imitator due to imperfect data logging or expert knowledge.
We model this by segmenting the hidden confounder at time ¢ into two parts u; = (uf, u§), where
uy? is observable to the expert and u; is not. Intuitively, u§ corresponds to the additional information
that only the expert observes and u; acts as confounding noise in the environment that affects both
the state and action.! As a result, the transition function P(- | s¢, ay, (ug, u$)) at time ¢ depends on

'In our framework, we allow the actual actions taken in the environment to be affected by the noise. Noise
that only perturbs data records can be considered as a special case of our framework.
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both hidden confounders, but the reward function r(s¢, a, u$) only depends on the state, action, and
the observable confounder u¢ since the confounding noise only directly affects the state and actions.
Finally, pg is the initial state distribution and 7" is the time horizon. A causal graph illustrating these
relationships is provided in Figure 1. This nuanced distinction between u¢ and u; is crucial for
determining the appropriate method for IL, and we begin with an example to motivate our setting
and illustrate the importance of considering u; = (u?, u$).

Example 3.1. Consider an airline ticket pricing scenario (Wright, 1928), where the goal is to learn
a pricing policy by imitating actual airline pricing based on expert-set profit margins. Suppose
that seasonal patterns and external events are known only to experts, but missing from the dataset.
Hence, these latent variables serve as expert-observable confounders uy. Meanwhile, actual airline
prices are confounded (additively) by fluctuating operating costs, which are unknown to the experts
when they set the profit margin and are not contained in the dataset. Consequently, such fluctuating
operating costs act as confounding noise u;. We conduct experiments on a toy environment inspired
by this example in Section 5, and show that IL algorithms that do not distinguish between v and u;
fail to correctly imitate the expert.

Causal Imitation Learning. We assume that an expert is demonstrating a task following some
expert policy mg (which we will specify in more detail later) and we observe a set of N > 1 expert
demonstrations {dy, da, ..., d }. Each demonstration is a state-action trajectory (s1, a1, ..., ST, ar),
where, at each time step ¢, we observe the state s; and the action a; taken in the environment. The
next state is sampled from the transition function P( - | s¢, at, (uf, uf)).

Let hy = (s1,a1,...,8t-1,a¢-1,5t) € H denote the trajectory history at time ¢, where H C

UiT;()l (S x A)* x S is the set of all possible trajectory histories. Importantly, we observe nei-
ther the reward nor the confounders (u$, u$) at time ¢. Given the observed trajectories, our goal is
to learn a history-dependent policy 7, : H — A(A), where the policy class 75, € II is convex and

compact. The Q-function of a policy 7, is Qy (s¢, ar, ul) = B, [Sop_, 7(s¢/, arr, u$)] and the
value of a policy is J(7) = Erur, [ZtT,:l r(su, ar, uf )], where 7 is the trajectory following 7y,.

In order to learn a policy 7y, that matches the performance of 7z, we need to break the spurious cor-
relation between states and expert actions by inferring what the expert would do if we intervened and
placed them in state s; when observing u{. Unfortunately, the causal inference literature (Shpitser
& Pearl, 2008) tells us that, without further assumptions, it is generally impossible to identify 7.
To determine the minimal assumptions that allow 7 to be identifiable, we first observe that u; can
be correlated for all time steps ¢, making it impossible to distinguish between the intended actions of
the expert and the confounding noise. However, in practice, the confounding noise at far-apart time
steps is often independent. For example, the effect of the confounding noise u; at time ¢ on future
states and actions often diminishes over time, which is typically the case for random environment
noise such as wind. In addition, when the confounding noise u; at time ¢ becomes observable at a
future time ¢, e.g., previous operating costs are observed eventually as in Example 3.1, the unob-
servable confounding noise at times ¢ and ¢’ becomes independent. We formalise this intuition as
the notion of a confounding noise horizon k.

Assumption 3.2 (Confounding Noise Horizon). For every ¢, the confounding noise u$ has a horizon
of k where 1 < k < T'. More formally, ugy 1 ui_, Vt > k.

This assumption is essential for decoupling the spurious correlation between the state and action
pairs. We also assume that the confounding noise is additive to the action, which is standard in
causal inference (Pearl, 2000; Shao et al., 2024). Without this assumption, the causal effect becomes
unidentifiable (see, e.g., Balke & Pearl (1994)) and the best we can do is to upper/lower bound it.

Assumption 3.3 (Additive Noise). The structural equation that generates the actions in the observed
trajectories is

ar = mp(st, uf) + ug, 2

where w.l.o.g. E[uf] = 0 as any non-zero expectation of u$ can be included as a constant in 7.

Next, we show that, with the above two assumptions, it becomes possible to identify the true causal
relationship between states and expert actions, and to imitate 7.



Under review as a conference paper at ICLR 2026

4 CAUSAL IL As A CMR PROBLEM

In this section, we demonstrate that performing causal IL in our framework is possible using trajec-
tory histories as instruments. We show that the problem can be reformulated as a CMR problem and
propose an efficient algorithm to solve it.

The typical target for IL would be the expert policy 7 itself. However, since the expert has access
to privileged information, namely u{, which the imitator does not, the best thing an imitator can
do is to learn a history-dependent policy 7, that is the closest to the expert. A natural choice for a
learning objective is the conditional expectation of 7 g (s¢, u$) on the history h;:

Th(ht) = Ep(usin,) [TE (st uf)] = Elrp(se, uf) | b,

because the conditional expectation minimises the least squares criterion (Hastie et al., 2001) and
7y, is the best predictor of g given h;. In 7, the distribution P(ug | hy) captures the information
about uy that can be inferred from trajectory histories.

Remark 4.1. Learning 7, is not trivial. Policies learnt naively using behaviour cloning, i.e., E[a; |
hy), fail to match 7g. To see this, note that, in view of Equation (2), we have

Ela; | hi] = Blrg(se, uf) | he] + Elug | byl
= Wh(ht) + E[Ui | ht], (3)

where E[u§ | hi] # 0 due to the spurious correlation between u; and the trajectory history hy. As a
result, E[a; | ht] becomes biased, which can lead to arbitrarily worse performance compared to 7.

Derivation of the CMR Problem. Leveraging the confounding horizon from Assumption 3.2, we
are able to break the spurious correlation using the independence of u§ and uj_,. We propose to
use the k-step history hy_j = ($1,a1, ..., St—x) as an instrument for the current state 5.2 Taking the
expectation conditional on h;_j on both sides of Equation (3) yields

Ela; | hi—x] = E[Elay | he] | hi—r] = E[mpn(he) | he—g] + E[E[ug | he] | hi—k]
= E[mp(he) | he—i] + E[uf | he—g]
= E[mn(he) | he—i] + Elug] = E[mp (he) | he—),

where we use the fact that h;_j, is o (h;)-measurable because by, C hy, uf 1L uf_, and E[uf] =0
by Assumption 3.2. As a result, the problem of learning 7, reduces to solving for 7, that satisfies
the following identity

]E[at — ﬂ'h(ht) | h’t—k] = O7 (4)

which is a CMR problem as defined in Section 2. In this case, both a; and h; are observed in the
confounded expert demonstrations, and h;_j, acts as the instrument.

To ensure that the instrument h,_j, is valid, we verify the three conditions from Section 2: firstly,
uy 1l h;_j as explained above. Secondly, the environment and expert policy are non-trivial since
P(hs | hi—k) is not constant in h;_j. Finally, h;_, affects a; only through s; by the Markov prop-
erty. However, the strength of the instrument h;_g, representing its correlation with h;, influences
how well 7, (h) can be identified by solving the CMR problem in Equation (4). As the confounding
horizon k increases, this correlation weakens, making h;_j a less effective instrument. We formally
analyse this relationship in Proposition 4.3 and further validate it experimentally in Section 5.

4.1 PRACTICAL ALGORITHMS FOR CAUSAL IL

There are various techniques (Bennett et al., 2019a; Xu et al., 2020; Shao et al., 2024) for solving the
CMR problem E[a¢|hi—i] = E[mp, (he)|hi—k] in (4). Here, the CMR error that we aim to minimise
is given by

\/E [Ela; — 7tn(he)|he—]?] = Blar — 7 (he) |hi—i] ] 2-

Note that this requires prior knowledge (or an upper bound) of the confounding horizon k. We discuss this
assumption and practical ways to choose k, e.g., conditional independence tests, in Appendix F.
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Algorithm 1 Double Machine Learning for Causal Imitation Learning (DML-IL)

input Dataset Dg of expert demonstrations, confounding noise horizon k
Initialize the roll-out model M as a Gaussian mixture model
repeat
Sample (h¢, a;) from data D
Fit the roll-out model (h¢, a;) ~ M (hy_y) to maximize the log likelihood
until convergence
Initialize the expert model 7, as a neural network
repeat
Sample h;_j from Dg
10:  Generate flt and a; using the roll-out model M
11:  Update 7, to minimise the loss £ := ||a; — 7tp () |2
12: until convergence
13: return A history-dependent imitator policy 7

R AN AN S

In Algorithm 1, we introduce DML-IL, an algorithm adapted from the IV regression algorithm
DML-IV (Shao et al., 2024), which solves our CMR problem by minimising the above CMR error.”
The first part of the algorithm (lines 3-7) learns a roll-out model M that generates a trajectory k steps
ahead given h;_j. Then, 7}, takes the generated trajectory h; from M (h;_j) as input and minimises
the mean square error to the next action (lines 8-13). Using generated trajectories is crucial for
breaking the spurious correlation caused by wu;, and the trajectory history before h;_j, allows the
imitator to infer information about u7. We refer to Appendix F for a discussion of the theoretical
convergence rate guarantees of DML-IL and the choice of the confounding noise horizon k as input.

4.2 THEORETICAL ANALYSIS

In this section, we derive theoretical guarantees for our algorithm, focusing on the imitation gap and
its relationship to existing work. All proofs in this section are deferred to Appendix B.

On a high level, in order to bound the imitation gap of the learnt policy 7, i.e., J(mg) — J(7p), we
need to control:

(¢) the amount of information about the hidden confounders that can be inferred from trajectory
histories hy;

(22) the ill-posedness (or identifiability) of our CMR problem, which intuitively measures the
strength of the instrument h;_;

(23¢) the disturbance of the confounding noise to the states and actions at test time.

These factors are all determined by the environment and the expert policy. To control (¢), we measure
how much information about «? is captured by the trajectory history h; by analysing the Total
Variation (TV) distance between the distribution of «¢ and E[ug|h;] along the trajectories of 7. To
control (z¢) and (#27), we need to introduce the following two key concepts.

Definition 4.2 (Ill-Posedness of CMRs (Dikkala et al., 2020)). Given the derived CMR problem
in Equation (4), the ill-posedness v(I1, k) of the policy space IT with confounding noise horizon k is

Iz — =iz
I k) = .
V(LK) = SUP Ty — wlh)lhe—s]la

The ill-posedness v (11, k) measures the strength of the instrument, where a higher (1, k) indicates
a weaker instrument. It bounds the ratio between the learning error of the imitator following our
CMR objective and its Lo error to the expert policy.

As discussed previously, intuitively, the strength of the instrument would decrease as the confound-
ing horizon k increases. This is confirmed by the following proposition.

3DML stands for double machine learning (Chernozhukov et al., 2018), which is a statistical technique to
ensure a fast convergence rate for two-step regression, as is the case in Algorithm 1.
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Proposition 4.3. v(I1, k) is monotonically increasing as the confounded horizon k increases.

Next, we introduce the notion of c-TV stability.

Definition 4.4 (c-Total Variation Stability (Bassily et al., 2021; Swamy et al., 2022b)). Let P(X)
be the distribution of a random variable X : Q — X'. P(X) is ¢-TV stable if for all a;,as € X and
A >0,

Ha1 70,2” S A — (ST\/((11+X,CLQ+X) SCA,

where ||-|| is some norm defined on X and 07y is the TV distance.

A wide range of distributions are c-TV stable. For example, standard normal distributions are %—TV
stable. We apply this notion to the distribution over u; to bound the disturbance it induces in the
trajectory and the expected return.

With the notion of ill-posedness and c-TV stability, we can now analyse and upper bound the imita-
tion gap J(mwg) — J(7y) by controlling the three previously discussed components (7) — (4i7).

Theorem 4.5 (Imitation Gap Bound). Let 7tj, be the learnt policy with CMR error € and let v(I1, k)
be the ill-posedness of the problem. Assume that o7y (ug, By, [uf|hi]) < & for 6 € R, P(u) is
c-TV stable and 7 is deterministic. Then, the imitation gap is upper bounded by

J(rg) — J(7n) < T?(cev(Il, k) + 26) = O(T?(5 +¢)).

This upper bound scales at the rate of T2, which aligns with the expected behaviour of imitation
learning without an interactive expert (Ross & Bagnell, 2010). Next, we show that the upper bounds
on the imitation gap from prior work (Swamy et al., 2022b;a) are special cases of Theorem 4.5. The
proofs are deferred to Appendix B.3.

Corollary 4.6. In the special case that u} = 0, i.e., there are no expert-observable confounders, or
uf = B, [u?|he, i.e., u? is o (hi)-measurable (all information about ug is contained in the history),
the imitation gap is upper bounded by

J(mg) — J(7n) < T?(cev(IL k) = O(T%),
which coincides with Theorem 5.1 of Swamy et al. (2022b).

In the other extreme case, when there are no hidden confounders, i.e., u; = 0, our framework is
reduced to that of Swamy et al. (2022a). However, Swamy et al. (2022a) provided an abstract bound
that directly uses the supremum of key components in the imitation gap over all possible Q-functions
to bound the imitation gap. We further extend and concretise the bound using the learning error €
and the TV distance bound J instead of relying on the supremum.

Corollary 4.7. In the special case that u; = 0, if the learnt policy has optimisation error ¢, the
imitation gap is upper bounded by

J(T('E) - J(ﬁ'h) S T2 (dlfn(mg + 26) N

which is a concrete bound that extends the abstract bound in Theorem 5.4 of Swamy et al. (2022a).

Remark 4.8. If both u; and u? are zero, we then recover the classic setting of IL without con-
founders (Ross & Bagnell, 2010), and the imitation gap bound is T?¢, where ¢ is the optimisation
error of the algorithm.

5 EXPERIMENTS

We empirically evaluate the performance of Algorithm | (DML-IL) on the toy environment mod-
elling the ticket pricing scenario with continuous state and action spaces introduced from Exam-
ple 3.1 and the Mujoco environments (Todorov et al., 2012): Ant, Half Cheetah and Hopper. We
compare with the following existing methods: Behavioural Cloning (BC), which naively minimises
E[—log m(a¢t|st)]; BC-SEQ (Swamy et al., 2022a), which learns a history-dependent policy to han-
dle expert-observable hidden confounders; ResidulLL (Swamy et al., 2022b), which we here adapt to
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—e— BC BC-SEQ  —e— ResidulL  —e— DML-IL (ours) —e— Noised Expert

Plane Ticket Pricing Plane Ticket Pricing

/ . e

1 3 5 7 9 11 13 15 17 19 20 1 3 5 7 9 1 13 15 17 19 20
u® horizon u® horizon

Mean Squared Error (log scale)

(a) MSE in log scale, lower is better. (b) Average reward, higher is better.

Figure 2: Plane Ticket Environment (Example 3.1): On the left, the MSE in log scale between the
learnt policy and the expert. On the right, the average reward of our approach and baselines.

our setting by providing h;_j, as instruments to learn a history-independent policy; and the noised
expert, which is the performance of the expert in the confounded environment, and corresponds to
the maximally achievable performance. In Appendix C.1, we include additional evaluations when
using other IV regression algorithms, including DFIV (Xu et al., 2020) and DeepGMM (Bennett
et al., 2019b), as the core CMR solver, but found inconsistent and subpar performance. In Ap-
pendix C.2, we also provide further discussion and empirical evaluations of DML-IL under mis-
specification of the confounding noise horizon k.

We train imitators with 20000 samples (40 trajectories of 500 steps each) of the expert trajectory
using each algorithm and report the average reward when tested online in their respective environ-
ments. The reward is scaled such that 1 is the performance of the un-noised expert, and O is that of
a random policy. We also report the Mean Squared Error (MSE) between the imitator’s and expert’s
actions. The purpose of evaluating the MSE is to assess how well the imitator learnt from the expert,
and importantly whether the confounding noise problem is mitigated. When the confounding noise
ug is explicitly handled, we should expect to observe a much higher MSE. All results are plotted
with one standard deviation as a shaded area. In addition, we vary the confounding noise horizon k
from 1 to 20 in order to increase the difficulty of the problem with weaker instruments h;_ .

5.1 PLANE TICKET PRICING ENVIRONMENT

Experimental Setup. We first consider the plane ticket pricing environment described in Exam-
ple 3.1. Here, the expert-unobservable confounding noise u® corresponds to operating costs and the
expert-observable confounder uf models seasonal demand patterns and events. We set u? to con-
tinuously vary with a rate of change of approximately every 30 steps. A detailed description of this
environment is provided in Appendix D.1.

Results. The results are presented in Figure 2. DML-IL performed best with the lowest MSE
and the highest average reward that is closest to the expert, especially when the uf horizon is 1.
This implies that DML-IL is successful in handling both u7 and ug. ResidulL is able to reduce the
confounding effect of u;, evident by the lower MSE compared to the two other methods that do not
deal with u;. However, since it does not explicitly consider «?, the imitator has no information on
u? and the best it can do is to assume some average value (or expectation) of uf. Therefore, while
ResidulL still achieves some reward, its considerable performance gap to DML-IL can be explained
by its ignorance of wg. Both BC and BC-SEQ fail entirely in the presence of confounding noise
ug, with orders of magnitude higher MSE and average reward close to a random policy. From the
similar performance of BC-SEQ and BC, we see that using trajectory histories to infer u? is not
helpful when the confounding noise is not handled explicitly. This demonstrates that only partially
accounting for the effect of u; or uy is insufficient to learn a good imitator.

Moreover, as the confounding noise horizon £ increases (x-axis), the performance of DML-IL de-
creases. This supports our intuition and theoretical results that the instrument becomes weaker, and
less information about u{ can be inferred from h;_y, as k increases. When & = 20, we find that
the performance of DML-IL is close to that of ResidulL, which does not consider the effect of uy,
because very limited information about the current expert-observable confounder u¢ can be inferred
based on the history from 20 steps ago.
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Figure 3: MuJoCo: On the top, the MSE in log scale between the learnt policy and the expert (lower
MSE is better). On the bottom, the average reward in the MuJoCo environments Ant, Half Cheetah
and Hopper (higher values are better). The confounding horizon increases along the x-axis.

5.2 MuJoco ENVIRONMENTS

Experimental Setup. In Figure 3, we consider the Mujoco tasks. While the original environment
implementations (Todorov et al., 2012) do not have hidden confounding variables, we modify the
environment to introduce u; and u?. Specifically, instead of travelling as fast as possible, the goal
is to control the agent to travel at a target speed that is varying throughout an episode. This target
speed is u?, which is observed by the expert but not recorded in the dataset. In addition, we add
confounding noise u; to s; and a; to mimic confounding noise such as wind. Additional details
about the modification made to the environments are provided in Appendix D.2.

Results. DML-IL outperforms other methods in all three Mujoco environments as shown in Fig-
ure 3. Similarly to the plane ticket environment, ResidulL is effective in removing the confounding
noise but fails to match the average reward of DML-IL as it does not account for expert-observable
confounders u7y. BC and BC-SEQ have much higher MSE and fail to learn meaningful policies. As
the confounding horizon of u; increases, the performance of DML-IL drops, which is expected as
the instruments weaken and less information about u¢ can be inferred from the histories. This is
most visible in the Ant and Half Cheetah environments.

6 DISCUSSION

We proposed a framework for causal imitation learning with hidden confounders that unifies several
previous causal IL settings. Specifically, we considered hidden confounders to be partially observ-
able to the expert, and demonstrated that causal IL under this framework can be reduced to a CMR
problem when using the histories as instruments. We proposed a novel algorithm, DML-IL, to solve
the CMR problem and imitate the expert, and provided upper bounds on the imitation gap of DML-
IL that subsume previous results. Finally, we empirically evaluated DML-IL on multiple tasks,
including Mujoco environments, and demonstrated improved imitation performance against other
causal IL algorithms in the presence of expert-observable and expert-unobservable confounding.

Limitations. One limitation are the explicit assumptions made in Section 3, which are essential
for the expert policy to be identifiable. In addition, we assume knowledge of the confounding noise
horizon k or an upper bound on it for Algorithm 1. Unfortunately, the value of k generally cannot be
verified empirically. However, there exist tests that can indirectly check whether a candidate IV is
valid, such as conditional independence tests (Gretton et al., 2005), which we discuss in Appendix F.
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A REDUCING OUR UNIFYING FRAMEWORK TO RELATED LITERATURE

In this section, we discuss how the various previous works can be obtained as special cases of our
unifying framework.

A.1 TEMPORALLY CORRELATED NOISE (SWAMY ET AL., 2022B)

The Temporally Correlated Noise (TCN) proposed in Swamy et al. (2022b) is a special case of our
setting where 4® = 0 and only the confounding noise u° is present. Following Equation 14-17
of Swamy et al. (2022b), their setting can be summarised as

s¢ =T (5¢—1,a1-1)
=T (st—1,7E(S¢—1) + us—1 + Us—2)
ar = mr(st) + u + w—1,

where T is the transition function and w; are the TCN. It can be seen that TCN is the confounding
noise u° since the expert policy doesn’t take it into account, and it affects (or confounds) both the
state and action.

It can be seen that this is a special case of our framework when u{ = 0, where a; = mg(s:) + &(uf)
from Equation (2), and more specifically when the confounding noise horizon in Theorem 3.2 is 2.
In addition, the theoretical results in Swamy et al. (2022b) can be deduced from our main results as
shown in Corollary 4.7.

A.2 UNOBSERVED CONTEXTS (SWAMY ET AL., 2022A)

The setting considered by Swamy et al. (2022a) is a special case of our setting when u* = 0 and
only u are present. Following Section 3 of Swamy et al. (2022a), their setting can be summarised
as

T:SxAxC— D(S)
V:SxAxC—[-1,1]
a; = (s, c)

where ¢ € C' is the context, which is assumed to be fixed throughout an episode. There are no
hidden confounders in this setting and the context c is included in u° under our framework. Note
that in our setting we also allow u° to vary throughout an episode. In addition, the theoretical results
in Swamy et al. (2022a) can be deduced from our main results, as shown in Corollary 4.6.

A.3 IMITATION LEARNING WITH LATENT CONFOUNDERS (VUORIO ET AL., 2022)

The setting considered by Vuorio et al. (2022) is also a special case of our setting when u* = 0
and only u° are present, which is very similar to Swamy et al. (2022a). In Section 2.2 of Vuorio
et al. (2022), they introduced a latent variable # € © that is fixed throughout an episode and a; =
7w (st,0). There are no hidden confounders in this setting and the latent variable 6 is included in
u? in our framework. No theoretical imitation gap bounds are provided in Vuorio et al. (2022).
However, Corollary 4.6 can be directly applied to their setting and bound the imitation gap.

A.4 CAUSAL DELUSION AND CONFUSION (ORTEGA ET AL., 2021; DE HAAN ET AL., 2019;
PFROMMER ET AL., 2023; SPENCER ET AL., 2021; WEN ET AL., 2020)

The concept of causal delusion (Ortega et al., 2021) and confusion is widely studied in the liter-
ature (de Haan et al., 2019; Pfrommer et al., 2023; Spencer et al., 2021; Wen et al., 2020) from
different perspectives. A classic example of causal confusion is learning to brake in an autonomous
driving scenario. The states are images with a full view of the dashboard and the road conditions.
The brake indicator in this scenario is the confounding variable that correlates with the action of
braking in subsequent steps, which causes the imitator to learn to brake if the brake indicator light
is already on. Therefore, another name for this problem is the latching problem, where the imitator
latches to spurious correlations between current action and the trajectory history. In the setting of Or-
tega et al. (2021), this is explicitly modelled as latent variables that affect both the action and state,
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causing spurious correlation between them and confusing the imitator. In other settings (de Haan
et al., 2019; Pfrommer et al., 2023; Spencer et al., 2021; Wen et al., 2020), there are no explicit un-
observed confounders, but the nuisance correlation between the previous states and actions can be
modelled as the existence of hidden confounders u* in our framework. Specifically, in de Haan et al.
(2019), x¢_1 and a;_1 are considered confounders that affect the state variable x;, which causes a
spurious correlation between previous state action pairs and a;. The spurious correlation between
variables is typically modelled as the existence of a hidden confounder «® that affects both variables
in causal modelling. For example, the actual hazard or event that causes the expert to brake will be
the hidden confounder u* that affects both the brake and the brake indicator.

However, despite the fact that this setting can be considered a special case of our general framework,
we stress that the concrete and practical problems considered in de Haan et al. (2019); Pfrommer
et al. (2023); Spencer et al. (2021); Wen et al. (2020) are different from ours, where they assumed
implicitly that the hidden confounders »* are embedded in the observations or outright observed.

B PROOFS OF MAIN RESULTS

In this section, we provide the proofs for the main results and corollaries in this paper.

B.1 PROOF OF PROPOSITIONS

Proposition 4.3: The ill-posedness v(I1, k) is monotonically increasing as the confounded horizon
k increases.

Proof. From definition, we have that

|me — 7|2
I, k) = .
V(LK) = SUP Ty — wlh)lhes]la

We would like to show for each 7 € II, ||E[al7;?}; ;rllf‘i nIE is increasing as k increases, which

would imply that v(IL, k) is increasing. For each w € II, we see that the numerator is constant
w.r.t the horizon k. Therefore, it is enough to check that for each 7 € II, the denominator ||E[a; —
m(he)|hi—]||2 decreases as k increases. For any two integer horizon k1 > ko,

Ela; — m(h)|he—r,)> = B[E[a; — 7(he) | he—py ]| he—r, )* (5)
< E[E[ay — m(he) | Pi—ky)* |he—k,] (6)
:]E[at *W(ht)|ht_k2]2 (7)

by the tower property of conditional expectation as o(h;—x,) € o(hi—,), Jensen’s inequality for
conditional expectations, and the fact that E[a; — 7 (hy)|h—k,]? is hi—, measurable, respectively
for each line. Therefore, we have that IE[a; — w(hy)|hi—g] is decreasing, which implies ||E[a; —
w(he)|hi—g]||2 is decreasing and v(I1, k) is increasing as k increases, which completes the proof.

O

B.2 MAIN RESULTS FOR GUARANTEES ON THE IMITATION GAP

Theorem 4.5: Let 7, be the learnt policy with CMR error ¢ and let v(I1, k) be the ill-posedness of
the problem. Assume that o7y (uf, E, [uf|h:]) < 6 for § € RT, P(uf) is c-TV stable and 7 is
deterministic. Then, the imitation gap is upper bounded by

J(mg) — J(7n) < T?(csv(IL k) + 26) = O(T?(5 + ¢)).
Proof of Theorem 4.5. Recall that J(m) is the expected reward following 7, and we would like to

bound the performance gap J(7g) — J(7,) between the expert policy mg and the learned history-
dependent policy 7p,. Let Qn, (St, at, uf) be the Q-function of 7. Using the Performance Differ-

ence Lemma (Kakade & Langford, 2002), we have that for any Q-function Q(ht, ay) that takes in
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the trajectory history h; and action ay,

T
J(rg) = J(7h) = Erary [Z Qry (56, at,uf) — Eqnr, [Qn, (st a, uf)]]

t=1

Erenp Qr, (51,00,uf) — Q(he, ar) + Q(he, ar) — Barr, [Qm, — Q + Q)]

I
[M]=

t=1
T T

= Z Erorg [Q — Eqnm, [Q]] + Z Errp [Qﬂ, - Q — Eqnr, [Qﬂ‘h - QH @®)
t=1 t=1

We first bound the second part of Equation (8). Denote by 7y the total variation distance. For
two distributions P, (), recall the property of total variation distance for bounding the difference in
expectations:

[Ep[f(2)] = Eq[f (2)]] < | fllecdrv (P, Q).

In order to bound the second part of Equation (8), for any () function, consider inferred Q using the
conditional expectation of u° on the history h,

Q(hta at) = Q(StvatvETNﬂ'E [uﬂht])’

where note that s; € h;. We have that, when the transition trajectory (s;, u?, u$,r;) ~ mg follows
the expert policy, for any action & ~ 7 following some policy 7 (in our case, it can be g or 7y,),

|ET~7TE,d~7T[Q(St7 a, ut) - Q(htv a)]‘ = |ET~TFE,d~7r[Q(St7 a, uto) - Q(st7 a, ETNWE [utolht]])]‘

= |EquTrE [EwE,n[Q(Stvdauf)W?] - Euﬂht"vﬂE [EWE,TF[Q(Shda u§)|u§]|

9)
< | Brp #[Q@Cst, @, uf)|uf]l|oobrv (uf, By [uf[he]) — (10)
§T~5Tv(u§7E,rE[ug|htD (11)
<Téo 12)

where Equation (9) uses the tower property of expectations, Equation (10) uses the total variation
distance bound for bounded functions, Equation (11) uses the fact that the ) function is bounded
by T and Equation (12) uses the condition that é7v (u?, E, . [uf|h:]) < 6 in the theorem statement.
Since Equation (8) holds for any choice of ), we choose Q. (ht, at) == Qur, (St, at, Brrrp [ |he])
such that we can apply Equation (12) twice to bound the second part of Equation (8):

]ETNTrE [Qﬂ’h, - Qﬁh - anﬁh [Qﬁh - Qw}l]] < ]ETNTFE [Q‘n’h - Qﬁh, + ‘anw}l [Qﬂ:}l - Qﬂ’h”]
= ]ETNT"E [Qﬂ”h - Qﬁh] + |E8t,ut~ﬂE,a~7fh [Qﬁh - th]‘

< |]ETN7TE [QTFA;L - Qﬂ:h” +T6 (13)
<2746

where Equation (13) holds by applying Equation (12) because the expectation of the trajectories
(and their transitions) are over mg, and the actions which are used only as arguments into the )
function are sampled from 7y,.

Next, we bound the first part of Equation (8). Recall that the ill-posedness of the problem for a
policy class II is

Iz — s
v(IL, k) = su
(LE) = 9P By — 7 h) sl

where ||mg — 7|2 is the RMSE and | E[a; — 7(s¢)|si—k]||2 is the CMR error from our algorithm.
Since the learned policy 7, has a CMR error of ¢, we have that

175 = 7nlle < v(ILE)[Elar — 70 (he) [hek]ll2 < v(I1 k)e
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Next, recall that c-total variation stability of a distribution P(u®) where u® € A for some space A
implies for two elements a1, as € A,

a1 — azsll2 <A = drv(a; +u, a2 +u®) < cA.

Since P(uf) is c-TV stable w.r.t the action space A, we have that for all history trajectories hy € H
(note that s; € hy)

orv (me(st) + ui, Th(he) +up) < cllmp(s) — 7 (he) 2.
Then, we have that by Jensen’s inequality,
By g [07v (TE(s¢) +ug, T (he) +uf)]* < By orp [07v (TE (st) + ug, w0 (he) + uf)?]
= By [07v (w5 (se) + g, 0 (he) + 1)) < VB [07v (15(50) + uf, 70 (he) + uf)?]
< SB[l (se) — 7 (o) |3
=c|lrg — 7h||2 < cev(IL, k)

Therefore, by applying the total variation distance bound for expectations of QNT;,L over different
distributions of action a;, we have that

]ETNﬂ'E [Qﬁh - anﬂrh [@f;l” = ]ETNTFE [Q‘n’h (ht, at) - E[Qﬂ’h (ht7 7fh (ht))]] (14)
= Enymorp [B[Qu, (hey wi (50) + u5)] = E[Qm, (he, 7 (he) + ug)]]

(15)

< 1@ loo Brumms [07v (F (g (se) + uf), F(atn(he) +u5))] (16)

< Teev(Il, k) (17)

Combining all of above, we see that from Equation (8), by selecting Q,fh (he,ar) =
Qur, (8t,0t, Brnp [u;’\ht]) the imitation gap can be bounded by

T
J(rg) — Z Erirp le — Bovr, (@] + Z Erorp@r, — Qn, — Banm, [Qm, — O]
t=1
(18)
T
ZTceu (IL k) + Z2T§ (19)
t=1 t=1
<T-(Teev(Il, k) 4 2T6) (20)
= T%(cev(II, k) + 26) = O(T?(e + 6)), Q1)
which concludes the proof. O

B.3 PROOFS OF COROLLARIES

Corollary 4.6: In the special case that uf = 0, meaning that there is no confounder observable to
the expert, or uf = I, [u?|h:], meaning that u? is o(h;) measurable (all information regarding
u is represented in the history), the imitation gap bound is T(csv(I1, k)), which coincides with
Theorem 5.1 of Swamy et al. (2022b).

Proof. If u? = 0, then we have uf = E, [u?|h:] since u? is a constant. If uf = K, [uf|h:], we
have that
7y (uf, Brp[ug|he]) = orv (uf, uf) <0

By plugging § = 0 into Theorem 4.5, we have that J(7g) — J(75) < T?(cev(I1, k)), which is the
same as the imitation gap derived in Swamy et al. (2022b) and completes the proof. O

Corollary 4.7: In the special case that u; = 0, if the learned policy via supervised BC has error
¢, then the imitation gap bound is 72 2 € + 26), which is a concrete bound that extends the
gap ( /dim(A) )

abstract bound in Theorem 5.4 of Swamy et al. (2022a).
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Proof. In Theorem 5.4 of Swamy et al. (2022a), for the offline case, which is the setting we are
considering (as opposed to the online settings), they defined the following quantities for bounding
the imitation gap in a very general fashion,

Eoff = SUP Ervrp [Q — Eqnm, [QH
Q

Ooff = sup ]ETNTFE [Q‘/ﬁh - Q - anﬁh [Qﬂ’h - QH
QxQ

The imitation gap by Theorem 5.4 in Swamy et al. (2022a) under the assumption that u; = 0 is
T2 (eoff + Jofr), which can also be deduced from Equation (8) by naively applying the above supre-

mum. To obtain a concrete bound, we can provide a tighter bound for E; ., [Q, — Ear, [@,]]5
which is the first part of Equation (8), given that u; = 0.

For two elements a1, as € A, we have that by Cauchy—Schwarz,

dim(A)

1
drv(ay +0,a2—|—0):§||a1—a2\|1 < lal — a2]2.
Then, we have that
2
lar —azlls <A = dry (a1, az) < mA
so that by Theorem 4.5,
E‘FN?TE [Qﬁh - ECLNWA}L [Qﬂ’hH = ]ETNWE [Qﬂ’h (htv a’t) - E[th, (htv 7TAh(hlf))]] (22)
= By [E[Qr, (he, 2 (s1))] = BlQm, (he, 7 (he))]]  (23)
~ 2
<N @myllo—F——=IlTE — 7 (24)
19 e~ —
2
ST ——=¢, (25)
dim(A)
since when uf = 0 the learning error via supervised learning is € := ||mg — 7||2. Therefore, the
final imitation bound following Theorem 4.5 is
T ) ) T 3 )
J(rg) — J(7h) = Z Ernnp Qi — Ban, (@, ]] + Z Erinp[Qm, — Qm, — Eanm, (@, — O]l
t=1 t=1
(26)
T
< 5 + > 2T¢ 27)
g \/dim(A Z (
= T?(———=c + 26). (28)

\/ dim(A)

This bound is a concrete bound, obtained through detailed analysis of the problem at hand, that
coincides with the abstract bound T2(5Off + dofr) provided in Theorem 5.4 of Swamy et al. (2022b).
Note that this bound is independent of the ill-posedness v(I1, k) and the c-TV stability of u$, which
are present in the bound of Theorem 4.5, because of the lack of hidden confounders ws. O

C ADDITIONAL EXPERIMENTS

C.1 ADOPTING OTHER IV REGRESSION ALGORITHMS

In this paper, we have transformed causal IL with hidden confounders into a CMR problem as de-
fined in Equation (4). Therefore, in principle, many IV regression algorithms can be adopted to
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Figure 4: Additional results for the MSE between learnt policy and expert, and the average reward,
in the plane ticket environment (Example 3.1), with DFIV and DeepGMM as the CMR solver.
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Figure 5: Additional results for the MSE between learnt policy and expert, and the average reward,
Ant Mujoco environment, with DFIV and DeepGMM as the CMR solver.

solve our CMR problem. We also experimented with other IV regression algorithms that have been
previously shown to be practical (Shao et al., 2024) for different tasks and high-dimensional input.
Specifically, we experimented with DFIV (Xu et al., 2020), which is an iterative algorithm that inte-
grates the training of two models that depend on each other, and DeepGMM (Bennett et al., 2019b),
which solves a minimax game by optimising two models adversarially. Note that DeeplV (Hartford
et al., 2017) can be considered a special case of DML-IV (Shao et al., 2024), so we did not evaluate
it.

The additional results for using DFIV and DeepGMM as the CMR solver are provided in Figure 4
and Figure 5. It can be seen from Figure 4 that only DFIV achieves good performance in the
airline ticket pricing environment, surpassing the performance of ResidulL. For the Ant Mujoco task
in Figure 5, both DFIV and DeepGMM fail to learn good policies, with only slightly lower MSE than
BC and BC-SEQ. We think this is mainly due to the high-dimensional state and action spaces and the
inherent instability in the DFIV and DeepGMM algorithms. For DFIV, the interleaving of training
of two models causes highly non-stationary training targets for both models, and, for DeepGMM,
the adversarial training procedure of two models is similar to that of generative adversarial networks
(GANS), which are known to be unstable and difficult to train. In addition, when the CMR problem
is weakly identifiable, as in the case of a weak instrument, the algorithms may converge to local
minima that are far away from the true solution in the face of instabilities in the algorithm.

We conclude that solving our CMR problem can be sensitive to the choice of solver as well as
to the choice of hyperparameters. In addition, some IV regression algorithms do not work well
with high-dimension inputs. Our IV algorithm of choice, DML-IV, provides a robust base for the
DML-IL algorithm that demonstrated good performance across all tasks and environments. This
demonstrates the benefit of using double machine learning, which can debias two-stage estimators
and provide good empirical and theoretical convergence.

C.2 PERFORMANCE UNDER MISSPECIFICATION OF k

When past unobservable confounders u;_, are weakly correlated with the current uj, the uncon-
founded instrument condition for a valid IV is mildly violated. Empirically, when the violation is
mild, it typically induces small bias. This is especially true if the correlation between the IV and
hidden confounder is weak relative to IV strength (Hahn & Hausman, 2005), i.e., the correlation be-
tween h;_j and the current state s;. It is also often observed that there is a threshold effect (Kuang
et al., 2020), where once the violation rises above a certain threshold, IV regression begins to induce
large bias.
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However, to the best of our knowledge, there is no theoretical framework that can analyse IV regres-
sion bias with respect to IV violation with guarantees. In fact, in a theoretical worst-case, a weak
correlation between the IV and the hidden confounder could potentially cause the causal effect to be
unidentifiable, rendering causal inference tools ineffective.

That being said, there also exist methods that can combine weak or mildly invalid I'Vs to synthesise
valid IVs (Kuang et al., 2020; Hartford et al., 2020; Yuan et al., 2022) and it would be possible to
combine the trajectory history h;_j, which may contain invalid IVs, into a valid IV.

To empirically evaluate this, we conduct additional experiments where the true confounding horizon
is 10, but DML-IL is given the misspecified ¥ = 1 to 9. With & = 10 as the baseline without
misspecification, performance (avg reward) in Half Cheetah stays within 5% of the baseline down
to £ = 6, and remains acceptable down to £k = 8 in the plane ticket task, after which DML-IL
starts to induce larger bias. We report the average reward together with its standard deviation (in
parentheses).

Misspecified k Half Cheetah Plane Ticket
k=10 (no misspecification) | 0.7183 (0.1789) | 0.6181 (0.0356)
k=9 0.7108 (0.1193) | 0.5973 (0.0242)
k=8 0.7209 (0.1717) | 0.5546 (0.0325)
k=7 0.6675 (0.1595) | 0.4801 (0.0614)
k=6 0.6903 (0.1393) | 0.3944 (0.0682)
k=5 0.3471 (0.1989) | 0.3241 (0.0773)
k=4 0.3243 (0.2329) | 0.1561 (0.0961)
k=3 0.2749 (0.1643) | 0.1076 (0.1310)
k=2 0.1082 (0.2155) | 0.0801 (0.1469)
k=1 0.0896 (0.3080) | 0.0656 (0.1227)

Table 1: Performance across misspecified & values for Half Cheetah and Plane Ticket.

D ENVIRONMENTS AND TASKS

D.1 DYNAMIC AEROPLANE TICKET PRICING

Here, we provide details regarding the dynamic aeroplane ticket pricing environment introduced in
Example 3.1. The environment and the expert policy are defined as follows:

S=R (29)
A=[-1,1] (30)
s¢ = sign(s) - uy — uj (3D
g = clip(—s/uy,—1,1) (32)
ar =7+ 10 - ug (33)
uy = mean(ps ~ Unif[—1,1], pt—1, ....pt— 1) (34)
u; = mean(q; ~ Normal(0,0.1 - \/E), Qt—1s s Qr—kt1) (35)

where M is the influence horizon of the expert-observable u°, which we set to 30. The states s; are
the profits at each time step, and the actions a are the final ticket price. ug represent the seasonal
patterns, where the expert 7 will try to adjust the price accordingly. uj represent the operating
costs, which are additive both to the profit and price. Both u{ and u; are the mean over a set of
i.i.d samples, g; and p;, and vary across the time steps by updating the elements in the set at each
time step. This construction allows u§ and uj_, to be independent since all set elements ¢; will be

re-sampled from time step ¢ — k to . We multiply the standard deviation of ¢; by v/k to make sure
ug, which is the average over £ i.i.d. variables, has the same standard deviation for all choices of k.

D.2 Mujoco ENVIRONMENTS

We evaluate DML-IL on three Mujoco environments: Ant, Half Cheetah, and Hopper. The original
tasks do not contain hidden variables, so we modify the environment to introduce u® and u°. We
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use the default transition, state, and action space defined in the Mujoco environment. However, we
changed the task objectives by altering the reward function and added confounding noise to both the
state and action. Specifically, instead of controlling the ant, half cheetah, and hopper, respectively,
to travel as fast as possible, the goal is to control the agent to travel at a target speed that is varying
throughout an episode. This target speed is u°, which is observed by the expert but not recorded in
the dataset. In addition, we add confounding noise u; to s; and a; to mimic the environmental noise
such as wind noise. In all cases, the target speed uy, confounding noise u;, and the action a; are
generated as follows:

ar =7g + 20 - uf (36)
uf = mean(p; ~ Unif[—2,4], ps_1, ....pt—pr) (37)
u$ = mean(q; ~ Normal(0,0.01 - V&), Gr—1, -y Gt—r+1) (38)

where M = 30, the state transitions follow the default Mujoco environment and the expert policy
7 18 learned online in the environment. u¢ and u; follow the aeroplane ticket pricing environment
to be the average over a queue of i.i.d. random variables. The reward is defined to be the 1¢qthy —
(current velocity — u§)2 — control loss, where 1jc4¢1y gives reward 1 as long as the agent is in a
healthy state as defined in the Mujoco documentation. The second penalty term penalises deviation
between the current agent’s velocity and the target velocity w?. The control loss term is also as
defined in default Mujoco, which is 0.1 x 3" (a?) at each step to regularize the size of actions.

D.2.1 ANT

In the Ant environment, we follow the gym implementation * with an 8-dimensional action space
and a 28-dimensional observable state space, where the agent’s position is also included in the state
space. Since the target speed uy is not recorded in the trajectory dataset, we scale the current position
of the agent with respect to the target speed, pos; = pos;_ + 2***—L2*'=1 and use the new agent

t
position pos; in the observed states. This allows the imitator to infer information regarding u? from
trajectory history, namely from the rate of change in the past positions.

D.2.2 HALF CHEETAH

In the Half Cheetah environment, we follow the gym implementation °> with a 6-dimensional action
space and an 18-dimensional observable state space, where the agent’s position is also included
in the state space. Similarly to the Ant environment, we scale the current position of the agent

to pos;, = posy_1 + PZ=L2%=1 guch that the imitator can infer information regarding u¢ from
trajectory history.

Uy

D.2.3 HOPPER

In the Hopper environment, we follow the gym implementation ® with a 3-dimensional action space
and a 12-dimensional observable state space, where the agent’s position is also included in the state
space. Similarly to the Ant environment, we scale the current position of the agent to pos; =

posy—y + P22=PP%=L quch that the imitator can infer information regarding uf from trajectory
t

history.

E IMPLEMENTATION DETAILS

Experiments are carried out on a Linux server (Ubuntu 18.04.2) with two Intel Xeon Gold 6252
CPUs, and each experiment run uses a single NVIDIA GeForce RTX 2080 Ti GPU for neural net-
work training.

4 Ant environment: https://www.gymlibrary.dev/environments/mujoco/ant/

SHalf Cheetah environment: https://www.gymlibrary.dev/environments/mujoco/half
cheetah/

6Hoppelr environment: https://www.gymlibrary.dev/environments/mujoco/hopper/
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Table 2: Network architecture for DML-IL. For mixture of Gaussians output, we report the number
of components. No dropout is used.

(a) Roll-out model M

H Layer Type ‘ Configuration H
Input state dim x 3
FC + ReLU Out: 256
FC + ReLU Out: 256
MixtureGaussian | 5 components; Out: state dim x k
(b) Policy model 7y,
H Layer Type ‘ Configuration H
Input state dimx (k+3)
FC + ReLU Out: 256
FC + ReLU Out: 256
FC Out: action dim

E.1 EXPERT TRAINING

The expert in the aeroplane ticket pricing environment is explicitly hand-crafted. For the Mujoco
environments, we used the Stable-Baselines3 (Raffin et al., 2021) implementation of soft actor-critic
(SAC) and the default hyperparameters for each task outlined by Stable-Baseline3. The expert policy
is an MLP with two hidden layers of size 256 and ReLU activations, and we train the expert for 107
steps.

E.2 IMITATOR TRAINING

With the expert policy 7, we generate 40 expert trajectories, each of 500 steps, following our previ-
ously defined environments. Specifically, the confounding noise is added to the state and actions and
crucially « is not recorded in the trajectories. The naive BC directly learns E[a; | s;] via supervised
learning. ResidulL mainly follows the implementation of Swamy et al. (2022b), where we adapt it to
allow a longer confounding horizon k£ > 1. For DML-IL and BC-SEQ, a history-dependent policy
is used, where we fixed the look-back length to be k + 3, where k is the confounding horizon. BC-
SEQ then just learns E[a; | h:] via supervised learning, and DML-IL is implemented with K -fold
following Algorithm 2. The policy network architecture for BC, BC-SEQ, and ResidulL are 2 layer
MLPs with 256 hidden size. The policy network 7, and the mixture of Gaussians roll-out model
M for DML-IL have a similar architecture, with details provided in Table 2. We use the AdamW
optimizer with a weight decay of 10~* and a learning rate of 10~%. The batch size is 64 and each
model is trained for 150 epochs, which is sufficient for their convergence.

E.3 IMITATOR EVALUATION

The trained imitator is then evaluated for 50 episodes, each 500 steps in the respective confounded
environments. The average reward and the mean squared error between the imitator’s action and the
expert’s action are recorded.

F PRACTICAL CONSIDERATIONS FOR DML-IL

DML-IL can also be implemented with K-fold cross-fitting, where the dataset is partitioned into
K folds, with each fold alternately used to train 7;, and the remaining folds to train M. This
ensures unbiased estimation and improves the stability of training. The base IV algorithm DML-IV
with K-fold cross-fitting is theoretically shown to converge at the rate of O(N ~'/2) (Shao et al.,
2024), where N is the sample size, under regularity conditions. DML-IL with K-fold cross-fitting
(see Appendix F.1 for details) will thus inherit this convergence rate guarantee.
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Algorithm 2 DML-IL with K-fold cross-fitting

Input: Dataset Dy of expert demonstrations, Confounding noise horizon k, number of folds K
for cross-fitting
Output: A history-dependent imitator policy 7y,
Get a partition (I;)5_; of dataset indices [N] of trajectories
for k =1to K do
Ig = [N\ I A
Initialize the roll-out model M; as a mixture of Gaussians model
repeat
Sample (hy, a;) from data {(Dg ;) : i € I}
Fit the roll-out model (h¢, a;) ~ Mi(ht_ %) to maximize log likelihood
until convergence
end for
Initialize the expert model 7, as a neural network
repeat
for k =1to K do
Sample h;_, from {(Dg;) : i € I}
Generate ;Lt and a; using the roll-out model Mi
Update 7, to minimise the loss £ := ||a; — 75 (he) |2
end for
until convergence

Discussion on the Confounding Noise Horizon. Note that Algorithm | requires the confounding
noise horizon k as input. Although the exact value of k can be difficult to obtain in practice, any
upper bound £ of k£ is sufficient to guarantee the correctness of Algorithm 1, since h,_j, is also a
valid instrument. Ideally, we would like a data-driven approach to determine k. Unfortunately, the
confounding horizon k, or equivalently the validity of h;_j, as an IV, generally cannot be definitively
verified using empirical data, especially the unconfounded instrument condition (i.e., hy—j 1L u3).

Therefore, we rely on the user to provide a sensible choice of k based on the environment that does
not substantially overestimate k, informed by domain knowledge about the task. However, there
exist tests that can indirectly check whether a candidate IV is valid, such as the overidentification
tests (Hansen, 1982; Sargan, 1958), conditional independence tests between the instrument and the
residual (Gretton et al., 2005; Fukumizu et al., 2008), and sensitivity analysis (Conley et al., 2012).
It would be interesting future work to incorporate these methods to help identify k. In Appendix C.2,
we additionally evaluate the performance and sensitivity of DML-IL under misspecification of k.

Discussion on the Additive Noise Assumption. The additive noise assumption in Theorem 3.3 is
a key identification assumption and is standard in IV regression (Pearl, 2000). If the additive noise is
misspecified, e.g., multiplicative or complex non-linearity, then the derivation of the CMR in Equa-
tion (4) breaks down. However, this limitation of DML-IL arises from the fact that, with non-additive
confounding noise and without further assumptions, the causal effect is generally unidentifiable (Im-
bens & Newey, 2009). Therefore, while the additive noise assumption may be simplistic in complex
settings such as healthcare, it is the best we can do without further assumptions.

The validity of additive noise can often be justified through domain knowledge. For example, in
physical systems such as drones or aircraft, directional environmental noises such as wind and vi-
brations affect the position of a drone or plane additively. In econometrics applications, confounding
noises, when quantified in monetary terms, naturally aggregate additively into total cost or revenue.
Finally, it is worth noting that this assumption only requires the expert action (i.e., the outcome) to
have additive noise, whereas the relationship between the confounding noise and the state (i.e., the
treatment) is unrestricted.

F.1 DML-IL WITH K-FOLD CROSS-FITTING

Here, we outline DML-IL with K-fold cross-fitting, which ensures unbiased estimation and im-
proves training stability. The algorithm is shown in Algorithm 2. The dataset is partitioned into
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K folds based on the trajectory index. For each fold, we use the leave-out data, that is, indices
I¢ == [N] \ I, to train separate roll-out models M; for i € [1..K]. Then, to train a single expert
model 7;,, we sample the trajectory history h;_; from each fold and use the roll-out model trained
with the leave-out data to complete the trajectory and train 7r5,. This technique is very important
in Double Machine Learning (DML) literature (Shao et al., 2024; Chernozhukov et al., 2018) for
it provides both empirical stability and theoretical guarantees. The base IV regression algorithm
DML-IV with K-fold cross-fitting is theoretically shown to converge at the rate of O(N~1/2) (Shao
et al., 2024), where N is the sample size, under technical regularity and identifiability conditions
(see Shao et al. (2024) for the technical conditions). These conditions are typically assumed for simi-
lar theoretical analyses, and DML-IL with K -fold cross-fitting will thus inherit this convergence rate
guarantee if the regularity conditions are satisfied.
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