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Abstract

Linear attention offers the advantages of linear
inference time and fixed memory usage com-
pared to Softmax attention. However, training
large-scale language models with linear atten-
tion from scratch remains prohibitively expensive
and exhibits significant performance gaps com-
pared to Softmax-based models. To address these
challenges, we focus on transforming pre-trained
Softmax-based language models into linear atten-
tion models. We unify mainstream linear attention
methods using a high-order QK integration the-
ory and a multi-level vocabulary decomposition.
Specifically, the QK integration theory explains
the efficacy of combining linear and sparse atten-
tion from the perspective of information collec-
tion across different frequency bands. The multi-
level vocabulary decomposition exponentially ex-
pands memory capacity by recursively exploit-
ing compression loss from compressed states. To
further improve performance and reduce training
costs, we adopt a soft integration strategy with
attention scores, effectively combining a sliding
window mechanism. With less than 100M tokens,
our method fine-tunes models to achieve linear
complexity while retaining 99% of their original
performance. Compared to state-of-the-art linear
attention model and method, our approach im-
proves MMLU scores by 1.2 percentage points
with minimal fine-tuning. Furthermore, even with-
out the sliding window mechanism, our method
achieves state-of-the-art performance on all test
sets with 10B tokens.
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1. Introduction

The attention mechanism has been the cornerstone of recent
advancements in natural language processing, computer
vision, and related fields. Current large language models
(LLMs) (Touvron et al., 2023; Jiang et al., 2023) predomi-
nantly leverage the Transformer architecture (Vaswani et al.,
2017) with Softmax Attention, demonstrating remarkable
performance. However, the Softmax Attention mechanism
inherently suffers from quadratic complexity in both time
and space during training. This issue is particularly pro-
nounced during inference, where the KV cache grows lin-
early with sequence length, leading to substantial compu-
tational costs and memory overhead. These constraints
significantly hinder efficient deployment in real-world ap-
plications.

To address this bottleneck, various linearized recursive mod-
els (Zaheer et al., 2020; Katharopoulos et al., 2020; Chou
et al., 2024; Zhang et al., 2024b) have been proposed. These
approaches aim to reduce the complexity of self-attention
from quadratic to linear while keeping the KV cache size
constant. This enables more efficient inference with fewer
computational and memory resources. However, training
a linear model from scratch requires substantial resources
and faces numerous challenges. Consequently, a widely
accepted and researched approach is to repurpose the pre-
trained weights of Softmax Attention-based LLMs into
linear-complexity language models by fine-tuning (Kasai
et al., 2021). This strategy not only conserves significant
resources but also enables linear models to approach, and
in some tasks surpass, the performance of their Softmax-
based counterparts. The key to achieving this transformation
lies in approximating Softmax Attention with minimal cost,
either through functional or computational approximations.

Traditional linear attention models and state-space mod-
els (SSMs) without gating mechanism, such as Lin-
former (Wang et al., 2020a), Performer (Choromanski et al.,
2022), S4 (Gu et al., 2022), RetNet (Sun et al., 2023), and
H3 (Fu et al., 2023), exhibit significant discrepancies from
Softmax Attention due to their inability to functionally ap-
proximate the Softmax operation. This limitation makes
it challenging to inherit pretrained weights. Recent re-
search has introduced mechanisms such as gating to ap-
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proximate the functionality of Softmax Attention, leading
to models like HGRN (Qin et al., 2023), Gated Linear At-
tention (GLA) (Yang et al., 2024b), Gated Slot Attention
(GSA) (Zhang et al., 2024b), Unified Optimal Linear Atten-
tion (MetalLA) (Chou et al., 2024), and Mamba (Gu & Dao,
2024). Among these, MetaLA provides a unified frame-
work for analyzing existing linear models and demonstrates
their potential for optimal approximation of Softmax At-
tention. However, we observe that the model described
above lacks the Softmax function’s ability to capture both
high-frequency and low-frequency information. By ana-
lyzing the errors (appendix C) between Softmax Attention,
GSA, and MetalLA, we find that GSA, due to its query-
based compression of the key-value (KV) sequences, tends
to focus on high-frequency information, or potentially in-
troducing high-frequency noise. In contrast, the MetaLA
family of linear attention methods primarily captures the
low-frequency components of the original attention map. In
addition, none of these methods efficiently enhance memory
capacity, which could help reduce the error between linear
models and Softmax Attention, which has infinite cache
expansion.

Based on the above analysis, we propose three steps to
continually reduce the error with Softmax Attention: (1)
First, we propose using recursive sparse attention approach
to focus on high-frequency information fitting, while em-
ploying unified optimal linear attention to dominate the
fitting of low-frequency information and suppress the high-
frequency noise introduced by recursive sparse attention. In
this way, we achieve a unification and combination of re-
cursive sparse attention and unified optimal linear attention.
We refer to this approach of progressively combining differ-
ent frequency bands as the Higher-Order QK Integration
Theory. (2) After unifying the two most effective methods,
we propose a unified approach for efficient memory capacity
expansion: the Multi-Level Vocabulary Decomposition
Method. All recursive attention mechanisms with linear
complexity compress the infinitely growing KV sequences
into fixed-size states, which inherently leads to information
loss and error. By recursively compressing this error into
a series of states, we achieve an exponential decrease in
the expected error as the level increases. This results in a
polynomial increase in memory capacity, significantly re-
ducing the error compared to Softmax Attention. Compared
to the Delta Rule, we store the Delta separately rather than
directly adding it to the original state. We name the resulting
attention mechanism MVA.

Additionally, recent hybrid architectures such as
Based (Arora et al., 2024), LoLCATs (Zhang et al.,
2024a), and Distill to Mamba (Wang et al., 2025) offer
promising solutions by combining sliding window attention
(SWA) with linear attention or replacing specific layers of
SSMs with attention mechanisms, which can significantly

restore LLM performance and save a lot of resources.
However, these approaches often suffer from suboptimal
convergence due to the significant gap between their linear
models and Softmax Attention, and overfitting within the
window. (3) Thus, we introduced SWA and solved the
above problem. By maintaining both the key (X) and value
(V) states, we retain the attention score during computation.
This enables us to balance the historical information
encoded by MVA with the current information from the
SWA, named MVA-SW, achieving faster convergence,
reduced resource requirements, and superior performance.

Using these methods, our linear model restores 99% of
Mistral-7B’s performance with fewer than 100M fine-tuning
tokens. Compared to GSA, our MVA without using the
sliding window outperforms it across all test sets using only
half the training tokens.

2. Background and Preliminaries
2.1. Transformer

Transformer leverages Softmax Attention with uncom-
pressed Key-Value (KV) cache. For an input sequence
X € R™*?, the attention computation is defined as follows:
Parallel Form:

QK"
Vi

O = Attention(Q, K, V') = Softmax ( ® M) v,

Recursive Form:

K; = concat(K;_1, k), Vi = concat(Vi_1,v¢)

-

o¢ = Softmax (tht ) v
Vi
where Q = XW,, K = XW,, V = XW,, with
Q,K € R™% and V € R"*%_ M represents the mask,
which is a causal mask for language models, i.e., a lower
triangular matrix filled with ones below the diagonal and
—oo elsewhere. In the recursive formulation, the subscript ¢
denotes the input required for attention at timestep ¢. Specif-
ically, K; € R4V, € R¥% ¢ k € R and
V¢, O € RIXd”.

The space and time complexity of training this formulation
is quadratic. FlashAttention(Dao, 2023) reduces the mem-
ory complexity to nearly linear, but during inference, the KV
cache size still grows linearly with sequence length, leading
to significant memory overhead. This can even result in
memory explosion for long sequences, making tasks infeasi-
ble. Thus, various approaches, such as linear attention and
state-space models (SSMs), have been developed to address
this issue by maintaining a fixed-size state for inference.

2.2. Linear Attention

Linear Attention computes attention as follows:
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Figure 1. (a) The Attention mechanism based on High-order QK integration (HOI), multi-level vocabulary decomposition (MVA) and
sliding window attention (SW). (b) The original K and V sequences are first decomposed to address the information loss caused by
compressing them into fixed-size hidden states during recursion. By computing the difference between the original sequences and hidden
states, we estimate the information error and further compress it to reduce this error. (c) is high-order QK integration Attention mechanism,
where QK sequences of different orders are used for pseudo-querying and different frequencies information gathering. * is element-wise

multiplication, / is element-wise division, ® is matrix multiplication.

Parallel Form:
0 = LA(G(Q), o(K),V) = ((4(Q)$(K)T) @ M) V,

Recursive Form:

Sy =Si—1+d(ke) v, 0r = dqr) S,

where S; € R%*dv_ Linear Attention maintains a fixed-
size state S¢, achieving constant memory complexity during
inference. However, it suffers from the issue of diluted atten-
tion, where the model fails to focus effectively on relevant
tokens. Many works address this by improving the function
¢ (Han et al., 2023; Choromanski et al., 2022) or introduc-
ing additional mechanisms. Linear Attention also struggles
to leverage positional biases (Su et al., 2023) that prioritize
neighboring tokens and memory forgetting, leading to the
development of Gated Linear Attention (GLA).

2.2.1. GATED LINEAR ATTENTION (GLA)

GLA (Yang et al., 2024b) introduces a gating mechanism to
alleviate the limitations of Linear Attention:

Parallel Form:
K

where the ¢-th row of B is defined as b; = H::l gi» with
g; being the i-th row of the gating matrix G = o(XW) €

Rn X dk
Recursive Form:

Sy = diag(g;)Si—1 + k‘:vu ot = G4 S4.

The gating mechanism provides input-dependent dynamic
decay, emphasizing neighboring tokens and adjusting the
decay size per step. This addresses attention dilution and im-
proves the state update process with forgetting unimportant
information.

2.2.2. META LINEAR ATTENTION (METALA)

MetaLLA (Chou et al., 2024) unifies and optimizes linear
attention with the following formulation:

Parallel Form:

1-G

O = MetaLA(Q,V,G) =LA(Q © B, 35 V), ()
where B and G are defined as in GLA.
Recursive Form:
St = diag(gt)St_l —+ (1 — gt)T’Ut, [ tht-

MetalLA uses fewer parameters while achieving superior
performance. It can converge to existing Linear Attention,
LinRNN, and SSM models under specific conditions. How-
ever, as MetaLA removes the K matrix, it introduces a
significant gap from Softmax Attention, hindering methods
that rely on fine-tuning Softmax Attention weights. We pro-
pose a solution to bridge this gap while unifying recursive
sparse attention and delta-rule-based mechanisms.

2.3. Recursive Sparse Attention

Recursive sparse attention compresses K and V se-
quences incrementally. For example, Gated Slot Attention
(GSA) (Zhang et al., 2024b) is formulated as:
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Recursive Form:

Ky = diag(g)Ki—1 + (1 —g¢) ke, V= diag(g:)Vie1 + (L —g¢) "0

0; = Softmax(¢; K, )V;.
Parallel Form:

0 = GSA(Q, K,V,G) = GLA(Softmax(GLAT (Q, K,1 — G, G)),1 — G, V,G).

3)

GSA retains the K and V' sequences, offering advantages for
linearizing Softmax Attention while preserving its weights.
Experimental results indicate that replacing Softmax with
a perceptron (e.g., o(-)W) leads to faster convergence and
better performance. Our method also preserves K and V
sequences while employing a perceptron to replace Softmax,
further incorporating a delta-rule-inspired mechanism to
expand memory capacity exponentially.

2.4. Delta Rule Memory Mechanism

Delta rule-based (Schlag et al., 2021) updates refine state
transitions by querying existing states before updates:

Recursive Form:

vi’ld =kSi—1, Si=Si—1+gik, (vt—vi’“),

The parallel form is detailed in related works. The delta rule
updates states by incorporating only the new information,
avoiding redundant accumulation.

3. Methodology

In this study, we propose two theoretical frameworks to ef-
fectively integrate and extend existing linear attention mech-
anisms (e.g., MetalLA) and recursive compression attention
mechanisms (e.g., Gated Slot Attention, GSA).

The first framework, termed High-order QK Integration
Theory, introduces pseudo-queries of different orders, en-
abling information collection at varying frequencies while
efficiently storing the retrieved information in the K’V cache.
This theoretical foundation provides a unified perspective
for integrating linear attention with recursive compression
attention. Furthermore, inspired by the Delta Rule and the
vocabulary decomposition techniques, we propose a Multi-
level Quantized Vocabulary Decomposition method to
efficiently enhance memory capacity.

To further substantiate our approach, we conduct an error
analysis comparing our method with full attention. The
results demonstrate that the proposed techniques enable a
more accurate approximation to full attention compared to
existing methods. This improved approximation is particu-
larly beneficial for the implementation of hybrid attention

or = q¢S.

or hybrid architectures. Therefore, we introduce a hybrid
attention mechanism with soft integration by attention
scores that combines sliding window for processing current
information and linear attention for handling historical infor-
mation. By leveraging their respective attention scores, our
method effectively balances contributions from historical
and current information, further improving model perfor-
mance on various tasks.

3.1. High-order QK Integration

In this section, we introduce the High-order QK Integra-
tion Theory to unify and extend linear attention mecha-
nisms, such as MetalLA, and recursively compressed atten-
tion mechanisms, such as GSA. We begin by examining the
original self-attention mechanism in full attention: e@% .

Theorem 3.1. . Given a self-attention mechanism expressed
T . . .

as e9X " the Taylor series expansion of the (i, j)-th element

is given by:

oo d

qukll
B

m=0s1+s2+--+sqa=ml=1

aik] _

Il
™
5’1
‘;
z:la

S2 §d 1 Sd
E 1
maL L msy vy MSq_ ] msq vy

......

where A,,, € R%**% is a matrix independent of ¢ and k
S S
and Fs,(¢i) = ¢;* Arms, %T ‘L Amsdq;r .. U

This expansion reveals that attention scores can be expressed
as higher-order terms of ¢ and k, where the different pow-
ers of k control the contributions from various frequency
components. This observation is central to our high-order
integration framework, where we explore how different fre-
quencies of information can be selectively integrated.

Next, we investigate the ability of linear models such as
MetalLA and recursively compressed attention models such
as GSA to represent different types of information.

Theorem 3.2 (High-order QK Integration). By indepen-
dently setting different frequency components for queries
(Q) and keys (K ), linear models (e.g., MetalA) use low-
frequency fixed polynomial Q) queries over multi-frequency
K polynomials, while recursive models (e.g., GSA) employ
varying-frequency polynomial Q) queries over fixed K poly-
nomials. This makes GSA more sensitive to high-frequency
information. Thus, MetalLA’s low-frequency focus comple-
ments GSA’s high-frequency sensitivity, enabling a more
balanced and effective attention mechanism.

Proof. We analyze the attention scores, temporarily neglect-
ing the impact of B,, or treating B,, as learnable positional
encodings and dynamic decay.
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1. The calculation of linear attention can be expressed as:

$(gn)F(CK,) )Vn

If F is the identity function, the method reduces to Linear
Attention (LA). When F' takes a non-linear form involving
an exponential, such as t£-— in MetaL.A, it enhances the
first-order information by propagatmg it to all powers of K
via a fixed non-linear function.

Neglecting the denominator for simplicity, as its primary
role is normalization (leaving more detailed analysis for
future work). The (i, j)-th attention score of Metal A is:

d

Z %Qb(QL)(Ck]T)t = Z (Z¢ th me; Cfl ) ( )
t=0 " =1

51,82,..+,8d

where ¢(x) = xW, the parameter W ensures that the shape
of ¢ is 1 x m. This formulation enables fixed ) to query
each frequency of K independently, effectively eliminating
first-order approximation errors. By carefully designing ¢(-)
as a polynomial function, higher-order errors can also be
mitigated. In addition, causal convolutions in these methods
can be interpreted as zero-order integration.

2. Similarly, the Gated Slot Attention (GSA) mechanism
can be formulated as:

Softmax (¢, (F(CK, ) K,) " )F(CK, )V,
where ¢(qy,) is replaced by Softmax(q, (F(CK, ) K,)T).
Considering the numerator, while mitigating the impact of

denominator by a final linear mapping, the expanded form
becomes, results in the expanded form:

) (ZZ (kam)“ é,ct,>H

8§1,824...,8d =1

By appr0x1mat1ng Za o0ka Ft(k C T) with an average ma-
trix C,,, this can be further rewritten as:

S (2% rwlle) reollm

51,582,.0, t wuyi,ug,. =1 =1

Since s and u are at least 1, and éj represents at least second-
order k; terms multiplied by k; itself, GSA primarily empha-
sizes high-frequency information from higher-order terms,
while lacking adequate contributions from low-frequency
components. By integrating MetalLA, which complements
these missing low-frequency details, a more accurate approx-
imation can be achieved, significantly reducing resource
consumption and improving performance. For detailed er-
ror analysis of GSA and its complementarity with MetalLA,
please refer to the appendix C.1. (|

3.2. Multi-level Vocabulary Decomposition

In recursive linear models, the challenge lies in efficiently
compressing sequences that grow linearly into compact hid-
den states. These models aim to retain critical information
while minimizing memory requirements. Specifically, given
the compressed states K; = F(CK)K € R™*% and
V; € R™*4 some information from the original sequence
is inevitably lost during the compression process. Here,
C € R™*% is a learnable matrix and K € R**% repre-
sents the sequence of keys. The error introduced by this
compression can be expressed as:

) — K(i)_S(K(i)Kt(i)"')Kt(i)7
where S(A) is defined as:

K = Ow @) (4

S(A) = 1 if A;; is the maximum in row i
0 otherwise

The lost information is compressed into Kt(l), where K(©
is the original K. Iteratively applying this process, the error
expectation can decay at an exponential rate, by yielding a
series of states Kt(l) (¢ < h, where h is the preset number
of levels). Assuming a c-level recursion, the final error is
given by:

E =K =(I-L)KOW, = [[(I - LK [[w.

=0

©)

Theorem 3.3 (Improved Memory Capacity). After c recur-
sions, the expected error I/ can be bounded as follows:

IE] < |1 K]] HEi H’Yi,

i=0 =0

where €; = " and +y; is determined by learnable param-
eters that ensure convergence to a value less than 1.

The analysis and proof are given in Appendix C.2. ]

Theorem 3.3 demonstrates that the error can decrease at an
exponential rate. Conversely, it also implies that the memory
capacity can scale exponentially.

The S-function in Equation 4 requires the use of the
gather operation. However, we consider replacing it
with a more efficient Softmax approximation. The term
S(K(i)Kt(i)T)Kt(i) can be implemented using two rounds
of the GLA or GSA operator in parallel. Furthermore,
multi-level parallelism can be combined with Equation 5
for implementation. To simplify and improve efficiency,
we observe that replacing it with Softmax(KCT)C or
Softmax (K CT)K; yields comparable performance. The
latter can be implemented using GLA (Softmax(KC' "), 1—
G, K,G). Alternatively, a perceptron can approximate S
instead of Softmax.
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3.3. MVA

Using the theoretical foundations introduced above, we de-
velop a high-order Q K Integration and multi-level vocab-
ulary decomposition attention mechanism (MVA). In the
experiment, we used a high-order QK integration method,
where the low order is processed by a branch similar to Met-
alLA and the high order is dominated by a branch similar to
GSA, so that information of all frequencies can be processed
more reasonably. The computation process is detailed as
follows:

K{Y = diag (£ (7)) K2+ (1= 10 (k7)) K
Vi = diag (£ (k7)) VO + (1= £ (k7)) of”

vgi) = v§°) = Ut, k;,i“) = kgl) — b (k§7)WI§ZC)> Kt(i)

i i i DT i
PI(\;)etaLA = ¢q(‘1LWq(2))v Pg;A =0 (‘JLKt(U ) Wg) (6)

Ot = Zz diag(w(i))(Pfrfzztala + Pg(zz’)‘/t(w

B (1) =0 (67) = (COK7T) o =

W = Fog. b@) =z, dula) =2

Where C(9) € R%*dv_For the explicit low-order branch, a
weight matrix Wq(é) € R%*dv is applied to adjust its con-
tribution. This branch can fully replicate the core operation
of MetalLA. For the high-order branch, we utilize a layer
of perceptron to replace the Softmax function in GSA and
a weight matrix Wé(f) € R9a*dv to adjust attention scores
and determine its contribution, equivalent to the role of
GSA. For vocabulary decomposition, we adopt the second
parallelizable method:

Softmax(KW N K;, W e Rébwxk, )

C

The parameters Wq(é),Wéi),ng? are shared across all
heads, resulting in a total parameter count of 3 X d X d,
where d denotes the head dimension. Future work will
consider introducing per-head parameters.

To further simplify, we express this as a linear attention
operator. Leveraging the GLA operator notation, the process
is as follows:

0 = MVA (g, k"™ 0™, C, W, Wiee, Wee) = (8)
Gks, = GLA(qe, k{7, (1 — £ (k) £ (k"))

DMetalL A, = d)q(Qth(é))vaSAt = J(kat)WS)

01 = GLA(Petata, + Pysa,» (1 — £ (k7)) 0" 1) (k7))
kY = k(Y — GLA(ok (kI WAD), (1= £ (™)), k7, £ (k7))

Where i refers to the i-th level. Specific cases of MVA
reduce to well-known methods:

MetaLA = MVA (g, &, v{”,C(©. 0,0, 1), )
GSA = MVA(gq;, KV, 0, C© Ws,0,0).  (10)

Further equivalence demonstrations with additional methods
are provided in the appendix.

3.4. Integrating MVA with Sliding Window (M VA-SW)

To further enhance the proposed MVA method, we incorpo-
rate the Sliding Window (SW) attention mechanism. The
SW mechanism attention retains the distribution of the orig-
inal attention, which allows us to significantly preserve
performance while substantially reducing the training data
required for convergence. Additionally, since our method
reduces gap compared to Softmax, the historical attention
scores retained are more consistent with the original atten-
tion. Balancing the outputs of MVA and SW using the
current and historical attention scores is thus both natural
and reasonable. The computation process is detailed as
follows:

out. = Softmax(g: [k(—sw) : kt]T)[v(t,sm S vy

out;, = (Softmax(q: K," ) Ws + ¢(qs))As(1 —

output = diag (/B fj/@h) out, + diag (5 fjlﬂh) outy,

where

Bc = eXP(Qt [k(tfsw) : kt}T)Rﬂh (11)
ﬁh = GLA(Qka + ¢(qt), 1-— Ga IV7 G)Wﬁh (12)

where W5, € R%*! and R; € R**1. And, f} corre-
sponds to a weighted summation over the attention map:

((Softmax(thtT)WS + o(q@))Ae(1 — Ay)).

The process of balancing historical and current information
based on the attention scores closely aligns with the behavior
of the original attention mechanism. This alignment further
reduces the approximation error, ensuring a more faithful
representation of the original attention while preserving
computational efficiency.

4. Experiments

In this work, we explore inheriting LLLM weights and con-
verting them into linear models. Specifically, we adopt the
Mistral-7B model as the base LLM and evaluate the perfor-
mance of MVA-SW and MVA. We use the Im-evaluation-
harness (Gao et al., 2024) tool to perform the test. For
fine-tuning, we utilize LoRA (Hu et al., 2021) to achieve
efficient fine-tuning, significantly reducing computational
resources.

For MVA, we compare with the state-of-the-art GSA, as well
as GLA, RetNet, and SUPRA (Mercat et al., 2024), which
were benchmarked in the GSA paper. For MVA-SW, we
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Table 1. MVA-SW fine-tuning results.

Performance comparison across various 7B models. & denotes models using softmax-attention. 7 denotes our results.

Size Tokens ARC., ARC. Hella. PIQA Wino. NQ TriviaQA MMLU Avg.

Shot(s) 0 0 0 0 0 5 5 5

Models trained from scratch (for reference)
RWKV6 7B 1.4T 73.6 44.0 75.2 78.4 68.5 209 59.5 439 58.0
Mamba 7B 1.2T 77.6 46.8 77.8 81.0 723 254 66.2 332 60.0
Llama2& 7B 2T 76.4 46.2 76.0 78.0 69.2 260 64.2 455 60.2
Gemmade 7B 6T 81.5 53.2 80.5 79.8 740 243 63.7 63.2 65.0
Mistralde 7B ? 80.8 54.0 81.1 80.6 74.0 297 70.3 62.4 66.6

Models finetuned from Mistral 7B
SW-1287 7B +0.1B 80.1 53.2 80.7 81.6 73.8 286 69.8 52.1 65.0
GLA-SW-128} 7B +0.1B 75.4 46.7 74.4 78.5 64.0 139 49.2 30.2 54.1
GSA-SW-1287 7B +0.1B 79.9 53.4 80.5 81.7 739 29.0 69.8 54.5 65.3
MVA-SW(Ours)f 7B +0.1B 80.5 54.3 80.8 82.0 74.0 29.6 70.1 57.1 66.1
MVA-SW(Ours)f 7B +2B 80.7 54.4 81.2 82.0 73.8  29.7 70.2 57.3 66.2

Table 2. Performance comparison between Qwen2.5 models and
their MVA-SW converted versions on MMLU, PIQA, and Hel-
laswag benchmarks. Missing values are marked with ”-”.

Model MMLU PIQA Hellaswag
Qwen2.5-14B-1M 80.7 85.2 87.3
— MVA-SW (14B) 77.3 83.8 86.8
Qwen2.5-32B 83.9 - 85.2
— MVA-SW (32B) 79.8 82.5 85.0

compare with LoLCATs, using identical fine-tuning parame-
ters and window sizes for a fair comparison. In addition, we
conduct experiments with GSA and GLA combined with
the sliding window, using different fine-tuning parameter
configurations for a comparative study with our method.

4.1. MVA-SW

This section evaluates MVA-SW with attention scores bal-
ancing approach. The integration follows the soft combina-
tion method described in Section 3.4, with a window size
equal to the head dimension (dpeag = 128). This ensures that
the computational complexity of adding the sliding window
remains equivalent to linear Attention (O(nd?)) while pre-
serving more of the model’s performance. For fine-tuning,
we use LoRA with the QKV mapping and FFN down_proj
parameters, setting the rank to 128, alternatively, tuning
only the QKV mapping with a rank of 8. Additionally, all
parameters introduced by the linear attention part of MVA-
SW are fine-tuned, while other parameters remain frozen.
Optimization is performed using AdamW with a cosine
learning rate schedule, an initial learning rate of 4 x 1079,
20 steps of linear warmup, and a training length of 1.5K
due to GPU memory constraints, with a batch size of 0.1M
tokens. The dataset used is the SlimPajama corpus. The
results are shown in Table 1 and Table 2.

The results demonstrate that our method can recover most
of the model’s performance with a small number of tokens.

Furthermore, compared to GSA and GLA, our approach
achieves better performance recovery due to its smaller error
relative to Softmax Attention and the rationality of the soft
combination mechanism. If continue training a large number
of tokens we consider turning off the parameters of QKV
and only consider the additional parameters introduced by
training LA or truncating the reverse gradient information
of SW and update only the information of LA. We froze the
weights of QKV to train only the linear part to 2B tokens
and its performance was slightly improved.

4.2. Comparison with LoLCATs

This experiment compares MVA-SW with LoLCATs. Un-
like LoLCATs, which require a two-stage process, our
method achieves comparable performance using a sim-
ple soft combination mechanism and straightforward fine-
tuning. The experimental configuration matches LoLCATS,
with a window size of 64. LoRA fine-tuning is applied to
the QKV mapping parameters with a rank of 8. For MVA-
specific parameters, full fine-tuning is applied, while other
parameters remain frozen. The training length is 1K with
a learning rate of 1 x 10~ and a batch size of 32K tokens.
The results are presented in Table 3. In addition, we also
investigated the effect of different fine-tuned datasets on
MVA-SW and compared them with LoLCATsS, as shown
in Table 4. Our method requires only half the fine-tuning
tokens to outperform LoLCATs on the MMLU tasks.

4.3. MVA

We replace the Attention mechanism in the Mistral model
with MVA (MVA-SW without SWA), leaving the other com-
ponents unchanged. The LoRA fine-tuning is applied to the
QKYV weights and the down_proj parameters in FFN, with
arank of 256. In addition, we unfreeze the embedding and
normalization parameters while keeping all other parame-
ters frozen. The optimization uses AdamW with a cosine
learning rate schedule, an initial learning rate of 8 x 1075,
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Table 3. Comparison between MVA-SW and LoLCATs.

Model Training Tokens (B) PiQA ARC-e ARC-c (norm) HellaSwag (norm) Winogrande MMLU (5-shot) Avg. Avg. (no MMLU)
Mistral 7B - 82.1 80.9 53.8 81.0 74.0 62.4 72.4 74.4
Mistral 7B SUPRA 100 80.4 75.9 45.8 77.1 70.3 34.2 64.0 69.9
Mistral 7B LoLCATs 0.04 81.5 81.7 54.9 80.7 74.0 51.4 70.7 74.5
Mistral 7B MVA-SW (Ours) 0.02 825 80.6 53.8 80.6 74.5 52.6 70.8 74.4

Table 4. Performance comparison on Alpaca-Clean and RedPajama datasets. All models are derived from Mistral-7B.

Model Training Data PIQA ARC-e ARC-c HellaSwag Wino-grande MMLU Avg. Avg. (w/o MMLU)
Mistral-7B (v0.1) - 82.1 80.9 53.8 81.0 74.0 62.4 72.4 74.4
— LoLCATs (rank=8) AlpacaClean (+40M) 81.5 81.7 54.9 80.7 74.0 514 70.7 74.5
— LoLCATS (rank=8) RedPajama (+40M) 80.1 77.6 49.0 80.3 71.7 532 68.6 71.7
— MVA-SW (rank=32)  AlpacaClean (+20M)  82.1 81.5 54.7 81.2 74.1 522 70.7 74.4
— MVA-SW (rank=8)  AlpacaClean (+40M)  82.3 81.9 57.6 80.2 74.0 51.6 71.2 75.2
— MVA-SW (rank=8) RedPajama (+40M) 82.5 81.5 55.7 79.7 72.9 524 70.8 74.5

Table 5. MVA (MVA-SW without SW) fine-tuning results with inherited Mistral model weights.

Performance comparison across various 7B models. & denotes models using softmax-attention. T denotes our results.

Size Tokens ARC. ARC. Hella. PIQA Wino. NQ TriviaQA MMLU Avg.

Shot(s) 0 0 0 0 0 5 5 5

Models trained from scratch (for reference)
Mistraléde 7B ? 80.8 54.0 81.1 80.6 740 297 70.3 62.4 66.6

Models finetuned from Mistral 7B
SUPRA 7B +20B 74.6 423 74.8 80.1 67.4 - - 28.0 -
RetNet 7B +20B 73.3 39.9 72.9 71.8 66.1 16.2 43.0 26.1 51.9
GLA 7B +20B 74.6 44.0 75.9 79.2 69.5 222 57.8 28.4 56.5
GSA 7B +20B 75.9 439 76.5 78.7 70.1 234 60.7 324 57.7
MVA(Ours)t 7B +2.5B 75.7 44.9 76.0 80.4 69.7 212 59.1 30.2 57.2
MVA(Ours)t 7B +10B 78.3 47.5 78.1 80.5 72.1 259 65.9 344 60.3

200 steps of linear warm-up, and a training length of 2K
steps with a batch size of 0.5M tokens. The dataset used is
the SlimPajama (Soboleva et al., 2023) corpus. The results
are shown in Table 5.

Our MVA method achieves performance comparable to
state-of-the-art GSA after fine-tuning with 2.5B tokens. Af-
ter fine-tuning with 10B tokens, MVA surpasses GSA in all
tasks. This demonstrates that our MVA introduces smaller
errors compared to GSA and GLA, enabling a rapid recovery
of the original Attention’s performance. The effectiveness
of this observation is further supported by ablation studies.

4.4. MVA Inference Efficiency

Table 6 demonstrates the inference efficiency of MVA. In
terms of memory consumption, MVA performs comparably
to GSA. However, due to its vocabulary decomposition re-
quirement, MVA exhibits slightly higher generation latency
than GSA. Notably, both MVA and GSA significantly out-
perform FlashAttention in all efficiency metrics and memory
usage when the sequence length reaches 64K.

4.5. Ablation Studies

Finally, we examine the impact of incorporating the sliding
window. The results show that adding a sliding window
significantly preserves the performance of the original At-

Table 6. Inference efficiency comparison of MVA, GSA, and
FlashAttention under different sequence lengths. OOM indicates
out-of-memory errors.

Model Seq Len Full Inf Full Inf Prefill Gen Latency Total
Time (s) Mem (GB) Time (s) (ms/token) Mem (GB)
4K 0.14 0.77 0.125 98.8 15.32
8K 0.26 1.53 0.249 60.3 16.58
MVA 16K 0.51 3.06 0.508 78.8 19.08
32K 1.08 6.11 1.090 79.8 24.09
64K 225 12.22 2.265 97.3 34.11
128K 5.08 24.44 7.156 58.1 54.14
4K 0.10 0.76 0.077 93.2 15.30
8K 0.17 1.53 0.153 40.9 16.55
GSA 16K 0.32 3.06 0.315 485 19.06
32K 0.64 6.11 0.630 63.0 24.07
64K 1.29 12.22 1.293 90.2 34.08
128K 2.66 24.44 5.102 38.7 54.11
4K 0.05 1.26 0.056 21.7 15.79
8K 0.11 2.53 0.116 27.5 18.54
Flash 16K 0.27 5.05 0.287 46.3 23.55
Attention 32K 0.73 10.11 0.750 924 33.55
64K 2.19 20.22 2.208 2204 53.57
128K ooM

tention, while reducing the training resources. However, the
standalone sliding window is limited by its window size.
Integrating MVA enhances its performance, achieving at
least a 5-point improvement on MMLU tasks.

We investigate the contributions of hierarchical integration
and multi-level vocabulary decomposition. First, replacing
the Softmax function in GSA with a perceptron signifi-
cantly improves performance. Integrating MetalLA further
enhances performance, with our hierarchical integration out-
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Table 7. Impact of sliding window on MVA-SW performance.

Component MMLU
MVA-SW (soft bond) 57.1
MVA-SW (hard bond) 53.2
Sliding Window Only 51.9
noSW 25.0

performing both GSA and MetalLA, achieving at least a
3.3-point improvement on ARC-Challenge and a 0.9-point
improvement on ARC-Easy. Finally, replacing the mem-
ory strategy with multi-level vocabulary decomposition fur-
ther boosts performance, yielding a 1.9-point gain on ARC-
Challenge and a 3.2-point gain on ARC-Easy. The results

Table 8. Ablation study results on ARC dataset. The table com-
pares different methods and their performance on ARC, as well as
the token budget (in billions). VD means vocabulary decomposi-
tion.

Method arc_challenge arc_easy Tokens (B)
MVA w/ 3 order (GSA) 0.3389 0.6596 0.8
MVA w/ 3 order (GSA) 0.3763 0.6949 2.0
MVA w/ 3 order (GSA-sigmoid) 0.3407 0.6732 0.8
MVA w/ 1 order (MetaLA) 0.3527 0.6987 0.8
MVA w/o VD (GSA+MetalLA) 0.3857 0.7075 0.8
MVA w/ VD (attn(K,mk,mk)) 0.3906 0.7210 0.8
MVA w/ VD (delta rule-like) 0.4044 0.7391 0.8

indicate that our method effectively combines the strengths
of GSA and MetalLA, achieving substantial performance im-
provements. Multi-level vocabulary decomposition further
reduces the error relative to Softmax Attention.

Table 9. Performance comparison of different models. Attention
replacing Mistral-7B with a training length of 2K and a gradient
accumulation of 128. VD means vocabulary decomposition and
we use a 2-level word list decomposition.

Method Memory Usage (GPU) | Time per Iteration
MetalLA 36317MiB 75.08 sfit
GSA 37619 MiB 81.67 sfit
MVA w/o VD 38885 MiB 82.18 sfit
MVA w/ VD 40096 MiB 105.79 sfit

5. Conclusion

We propose a unified linear attention framework that in-
tegrates MetalLA, GSA, and Delta Rule-inspired methods
using high-order Q K integration and multi-level vocabulary
decomposition theories.

The high-order Q K integration theory reveals that GSA fo-
cuses on high-frequency information through higher-order
@ K -terms, while MetalLA captures low-frequency informa-
tion using lower-order () K -terms. These complementary

behaviors allow our method to exploit both perspectives for
enhanced performance. In addition, multi-level vocabulary
decomposition recursively reduces information loss, achiev-
ing exponential memory capacity expansion and improving
approximation accuracy for high-rank matrices.

MVA outperforms GSA by 2.3 points with only half the
training resources and consistently excels across all test sets.
Unlike LoLCATSs two steps, MVA-SW simplifies fine-tuning
and achieves superior MMLU performance with fewer train-
ing tokens, demonstrating its efficiency and effectiveness.

Impact Statement

This paper presents work whose goal is to transform pre-
trained Softmax-based language models into linear attention
models. This transformation technique utilises lower costs
to train more efficient language models. Therefore this tech-
nique might help democratize access of language models.
Whether the efficient transformation would affect known
problems, such as biased and harmful outputs of language
models remains an unexplored research question.
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Table 10. Performance comparison on long-context benchmarks (Qasper, NarrativeQA, QMSum). Top section shows models trained from
scratch; bottom section shows methods fine-tuned from Mistral-7B.

Model Qasper NarrativeQA QMSum

Models Trained from Scratch

RWKV6 9.2 14.4 1.1
Mamba 5.6 27.9 0.8
Mistral 25.8 25.1 5.0
Fine-tuned from Mistral-7B (20B tokens)
RetNet 11.1 0.0 0.0
GLA 184 17.2 9.0
GSA 18.8 19.2 10.0
MVA 20.7 20.4 9.58

GSA

MetalA
MVA-1 level (no vocabulary decomposition)

MVA-2 level

Figure 2. Speed of convergence for different models.

A. Fine-tuning the loss curve

In this subsection, we show the convergence speed of MVA, MVA (wordless table decomposition), GSA, and MetalLA, as
shown in Figure 2, it is obvious that the convergence speed of MVA is very fast and much better than GSA.In addition, we
show the loss of the whole fine-tuning process of MVA, and our method is very stable in the fine-tuning process and the
convergence tendency is very obvious, as shown in Figure 3.

A.1. MVA performance on long sequence tasks

We compared them on the long sequence tasks listed by GSA, as shown in Table 10.

B. Related Work
B.1. Linear Attention

Full attention in Transformers (Vaswani et al., 2017) and other efficient Attention (Zaheer et al., 2020; Roy et al., 2020;
Mohtashami & Jaggi, 2023; Zhu et al., 2023; Kitaev et al., 2020; Child et al., 2019; Yun et al., 2021; Beltagy et al., 2020)
that can’t be recursive requires a KV cache that scales linearly with sequence length, resulting in significant computational
and memory overhead during inference for long sequences. This limitation often makes it infeasible to process extremely
long sequences. Linear attention (LA) (Katharopoulos et al., 2020; Shen et al., 2021) addresses this issue by replacing the
softmax operation in attention with a kernel function and reordering operations. Specifically, it first computes ¢(K)V to
obtain a fixed-size state S, and then computes ¢(Q)S to produce the output. This method achieves linear complexity and
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Figure 3. Fine-tuned loss curves for MVA based on Mistral-7B modeling.

enables inference with a fixed-size state, regardless of sequence length, by maintaining the state recursively.

However, linear attention has several issues, including insufficient focus on relevant tokens, the inability to erase outdated
information during state updates, and a lack of bias toward closer tokens. To address these problems, Gated Linear
Attention (GLA) reintroduced gating mechanisms. During state updates, the gate selectively erases irrelevant information
before incorporating new data, which also introduces a dynamic decay mechanism to emphasize local information. GLA
parameterizes many linear Attention, SSM models, and other well-designed recursive models into their GLA form for
uniform system-level optimization. Building on GLA, MetalLA analyzed existing linear models, classifing current linear
models into three categories: the LinFormer (Sun et al., 2023; Wang et al., 2020b; Qin et al., 2022), SSM (Gu & Dao, 2024;
Gupta et al., 2022; Smith et al., 2023; Fu et al., 2023), and LinRNN (De et al., 2024; Hanada et al., 2023) and proposed four
necessary conditions for optimal linear approximations to softmax attention. Based on these conditions, MetalLA achieves
state-of-the-art performance among linear models.

Other approaches, such as Flatten Transformer (Han et al., 2023) and Performer (Peng et al., 2021), explore alternative
kernel functions to replace softmax for more focused attention. Additionally, non-attention architectures like SSM-based
models (e.g., S4, H3 (Fu et al., 2023)), RetNet (Sun et al., 2023), RWKV-4 (Peng et al., 2023), and HGRN (Qin et al.,
2023), as well as LRU (Yue et al., 2023), can be viewed as special cases of GLA or MetalLA. In some scenarios, these
models converge to MetalLA. Despite these advancements, linear attention models often suffer from a lack of high-frequency
information, corresponding to the higher-order terms in the Taylor expansion of softmax. This limitation creates a significant
gap with softmax attention, hindering their compatibility with existing LLM weights for fine-tuning. Consequently, recent
research focuses on developing linear models that retain softmax while enabling recursive mechanisms.

B.2. Sparse Attention

Sparse attention methods, such as ABC and Gated Slot Attention (GSA) (Zhang et al., 2024b), retain the softmax function,
preserving most of the frequency information in Q and K and achieving closer approximations to full softmax attention.
ABC (Peng et al., 2022) introduces learnable pseudo-queries for compressing the KV sequences, storing fixed-size states.
However, it lacks mechanisms to erase irrelevant information, leading to accumulation of unnecessary data. GSA addresses
this by incorporating a gating mechanism in the KV state updates, enabling controlled writes to the state and more efficient
compression.

Although sparse attention methods approximate softmax more effectively, they lack sufficient low-frequency information,
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introducing non-negligible errors. Combining linear and sparse attention approaches can further reduce the gap with softmax
attention. However, both approaches face challenges in efficiently expanding memory capacity. Inspired by the Delta Rule,
our work introduces a mechanism to dynamically expand memory capacity.

B.3. Delta Rule Methods

Fast Weight Programmers (Schlag et al., 2021) proposed a more precise update mechanism that first queries the previous
state using the current K, removes the queried information from the current input, and updates only with new information.
This maximizes utilization of the limited state space. Parallels Delta Rule (Yang et al., 2025; 2024a) further parallelized this
mechanism, significantly improving training speed.

B.4. Transformer-to-RNN Conversion

Linear models offer substantial advantages over full attention, including a fixed-size state space and faster inference for longer
tasks. However, training linear models from scratch demands significant resources. Transformer-to-RNN (T2R) (Kasai et al.,
2021) conversion addresses this by fine-tuning existing LLM weights with softmax attention to transform them into linear
models. Notable methods, such as SUPRA (Mercat et al., 2024) and GSA, have demonstrated promising results. Recently,
LoLCATs (Zhang et al., 2024a) proposed a two-step process involving attention transfer and low-rank linearization (Hu
et al., 2021), combined with a sliding window mechanism. This approach transforms LLMs into linear models with nearly
linear complexity while preserving most of their performance.

C. Error Analysis with Softmax Attention

This section analyzes the error between our method and Softmax Attention, demonstrating that our approach achieves
superior approximation in larger memory capacities compared to other methods. From Section 3.3, we know that the MVA

method can fully converge to GSA and MetalLA. When they are optimal, the parameters Wq(?, Wéi), and W,gz) converge to
very small values, such that their impact on the output is negligible. Consequently, the solution space of our method almost
entirely encompasses the above two methods, and their unified combination enables convergence to better solutions. This
unification ensures complementary convergence rather than mutual interference. The following provides a detailed error
analysis:

Original Attention:

O = Softmax (Q ® P)(K ® P)T @ M)V

Our MVA computation is given by:

Qu = Softmax ((((Q o8) () yema- G>> Ws +6(Q)

0

Il
S
©
X

R
-
-
~—
-
s
5

C.1. Influence of High-order Integration

The error between our method and Softmax Attention can be expressed as follows:

.
Softmax ((Q ® P)(K ® P)T @ M)V — (((Qst ® B) (I_BG) ) O M)V

Focusing on the error between specific attention scores:
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The expression e?*"; can be expanded as:

o0

d
SR TP ( ) @™ 03
) C 7 l:1

m=0 " s14so+-+sq=m

%lkl
B | (I a9

m=0s1+s2+:-+sg=m =1

o0

d
oY Falan ][ (15)
=1

m=0s1+s2+-+sq4=m

d
Z Fsl qil H ; (16)

$1,82,---,8d =1

where Fj, (gy) = (qu)
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The MetalLA can be further expressed as:

ola)e D =3 ola)(Ch) a7)
t=0
d
—th( > FaCa) [] (& ) (18)
t 81,82,..-,84d =1
d
= > <Z¢> qit)Fat 0u>H : (19)
S1,82,..-, Sd =1

where ¢(z) = .
The error between Full Attention and MetalLA is given by:

d
ek — p(g)e "R = Y (Fsl(qm — > 6(qit)Fa(Cu) ) TT (kj0)* (20)
d t

51,52,...,S =1

This can be interpreted as using a fixed function to fit different powers of Fy;(g;;). Since MetaL A adopts ¢(x) = x, it can
only fit first-order information. To further reduce the error, () needs to be extended to higher powers. However, due to the
fixed power of the ¢ function, it can only eliminate fixed patterns of frequencies.

To minimize the error further, higher-order ¢ terms need to be introduced for different powers of k. One method involves
increasing the order of k£ and querying with at least the same order of Q:

Z $:(Q)Fi (K) "Fiy (K) ... Fy(K) T, 1)

where different ¢ terms do not affect the lower-order terms, ensuring that this approach can achieve at least m-order fitting,
leaving only m + 1-order errors.

Another method is to avoid explicit summation by considering introducing dynamically varying powers of () based on
the powers of K. This requires embedding Q and K within a higher-order nonlinear function, such as e@X TR, Here,
F(X) compresses K | to a fixed size, enabling linear complexity and recursive inference. This type of high-order nonlinear
function enhances the previous method by introducing more powers for further approximating the original Attention but
inevitably introduces significant high-frequency noise. GSA adopts this strategy, the GSA attention mechanism, given by:

Softmax(Q(F(CK, )K)")F(CK, )V,
has its attention score at position (4, j) expressed as:

elai Z;(F<0k2)ka>T>F(ijT)_
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Expanding this, we obtain:

( > <exp <Z qik) Fiy (ko CT )Fsl(cﬂ)> lf[kj-l> 22)

81,82,...,8d ¢

< Z > ((Z 1! <qz‘i:’<f;rFit(kaCT)>u> (C )f[ ) 23)

81,82,-.,84 t a=0

where F(C kT) is the transformation applied to the context. By approximating 3" TF;(k,CT) as an averaged matrix

C,, where C,, retains only higher-order k terms, the expression becomes:

( > Z(Z ¢iCat)"Fu Ctl)H’%l) (24)

aOa

81,82,-+,8d
d d

:< > Z( > Fulw][](C. slcu>]'[ ) (25)
8$1,82,...,8q4 t UL, U,y Ug =1 =1

Focusing on the Hld=1 k; ; basis, the terms involving ¢ and C,, have the same order. To mitigate the influence of high-frequency

noise introduced by Hld:1 k3, GSA tends to prioritize high-frequency information. Thus, we consider incorporating methods
such as MetalLA or GLA to balance and supplement the information.

The discrepancy between GSA and Softmax Attention is given by:

ediky — e TaFCkDR) DR(CRT ) (26)
d

_ ¥ (qu»—z( S Fu [[C ) cﬂ)mﬂ @

51,82,...,8d t UL, U2,...,Uq =1

This represents a dynamic average approximation of the full attention Fy;(g;) over ¢’s various orders. Expanding GSA
further:

d
> < > Zle(qi)F(C)> Fa(Cu) [T F5 (28)

51,82,..4;8d \U1,U2,...,Ud V =1

= Z (Fvul (Qz) sl C(tl H k]l (29)

Introducing methods such as MetaLLA transforms the equation into our MVA-no vocabulary decomposition, which can be
expressed as:

Z ((b(Qz) + Fvul (qz) sl Ctl H k]l (30)

The additional term ¢(g;) alleviates part of GSA’s fitting pressure, suppressing high-frequency noise:
Fuat(g:) = (Far(ai) — 6(a:)) (F(C)Fa(Cu))

Compared to the original formulation:

Fu (i) = Fa(g:) ((C)Fq(Cu)) ™",

higher-order terms are similarly suppressed as F'(C)Fi(Cy;) decreases, mitigating high-frequency noise.
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C.1.1. NOT USING THE TAYLOR SERIES EXPANSION

Consider not using the Taylor series expansion, directly with full Attention for differential exhaustion error analysis, the
process is as follows: - Original Attention:

e 1 +z (aik] )"

=1+ Z m(@)k] (k)™ + > Fulqi)(kik))* + F(k;).

m=odd s=even

- GSA Attention Scores:

Sij = § :eqifci H ar(1—ay)T = Zeqi(ni:,-,,m ark] (1=a:))+og(TT—; i1 ee(l=asj) ") _ oqif (k1,eoiky)+ a1 (krse k)

t=i—j+1 s
e e 4 et A
etimaaTat Ty - " Jar, a2, ... a,] = l”(z e /n) X
where X7 = (X T X)71X T is the pseudo-inverse of X.
- MetalLA Attention Scores: 4 .
$(ai) [Timi g1 cve™ " s
mij = i t=1 J+1T _ qs(qi)efmg(k],...,kz)

1+e_ki W

Rewriting the GSA scores as:
815 = i f (kiyks) — €Qik;+fgl(k1v~akj)

’

where k; represents a weighted approximation of the original k; due to limited memory capacity. The error between GSA
and the original attention is:
€ij = e(h'k; _ eqz'l_f;-r — eqﬂ_f;-r (eq'i(k;r—’_f;r) _ efgl(klv---vkj)) )

(k] —E) .
7 ~"i /) around the first-order term:

L+ Y (aalk] — k)™,

Using a Taylor expansion of e?

because e/1(F1Fi) ~~ 1, we find that the error can be approximated as:

€ij ~ e9ik) g, (k fkT)

Introducing MetalLA further reduces the error, as:

€ij ~ Qi (eqfiff]-TJrlOg(k;*E;) _ ef'rrLl(qi)+f7rL2(kj;u'wki)) .
This result indicates that the use of f1(g;) + fa(k;, ..., k;) can effectively minimize the residual error. A similar analysis
holds when including the denominator.

Additionally, starting from MetalLA, the error can be expressed as:

L+ > Fulg)k] (kik)™ 1+ > Folai) (k] )® +F(kj) — b(g:) fa(k Hat

m=odd s=even t=i—j+1

L S Bl (k)™ 3 Pl k] Bl R s ) fialh) [T o)™ TI

m=odd s=even t=i—j+1 t=i—j+1
MetalLA first removes the first-order terms in the attention map related to ¢, which is crucial because first-order terms
contribute significantly to the overall attention mechanism’s performance. Subsequently, GSA’s dynamic weighted approxi-
mation mitigates higher-order terms, limited by its memory constraints.
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C.1.2. DYNAMIC DECAY

For gated attention models, we use the following formulation:
G, =F.(CK,), B, =F/(G,),

where K,, € R"*% is key tokens and C' € R™*% is a learnable parameter representing m pseudo-query tokens to query
K,,, with the results applied to K, or V,, sequences. Here, m effectively defines the memory capacity. G,, is gating matrix
and B,, is decay matrix in 1, 2 and 3. For models like MetalLA, GLA, and GSA, G,TL is typically sigmoid(CKJ ), and
B, is exp(log(G,])U,T), where U, is an lower triangular matrix of shape n x n. For ABC, F, is Softmax, and B, is
exp(log(G)O,!), where O is a zero matrix of shape n x n.

For MetalLA, the memory mechanism is given by:
[Bn : (1 - An)]vm

where 1 — A,, represents attention integration over V' using first-order pseudo-query attention, and B,, adjusts this attention.
Based on these characteristics, we define two attributes for MetaLLA: first-order learnable pseudo-query attention over K and
first-order adjustment-based memory, referred to as a complete first-order K integration method. Higher-order terms
arise from powers of K, but the information primarily originates from first-order K.

For GSA, the mechanism involves [B,, - (1 — A,,)] K, and further processes [B,, - (1 — A,)]V,, to compute the final state.
This corresponds to integrating K and V' with first-order pseudo-query attention, then re-integrating V' using the resulting K.
Since this involves third-order terms of K, it is referred to as a complete third-order K integration method, albeit without
branches for first-order and second-order K integration. Thus, we introduce MetalLA to complement first-order integration.

Causal convolutions in these methods can be interpreted as zero-order integration. Consequently, we propose a full-branch
high-order K integration method, detailed in the Appendix. In summary, high-order methods effectively approximate the
higher-order terms of the Taylor expansion for Softmax attention.

C.2. Influence of Multi-level Vocabulary Decomposition

Theorem C.1 (Improved Memory Capacity). After c recursions, the expected error E can be bounded as follows:

c c
12| < 1K [Te [T
=0 =0
n—m

where €; = *— and -y; is determined by learnable parameters that ensure convergence to a value less than 1.

proof: For the GSA-like component in MVA, as shown in Equation (11), if we remove the ¢((Q)) branch and treat the matrix
B as learnable relative positional encoding, the GSA branch output is:

O = (Softmax ((QK " @ M)F(K)) WsF(K)" ® M)V,

where F(K) € R™™, with m as the memory size and n as the sequence length. Considering extreme cases such as
quantization functions or Softmax, F(K')’s row vectors approach a one-hot distribution, effectively selecting specific
elements from the attention map.

Extracting F(K') equivalently from the Softmax yields:
Softmax((QK " © M)F(K)) = Softmax((QK " ® M))F(Q, K),

where:
F(Q, K) = [Softmax((QK " © M))]~'Softmax((QK " ® M)F(K)),

and F(Q, K) has dimensions n. x m.

Thus, the output becomes:
0= (Softmax((QKT © M)E(Q, K)WsF(K)T © M) V.

19



MVA: Linear Attention with High-order Query-Keys Integration and Multi-level Vocabulary Decomposition

Compared to the original Softmax Attention output, this introduces a dynamic low-rank matrix F (Q, K)WsF(K)T. Ideally,
if this matrix is equivalent to an identity matrix, the error is zero. However, achieving this is challenging due to rank
limitations, and maximizing the matrix rank is essential to minimize the error.

We first consider the error term in the following form:

= (Softmax((QKT ® M)(I - F(Q, K)WsF(K)) ® M) V.

Next, we decompose this error as:

€= (Softmax((QKT O M) - F(Q,K)Ws ZF(i)(K)T) ® M) %40}

We focus on reducing the above error term and approach this problem from two key aspects:
1. Reducing the Error from the Term (I — F(Q, K)WsF(K)T):
The term (I — F(Q, K)WsF(K)T) involves the matrices:

ﬁ(Q,K) c Rnxm, Ws € Rmxm7 F(K)T c RmXn

For large sequence lengths, the product ﬁ(Q, K)WsF(K)T € R™ ™ results in a low-rank matrix of rank m. To minimize
the error in this term, we aim to make this low-rank matrix close to the identity matrix, both in terms of rank and numerical
values.

Choice of the F-function

To ensure that the low-rank matrix approximates the identity matrix, we require the row vectors of the matrices F (Q,K)W¢
and F(K)W§ € R"™"™ to be aligned in the same positions, with orthogonality between different positions. The simplest
form of orthogonal matrices is the identity vector. Although this might seem like a special case, it is a generalizable approach.
After learning other orthogonal vectors for the matrices F and F, the matrix W can transform them into identity vectors.
Moreover, the current methods using F and F exhibit a tendency to approach identity vectors.

Thus, the condition for numerical computation to approach the identity matrix suggests that the F-function should be extremal,
such as the delta function or exponential functions. These functions make learning and convergence easier. Subsequently,
normalization via a parameter matrix or other methods can be applied, which results in extreme scaling of the matrix values,
where dominant values approach 1, and other values approach 0. This results in a matrix F(Q, K)W,, F(K)W} € R"*™
that resembles the following form:

T T
SU11 SU12 maxvy ... SUip 0o 0 ... ... 1 ... 0
SU91 SU92 ... maxvy - ... SUgy, 0 0 1 0
—F
SUmi  MGATVp ... ... SUmn o1 ... ... ... ... 0

For the matrices A = F(Q, K)W/ and B = F(K )W, the maximum values should appear at the same positions to make
the matrix approach the identity matrix /. This implies that corresponding rows must be similar, while different rows should
ideally be orthogonal. For the matrix product AB T, the value at position (4, j) is given by:

(ABT)Z‘J‘ = Z aitbjt.
t

For the matrices A and B to approach the identity matrix, we need:
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Z aitbyy = 1.
t

However, this introduces additional error when the positions of the maximum values in different rows of A and B coincide,
leading to ), a;:b;; = 1, while in the identity matrix, ), I;; = 0.

Ensuring Consistency in the Maximum Value Positions

To ensure that the maximum values occur at the same positions in both matrices A and B, we leverage the structure of the
F(CKT) function used in MVA. Specifically, when the vector in K is most related to the “query token” in C, it will yield
larger values, which are then amplified by the exponential function in F', causing the corresponding position to take on the
maximum value.

In our implementation, we use sigmoid and softmax functions with exponential methods. Additionally, more extreme
approaches could involve directly assigning a value of 1 to the most relevant position and O to other positions, as described
in Section 3.2 with the Q-function.

For the matrix A = F(Q, K)W}, which also depends on @, compared to the function F(CK ") that is independent of Q,
the dynamic nature of A = IAJ(Q7 K)W{ can lead to larger errors in certain scenarios. Therefore, future research will focus
on incorporating recursive updates in F(CK ), allowing it to dynamically adjust based on @ to generate orthogonal vectors
at the same positions as those in A = F(Q, K)W§.

2. Exponential Power Increase of Memory Capacity for Rank Augmentation

For low-rank matrices, let us define:

L=FQ,K)WiW, FK)T = Softmax(QK )~ 'Softmax(QK " (1—Sigmoid(KCT)))W5W, " (1—Sigmoid(KCT))T

The rank of the above matrix is determined by the parameter matrix C' € R4*™. A simple way to increase the rank is to
manually set the value of m in the matrix C, for example, C' € R?* (™) This method increases both the memory capacity
and the rank to 2m, but it is inefficient. We propose an alternative approach using a hierarchical structure, which, in the
optimal case, results in an exponential increase in the effective rank. We now turn to the hierarchical decomposition of K
and V:

After hierarchical decomposition, we have:

L0 = #9(Q, KyWsFO ()T, LOVO

For simplicity, let us first consider the case where we do not use hierarchical decomposition during the recursive compression
of K, and ignore the impact of Softmax((QK " ® M)) for now. The error can be written as:

¢ = Softmax((QK T & M)V — (sOftmax((QKT M)y (1%(“(@, K)WSF@')(K)T) © M) v

’L

This simplifies to:
V=S FQ K)WeFO (k) TV = v - 310

We begin by analyzing the case where the number of levels in the hierarchy is 2. Suppose C' € R?*"™ then the rank of L; is
m.

First, the lower bound of the rank can at least represent a vector of length 2m without loss, since L; has rank m. When
V@ =V, the resulting matrix is the sum of L;, i.e., Ly + L1, which can achieve a rank of 2m.

21



MVA: Linear Attention with High-order Query-Keys Integration and Multi-level Vocabulary Decomposition

For the optimal case, where L; has rank m, the matrix V' is compressed into m directions: diag(l)f/i, where L, is the
normalized matrix of row vectors from L;, and [ represents the amplitude of each row vector. Thus, diag({)L;V () can be
treated as generating m directions.

Further, combining two levels corresponds to vector addition:

©) 4 oM

Vixm+j = U;

When the generated vectors v;y,+; are unequal, the number of directions generated is m?2, corresponding to a vector space

of dimension m?. In the general case, c-level hierarchical decomposition can generate m¢ directions, thus enabling precise
expression in those directions, with an upper-bound error if the vectors are outside of those directions.

3. Error Analysis in Multi-level Decomposition

We proceed to provide a detailed error analysis to illustrate the advantage of multi-level decomposition. Suppose we use ¢
levels of decomposition. Each level reduces the error introduced by the previous level. The vector V(%) at level i is computed
as:

VO = (v L, 2 VONYW,_ = (T — L ) VEIW,_y

Thus, the error introduced at the final level is given by:

E=VE) = (I - L)VOW, = [T - L)V [[W:
=0 =0

We can now analyze the trend of the error in detail. The error consists of two main components:
* Matrix compression error: [[;_ (I — L;), which represents the cumulative compression of the original vector V'
through multiple low-rank projections. This term gradually diminishes the contribution of V.
 Weight matrix transformation error: [[;_, W, which reflects the impact of re-weighting the vector V' through the

residuals at each level of decomposition.

The total error norm can be bounded as:

(& c

eI < |\TT¢z = Lo VI TTwe| < TTIa = Zolivi T iwill
=0 =0

i=0 i=0
Error Trend Analysis

We now discuss the trend of the error under certain assumptions. To simplify the analysis, we make the following assumptions
about the key matrices:

¢ Low-rank matrix compression effect: We assume that the learnable matrix L; converges to the optimal low-rank
approximation of the identity matrix. According to spectral norm analysis, we have:

€ = HI* LZH = max{al(If Li),...,O'm(If Lz)}

Here, o;(I — L;) represents the singular values of the matrix I — L;. In the optimal case, L; is similar to a matrix with
m ones on the diagonal and the rest being zeros, where the largest singular value is 1. However, this is the worst-case
scenario. As the number of levels increases, the probability of this situation decreases, and thus the expected error
becomes more representative.
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The expected value of ¢; is:

n—m

BT = Lifl] ~

We then analyze the effect of the weight matrices W;:

[Will < v
Since W; are learnable parameters, they tend to converge to eigenvalues less than 1, and thus the error will shrink as ~;
decreases.

The overall error norm expectation can be recursively bounded as:

C C
121 < VI T]e T

i=0 =0
Convergence Trend Discussion

The cumulative compression effect: The low-rank compression of the matrix I — L; gradually suppresses the energy of V,
and this suppression is multiplicative. When ¢; < 1 and does not increase with ¢, the error is exponentially decaying.

In particular, when each level is set to a uniform size such that €; = € (a constant value), we have:

c

i=0
This shows that as the number of levels ¢ increases, the error decays exponentially.

The effect of shrinking the weight matrices: The accumulation of weight matrices W, reduces the error. To ensure
convergence of the error, 7; will become smaller through gradient learning, thereby further reducing the error.

Overall, the error norm converges as:

IEI < IV T J(ein)

i=0
If €;; has an upper bound p < 1, the error will decay exponentially.
Numerical Upper Bound and Convergence Trend

If the values of ¢; and ~; are bounded by fixed upper bounds € and +, respectively, the error convergence rate can be
expressed as:

1B < [V [ ().

On the other hand, if €; and ; decrease gradually with ¢ (e.g., through optimization of the low-rank matrix L; and the weight

matrices W;), the error decay may be faster than exponential decay. For instance, if ¢; = iETOl’ then:

C c+1

[Le= o

This represents a super-exponential convergence.

Key Conclusions
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1. Error Trend: The error is dominated by the cumulative compression factor H;O(I — L;), which exhibits exponential
decay or faster super-exponential decay, depending on the decay behavior of ¢; and ;.

2. Optimization Directions:

* When selecting L;, it is important to ensure that ||I — L;|| remains sufficiently small, ideally decreasing gradually.

* When choosing W, it is essential to control ||TV;|| so that it does not exceed a certain range.

3. Practical Implications: Through careful design of L; and W;, one can maintain compression efficiency while ensuring
that the error converges rapidly. The trend of error reduction across levels becomes increasingly more pronounced.

([l
D. Unification of linear models and their convergence
D.1. Unified Representations of Attention Mechanisms
We propose a unified formulation of various attention mechanisms. Below, we describe several key models in detail.
MetalLA:
MetaLA = MVA(qq, £”, 0¥, c© 0,0, 1), 31)
00 = GLA(9 (1), (1 = F (k™)) 0™ 17 (k™). (32)
(0) (0) : : (0)
where fo ' and f, ' represent adjustable functions dependent on &, .
GLA:
GLA = MVA(q,, £V, v(”,C© 0,0,1, fo =1 — z), (33)
0r = GLA(¢(a:), k¥, 0!, FO(£{)). (34)
LA:
_ () (0) _ —1_
LA—MVA(Qt7kt 7Ut ) 00707()’]’]6@ =1 (Z)k('r))v (35)
01 = GLA(6q(ar), $n (ki) v 1), (36)
GSA: GSA extends to higher-order interactions by introducing intermediate query gating mechanisms:
GSA = MVA(q;, k", v{”, ¢ W, 0,0), 37)
ars, = GLA(g k(" (1= £ (k")) S5 (1), (38)
Ggm, = Sigmoid(gks, )Ws =~ Softmax(gss, ), (39)
01 = GLA(gym,, (1 = J (k) 0i” £ (k). (40)
ABC:
ABC = MVA (g, 5, v{” —00, W5, 0,0, fo = 1 — Softmax(Cz)), (41)
Grs, = GLA(qr, k", (1 = £ (k{), 1), (42)
Qgm, = Softmax(gxs, ), (43)
01 = GLA (¢gm,, (1 — £O (k{)), vV, ). (44)
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D.2. Delta-like Rule Approximation

Our approach leverages an approximate Delta Rule to maintain state information and minimize information loss during
compression. The core idea is to preserve and update states iteratively based on discrepancies between compressed and
original sequences. Specifically, we define:

k(i)7 U(i)7 q(i) — ka(i)’ va(i)’ V[/qw(i)7 (45)
5 — W(Fl)d)(kﬁ(i)), (46)

BY = o(Wsa'), 47)

vpen = BV 4+ (1 - p0)o @, (48)

WO =wi-D 4 g0 0 _ 50)) @ ¢(k®). (49)

To optimize for efficiency, we maintain auxiliary states, such as:
i
WO =3 "vk], (50)
=1

instead of directly relying on W (=1, Although this prevents incremental querying of previous states, it introduces
performance trade-offs. Our method focuses on the current state and its discrepancy, effectively compressing errors while
enabling hierarchical aggregation for improved parallelism and scalability.
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