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ABSTRACT

Image captioning is conventionally formulated as the task of generating captions
that are similar to a set of human-generated reference captions, as measured using
evaluation metrics such as CIDEr, ROUGE, and BLEU. Recent work has also ex-
plored reference-free captioning metrics based on the distance between generated
captions and the corresponding images in the embedding space of a contrastively-
trained image-text model such as CLIP. Here, we show that it is possible to trade
off between reference-free and reference-based captioning metrics by decoding
from a single autoregressive captioning model using classifier-free guidance (Ho
& Salimans, 2021). Compared to standard greedy decoding, decoding from the
same model with a guidance scale of 3 substantially improves caption→image
retrieval performance when captions and images are embedded using CLIP (re-
call@1 49.4% vs. 26.5%) and CLIPScore (0.808 vs. 0.775), but greatly worsens
standard reference-based captioning metrics (e.g., CIDEr 41.7 vs 126.1). Manual
inspection reveals that higher guidance scales produce more descriptive but less
grammatical captions.

1 INTRODUCTION

Image captioning is both a difficult task for computer vision systems to perform and a difficult task
to evaluate. Although automated captioning metrics rank the best captioning systems higher than
humans, human raters still show a strong preference for human-generated captions (Kasai et al.,
2021b). Traditional maximum likelihood-based image captioning attempts to generate captions such
that the p(caption|image) is high. However, captions from the ground truth distribution may de-
scribe only a subset of the salient aspects of an image, and are often non-specific, e.g., human
annotators may describe a German Shepard only as a dog.

In this work, we explore classifier-free guidance (CFG) (Ho & Salimans, 2021) for image captioning
on MS-COCO (Lin et al., 2014), finding that it yields an interesting trade-off in image captioning
metrics. As we describe in greater detail below, CFG increases p(image|caption) at the expense of
p(caption|image). Although CFG hurts “reference-based” image captioning metrics that measure
the alignment between generated captions and human captions such as BLEU (Papineni et al., 2002),
METEOR (Banerjee & Lavie, 2005), ROUGE (Lin, 2004), and CIDEr (Vedantam et al., 2015), it
improves “reference-free” metrics that measure the similarity between the image and the generated
caption in the embedding space of image-text models (Hessel et al., 2021). Qualitatively, we find that
captions generated with CFG are more descriptive than both the ground truth captions and captions
generated without CFG, but they are less grammatical, particularly at high CFG scales.

Related work. Early work using neural networks for image captioning found that models have a
propensity to regurgitate captions from their training data, and as a result, the generated captions are
not descriptive enough to uniquely identify images (Vinyals et al., 2015; Devlin et al., 2015). To
address this shortcoming, Lindh et al. (2018) proposed to use an image retrieval model to examine
whether images can be retrieved from generated captions, and to differentiate through this retrieval
process to train a captioning model. Their approach marginally improves retrieval accuracy, but
worsens reference-based captioning metrics. More recent work has adopted a similar approach to
evaluate and improve the descriptiveness of captions based on the CLIP image-text model (Rad-
ford et al., 2021). Hessel et al. (2021) propose CLIPScore, an image captioning metric based on
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the cosine similarity between CLIP embeddings of the image and the generated caption. Kasai
et al. (2021b) report that CLIPScore-based metrics align better with human judgments compared
to reference-based captioning metrics. Other work has jointly optimized CIDEr and CLIP-based
losses using reinforcement learning, finding that the CLIP loss worsens standard reference-based
captioning metrics but improves retrieval (Cho et al., 2022; Zhang et al., 2022).

Previous work has explored CFG for image captioning with diffusion models (Xu, 2022; Zhu et al.,
2022) with little success. Xu (2022) report that it has little effect, whereas Zhu et al. (2022) ob-
serve an inconsistent benefit that varies with small changes in ratios of conditional to unconditional
training examples. However, these studies investigate only reference-based captioning metrics.

2 METHODS

Let x be an image caption and y be the corresponding image. A standard caption-
ing model aims to model the likelihood p(x|y), factorized autoregressively as p(x|y) =

p(xn|xn−1, . . . x1, y) . . . p(x1|y) The network is trained so that qθ(xn|xn−1, . . . x1, y)
def
=

softmax(fθ(xn−1, . . . x1, y)) approximates p(xn|xn−1, . . . x1, y), the probability of a token xn
given previous tokens xn−1, . . . , x1. At inference time, it is common to use beam search or greedy
decoding to produce a caption that has a particularly high probability.

Classifier-free guidance (CFG) (Ho & Salimans, 2021) aims to generate outputs that achieve a high
value of lθ,γ(x, y)

def
= p(x)(p(x|y)/p(x))γ . Because p(x|y)/p(x) = p(y|x)/p(y) and p(y) is fixed,

lθ,γ(x, y) ∝ p(x)p(y|x)γ , where γ is the classifier-free guidance scale. When γ = 1, the distribution
is simply lθ,1(x, y) = p(x|y). Setting γ > 1 inflates the probability of the image given the caption
p(y|x) relative to the unconditional probability of the caption p(x).

Ho & Salimans (2021) originally proposed CFG in the context of diffusion models, which estimate
the score functions ∇ log p(x|y) and ∇ log p(x). Although lθ,γ(x, y) factorizes autoregressively, it
is not a normalized probability distribution, so it is not entirely clear how one should sample tokens
when performing autoregressive generation. Crowson (2022) suggested to sample from

q̃θ,γ(xn|xn−1, . . . , x1, y)
def
= softmax(fθ(xn−1, . . . , x1,0)

+ γ(fθ(xn−1, . . . , x1, y)− fθ(xn−1, . . . , x1,0)),
(1)

where fθ(xn−1, . . . , x1,0) are logits generated by the model without conditioning on the image.
This formulation has been successfully applied in autoregressive image models (Yu et al., 2022b;
Gafni et al., 2022). We adopt this formulation, but in our experiments, we decode greedily, i.e.,
at each step we take the token that maximizes q̃θ,γ(xn|xn−1, . . . , x1, y) and thus lθ,γ(x, y), so any
choice of per-step normalization would yield the same captions.

Our model is a “bottleneck” variant of CoCa-Base (Yu et al., 2022a), which combines a contrastive
loss with a captioning loss to simultaneously learn aligned image and text embeddings as well as a
captioner. Whereas Yu et al. (2022a) condition the text decoder via cross-attention to pooled repre-
sentations of the image encoder, this bottleneck variant uses only the contrastive image embedding.
We adopt this bottleneck variant because of its simplicity and the conceptual appeal of producing a
caption whose embedding lies close to the image embedding from the image embedding itself.

We pretrain our model on an image-text dataset comprising images from the JFT-3B dataset (Sun
et al., 2017; Zhai et al., 2022) paired with their corresponding label names, web images paired
with noisy alt text from the ALIGN dataset (Jia et al., 2021), and a small amount of data
from other sources. We follow the same recipe as in Yu et al. (2022a), and do not mask
conditioning information during pretraining. We then fine-tune on the MS-COCO train and
Karpathy validation splits with a learning rate of 1 × 10−5 and vary guidance scale γ ∈
{1.0, 1.2, 1.5, 2.0, 3.0, 4.0}, conditioning masking proportion in {0.0, 0.25, 0.5, 0.75}, and numbers
of steps in {5,000, 10,000, 20,000, 50,000}. Fine-tuning for 20,000 steps with conditioning mask-
ing proportion 0.5 leads to near-optimal values of all metrics at all guidance scales; we report results
for this model in tables.

We evaluate the standard reference-based captioning metrics CIDEr, METEOR, ROUGE, and
BLEU-4, as well as two reference-free captioning metrics based on CLIP ViT-B/32 (Radford et al.,
2021), on the MS-COCO Karpathy test split. The first reference-free metric is CLIPScore (Hes-
sel et al., 2021), which is defined as CLIP-S(c,v) = 2.5 · max(cos(c,v), 0) where c and v are
the CLIP embeddings of the caption and image respectively. The second reference-free metric is
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Figure 1: Performance of models trained with different hyperparameter combinations and evaluated with different guidance scales γ, as
measured using reference-free captioning metrics based on CLIP ViT-B/32 (top: CLIPScore, bottom: recall@1) and reference-based caption
metrics (BLEU-4, METEOR, ROUGE, and CIDEr). The dashed line reflects the value of the reference-free captioning metric for the ground-
truth captions obtained from MS-COCO.

Table 1: Quantitative comparison of our approach with results from previous work that reports CLIP-based metrics, including UMT-
BITG (Huang et al., 2021), VinVL-large (Zhang et al., 2021) (∗ indicates metrics from Kasai et al. (2021a)), CLIP-Captioner (Barraco et al.,
2022), CLIP-S Reward (Cho et al., 2022), X-LAN+SCST+GEG (Zhang et al., 2022), and ZeroCap (Tewel et al., 2022).

Reference-Based Metrics Reference-Free Metrics
Model BLEU-4 METEOR ROUGE CIDEr RefOnlyCLIP-S CLIP-S R@1 R@5 R@10 RefCLIP-S

Models trained with CLIP features or losses:
CLIP-Captioner 38.7 29.3 58.6 126.0 0.811 0.754 0.814
UMT-BITG 37.3 28.2 57.9 122.6 0.772
X-LAN+SCST+GEG 36.5 28.7 57.5 121.7 28.1 50.3 67.2
CIDEr + CLIP-S Reward 37.7 28.8 58.3 124.6 0.772 24.4 50.2 63.1
CLIP-S Reward 6.2 18.7 31.6 11.2 0.860 42.5 71.6 82.2
ZeroCap 2.6 11.5 14.6 0.87 0.79
Models trained without access to CLIP:
UMT-BITG w/o CLIP loss 37.6 28.3 58.1 122.5 0.725
VinVL-large 41.0 30.9 59.4∗ 140.9 0.91∗ 0.78∗ 0.84∗
Ours (γ = 1.0) 36.1 30.5 58.2 126.1 0.900 0.775 26.5 51.9 64.1 0.830
Ours (γ = 1.2) 35.1 30.0 57.5 124.1 0.899 0.785 31.3 57.4 69.3 0.835
Ours (γ = 1.5) 31.5 28.4 54.4 113.2 0.891 0.796 36.6 64.0 75.0 0.838
Ours (γ = 2.0) 20.9 23.3 43.0 78.6 0.862 0.808 44.6 71.7 81.7 0.831
Ours (γ = 3.0) 11.5 17.1 29.4 41.7 0.820 0.808 49.4 75.7 84.7 0.811
Ours (γ = 4.0) 6.5 12.3 18.4 17.3 0.766 0.782 44.7 71.3 80.9 0.771

caption→image retrieval, measured as recall@k by taking the k images that are nearest to the gen-
erated caption in the CLIP embedding space and determining if the corresponding image is among
them. Because recall@k for k > 1 is highly correlated with recall@1 (R@5: r = 0.99, R@10:
r = 0.98), we plot only recall@1. We additionally report RefOnlyCLIP-S, a reference-based met-
ric based on the similarity of CLIP embeddings of the captions with embeddings of ground truth
captions, and RefCLIP-S, which takes the average of the per-image harmonic means of CLIP-S and
RefOnlyCLIP-S. Both RefOnlyCLIP-S and RefCLIP-S are discussed further in Hessel et al. (2021).

3 RESULTS

Our main results concern the trade-off between reference-based and reference-free image captioning
metrics as a function of guidance scale. Because different guidance scales and metrics could benefit
from different fine-tuning hyperparameter combinations, we plot all results from our hyperparam-
eter grid in Figure 1. Although standard greedy decoding (γ = 1.0) produces the highest CIDEr,
ROUGE, BLEU-4 scores, higher guidance weights consistently yield higher values of reference-free
captioning metrics. In particular, γ = 3.0 offers the highest caption→image recall and is tied with
γ = 2.0 for the highest CLIPScore. Although we do not present them here, reference-free metrics
calculated using CoCa image-text models exhibit similar patterns to CLIP ViT-B/32.

Table 1 compares our results, obtained from a single model evaluated at different guidance scales,
with previous work that reports either CLIPScore or CLIP ViT-B/32 caption→image retrieval per-
formance. Although our captioner is trained without access to CLIP and our pretraining dataset is
distinct from CLIP’s, sampling from our model with CFG yields higher CLIPScores than all other
models trained without CLIP-based losses, and better CLIP caption→image retrieval even when
compared with models that use CLIP-based losses.
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γ=1.0: a car with a surfboard on top of it
parked next to a car

γ=1.5: a vintage station wagon with a surf-
board on top

γ=2.0: antique station wagons and a car buick
stationwagon

γ=3.0: buick woody woody stationwagon and
surf green station wagon parked in
front of car show establishment

GT: An old green and brown car with
chrome trim.

γ=1.0: a knife is sitting on a cutting board next
to a sliced carrot

γ=1.5: a knife is sitting on a cutting board next
to an orange

γ=2.0: knife sitting on cutting board next to
whole one

γ=3.0: knife sitting on cutting board next to
misshappi carrot on cutting board

GT: A knife sticking out of the side of a block
of cheese.

γ=1.0: a herd of sheep grazing on a grass cov-
ered road

γ=1.5: sheep grazing on a highway with a
truck on the road

γ=2.0: sheep graze on freeway medians
where grass is grown

γ=3.0: grazing trucks blocking sheep on road-
way grazing grass

GT: A large herd of sheep are grazing by
the busy road.

γ=1.0: two birds standing in a cage with their
heads in the air

γ=1.5: two birds standing inside of a cage in a
zoo

γ=2.0: two crested cranes inside a wire cage
γ=3.0: crested tantalus cranes caged together

in birdcage enclosure
GT: Two birds who are looking out of the

cage they are in.

γ=1.0: a view of a city with a clock tower in the
background

γ=1.5: a city with steeples and trees and build-
ings

γ=2.0: spires of churches line a city skyline
γ=3.0: spires steeples buildings trees church

spires and trees
GT: A clock that is on the side of a tower.

γ=1.0: a kitchen with a microwave and a refrig-
erator

γ=1.5: a kitchen with a microwave and a refrig-
erator

γ=2.0: a kitchen with red appliances and white
cupboards

γ=3.0: appliances sit in a small empty din-
groomy red and white kitchen

GT: A kitchen that has a tile floor, a refrig-
erator, a microwave, and a toaster.

γ=1.0: a bathroom with a large mirror and a
bathtub

γ=1.5: a bathroom with a large mirror and a
bathtub

γ=2.0: a spacious bathroom with a large mirror
and a large tub

γ=3.0: spacious bathroom with chandelier
over tub mirrors and tv

GT: A bathroom with a tub, sinks, lights and
a television.

γ=1.0: a vase filled with red and yellow flowers
γ=1.5: tulips in a clear vase on a table
γ=2.0: tulips in a clear glass vase on a table-

cloth
γ=3.0: tulips in a clear punchov glass setting

on doily
GT: Fresh red and yellow tulips in a vase.

Figure 2: Examples of captions generated with different classifier-free guidance scales, for randomly selected images from the test split.

To provide further intuition into the trade-off between reference-free and reference-based captioning
metrics induced by CFG, we present examples of captions generated at different CFG scales in
Figure 2. Higher CFG strengths lead to more descriptive captions. At γ = 1.0, the central object
in the top left image is described as a “car” as in the ground truth caption, whereas at γ > 1.0 it is

γ Words Characters
1.0 9.6± 1.4 44.2± 7.2
1.2 9.6± 1.4 44.7± 7.4
1.5 9.4± 1.4 45.7± 7.8
2.0 9.3± 2.4 50.3± 18.6
3.0 10.7± 7.6 69.0± 56.1
4.0 19.9± 16.9 161.2± 140.0

Table 2: Moderate CFG scales do not
substantially change caption lengths, but
higher scales result in longer captions.
Numbers are mean± standard deviation.

a “station wagon.” Similarly, the animal in the top right image is
described as a “bird” at γ = 1.0 and in the ground truth caption, but
at γ = 2.0 becomes a “crested crane.” However, higher CFG scales
compromise grammaticality, leading to repeated words (“woody
woody”), nonsense words (“misshappi”, “dingroomy”), and lists of
nouns arranged without verbs (“spires steeples buildings trees”). In
several images, the captioning model describes what is present in
the scene incorrectly, and CFG does not appear to substantially im-
prove the output. The effect of CFG on reference-free metrics and
descriptiveness cannot be explained solely by a change in caption
length; as shown in Table 2, moderate CFG scales (γ ≤ 2) have
little impact on average numbers of words or characters per caption.

4 CONCLUSION

Our study demonstrates the utility of classifier-free guidance for generating descriptive image cap-
tions. At the same time, our results raise questions regarding the goal of image captioning and how
it should be evaluated. As it is conventionally formulated, image captioning aims not to provide text
that can substitute for an image, but to write the text that a human annotator would have written.
This formulation penalizes captions that are more descriptive than ground truth, even when a human
might prefer them. However, treating image captioning as a problem of generating a caption that
lies close to the image in the embedding space of an image-text model is also inadequate, because
captions that lie close to the image need not be grammatical and may contain gibberish. Yet our
study suggests that modifying the decoding procedure can improve outputs (according to some cri-
teria) even when the data are flawed. Although readily available large image-text datasets are noisy,
there may nonetheless be ways to leverage these datasets to improve the trade-offs we describe.
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