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Abstract

In reinforcement learning (RL), rewards of states are typically considered addi-
tive, and following the Markov assumption, they are independent of states visited
previously. In many important applications, such as coverage control, experiment
design and informative path planning, rewards naturally have diminishing returns,
i.e., their value decreases in light of similar states visited previously. To tackle this,
we propose submodular RL (SUBRL), a paradigm which seeks to optimize more
general, non-additive (and history-dependent) rewards modelled via submodular
set functions which capture diminishing returns. Unfortunately, in general, even in
tabular settings, we show that the resulting optimization problem is hard to approxi-
mate. On the other hand, motivated by the success of greedy algorithms in classical
submodular optimization, we propose SUBPO, a simple policy gradient-based al-
gorithm for SUBRL that handles non-additive rewards by greedily maximizing
marginal gains. Indeed, under some assumptions on the underlying Markov Deci-
sion Process (MDP), SUBPO recovers optimal constant factor approximations of
submodular bandits. Moreover, we derive a natural policy gradient approach for
locally optimizing SUBRL instances even in large state- and action- spaces. We
showcase the versatility of our approach by applying SUBPO to several applications
such as biodiversity monitoring, Bayesian experiment design, informative path
planning, and coverage maximization. Our results demonstrate sample efficiency,
as well as scalability to high-dimensional state-action spaces.

1 Introduction

In reinforcement learning (RL), the agent aims to learn a policy by interacting with its environment
in order to maximize rewards obtained. Typically, in RL, the environments are modelled as a
(controllable) Markov chain, and the rewards are considered additive and independent of the trajectory.
In this well-understood setting, referred to as Markov Decision Processes (MDP), the Bellman
optimality principle allows to find an optimal policy in polynomial time for finite Markov chains
[1, 2]. However, many interesting problems cannot straight-forwardly be modelled via additive
rewards. In this paper, we consider a rich and fundamental class of non-additive rewards, in particular
submodular reward functions. Applications for planning under submodular rewards abound, from
coverage control [3], entropy maximization, experiment design [4], informative path planning,
orienteering problem [5], resource allocation to Mapping [6].

Submodular functions capture an intuitive diminishing returns property that naturally arises in these
applications: the reward obtained by visiting a state decreases in light of similar states visited
previously. E.g., in a biodiversity monitoring application (see Fig. 1), if the agent has covered a
particular region, the information gathered from neighbouring regions becomes redundant and tends
to diminish. To tackle such history-dependent, non-Markovian rewards, one could naively augment
the state to include all the past states visited so far. This approach, however, exponentially increases
the state-space size, leading to intractability. In this paper, we make the following contributions:
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(a) Informative path planning over Gorilla nests (b) Item collection

Figure 1: In Fig. 1a, for monitoring biodiversity, a drone needs to plan a path with maximum coverage
over critical areas, represented by lighter regions in a heatmap. Here, the additional information
(coverage) provided by visiting a location (state) depends on which states have been visited before.
We therefore must visit diverse locations that maximize coverage of important regions. In Fig. 1b, the
environment contains a group of items (gi) placed on a grid. The agent must find a trajectory (τ ) that
picks a fixed number of items di from each group gi, i.e., maxτ

∑
i min(|τ ∩ gi|, di). If the agent

picks more than di, it is not rewarded – diminishing gain. Both of these tasks cannot be represented
with additive rewards (in terms of locations) and serve as illustrative examples for this work.

Firstly, We introduce SUBRL, a paradigm for reinforcement learning with submodular reward
functions. To establish limits of the framework, we derive a lower bound that establishes hardness
of approximation up to log factors (i.e., ruling out any constant factor approximation) in general
(Section 3). Secondly, despite the hardness, we show that, in many important cases, SUBRL instances
can often be effectively solved in practice. In particular, we propose an algorithm, SUBPO, motivated
by the greedy algorithm in classic submodular optimization. It is a simple policy-gradient-based
algorithm for SUBRL that handles non-additive rewards by greedily maximizing marginal gains
(Section 4). Thirdly, we show that in some restricted settings, SUBPO performs provably well. In
particular, under specific assumptions on the underlying MDP, SUBRL reduces to an instance of
constrained continuous DR-submodular optimization over the policy space. Even though the reduced
problem is still NP-hard, we guarantee convergence to the information-theoretically optimal constant
factor approximation of 1− 1/e, generalizing previous results on submodular bandits (Section 5).
Lastly, we demonstrate the practical utility of SUBPO in simulation as well as real-world applications.
Namely, we showcase its use in biodiversity monitoring, Bayesian experiment design, informative
path planning, building exploration, car racing and Mujoco robotics tasks. Our algorithm is sample
efficient, discovers effective strategies, and scales well to high dimensional spaces (Section 7).

2 Submodular RL: Preliminaries and Problem Statement

Submodularity. Let V be a ground set. A set function F : 2V → R is submodular if ∀A ⊆ B ⊆ V ,
v ∈ V\B, we have, F (A ∪ {v})− F (A) ≥ F (B ∪ {v})− F (B). The property captures a notion
of diminishing returns, i.e., adding an element v to A will help at least as much as adding it to the
superset B. We denote the marginal gain of element v as ∆(v|A) := F (A∪{v})−F (A). Functions
for which ∆(v|A) is independent of A are called modular. F is said to be monotone if ∀A ⊆ B ⊆ V ,
we have, F (A) ≤ F (B) (or, equiv., ∆(v | A) ≥ 0 for all v, A).

Controlled Markov Process (CMP). A CMP is a tuple formed by ⟨V,A,P, ρ,H⟩, where V is the
ground set, v ∈ V is a state, A is the action space with a ∈ A. ρ denotes the initial state distribution
and P = {Ph}H−1

h=0 , where Ph(v
′|v, a) is the distribution of successive state v′ after taking action

a at state v at horizon h. We consider an episodic setting with finite horizon H .

Submodular MDP. We define a submodular MDP, or SMDP, as a CMP with a monotone submodular
reward function, i.e., a tuple formed by ⟨V,A,P, ρ,H, F ⟩. Hereby, using S = H × V to designate
time-augmented states (i.e., each s = (h, v) ∈ S is a state augmented with the current horizon step),
we assume F : 2S → R1 is a monotone submodular reward function. The non-stationary transition
distribution Ph(v

′|v, a) of the CMP can be equivalently converted to P ((h + 1, v′)|(h, v), a) =
P (s′|s, a) since s accounts for time. An episode starts at s0 ∼ ρ, and at each time step h ≥ 0
at state sh, the agent draws its action ah according to a policy π (see below). The environment
evolves to a new state sh+1 following the CMP. A realization of this stochastic process is a trajectory

1Without loss of generality, this can be extended to state-action based rewards
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τ =
(
(sh, ah)

H−1
h=0 , sH

)
, an ordered sequence with a fixed horizon H . τl:l′ =

(
(sh, ah)

l′−1
h=l , sl′

)
denotes the part from time step l to l′. Note that τ = τ0:H . For each (partial) trajectory τl:l′ , we use
the notation F (τl:l′) to refer to the objective F evaluated on the set of (state,time)-pairs visited by τl:l′ .

Policies. The agent acts in the SMDP according to a policy, which in general maps histories τ0:h to
(distributions over) actions ah. A policy π(ah|τ0:h) is called Markovian if its actions only depend on
the current state s, i.e., π(ah|τ0:h) = π(ah|sh). The set of all Markovian policies is denoted by ΠM.
Similarly, we can consider Non-Markovian policies π(ah|τh−k:h) that only depend on the previous
past k steps τh−k:h. The set of all Non-Markovian policies conditioned on history up to past k steps
is denoted by Πk

NM, and we use ΠNM := ΠH
NM to allow arbitrary history-dependence.

Problem Statement. For a given submodular MDP, we want to find a policy to maximize its
expected reward. For a given policy π, let f(τ ;π) denote the probability distribution over the random
trajectory τ following agent’s policy π,

f(τ ;π) = ρ(s0)

H−1∏
h=0

π(ah|τ0:h)P (sh+1|sh, ah). (1)

The performance measure J(π) is defined as the expectation of the submodular set function over
the trajectory distribution induced by the policy π and the goal is to find a policy that maximizes
the performance measure within a given family of policies Π (e.g., Markovian ones). Precisely,

π⋆ = argmax
π∈Π

J(π), where J(π) =
∑
τ

f(τ ;π)F (τ). (2)

Given the non-additive reward function F , the optimal policy on Markovian and non-Markovian policy
classes can differ (since the reward depends on the history, the policy may need to take the history into
account for taking optimal actions). In general, even representing arbitrary non-Markovian policies
is intractable, as its description size would grow exponentially with the horizon. It is easy to see that
for deterministic MDPs, the optimal policy is indeed attained by a deterministic Markovian policy:
Proposition 1. For any deterministic MDP with a fixed initial state, the optimal Markovian policy
achieves the same value as the optimal non-Markovian policy.

The following proposition guarantees that, even for stochastic transitions, there always exists an
optimal deterministic policy among the family of Markovian policies ΠM . Therefore, we do not
incur a loss compared to stochastic policies.
Proposition 2. For any set function F , there exists an optimal deterministic policy among the
Markovian policies.

The proof is provided in Appendix A. The result directly extends to any non-Markovian policy class
Πk

NM for k > 0 as well, since one can group together the past k states and treat it as high-dimensional
Markovian state space.

Examples of submodular rewards. We first observe that classical MDPs are a strict special
case of submodular MDPs. Indeed, for some classical reward function r : V → R+, by setting
F ((h1, v1), . . . , (hk, vk)) :=

∑k
l=1 γ

hlr(vl), F (τ) simply recovers the (discounted) sum of rewards
of the states visited by trajectory τ (hereby, γ ∈ [0, 1], i.e., use γ = 1 for the undiscounted setting).

Moreover, a generic way to construct submodular rewards is to take a submodular set function
F ′ : 2V → R defined on the ground set V , and define F (τ) := F ′(Tτ), using an operator
T : 2H×V → 2V that drops the time indices. Thus, F (τ) measures the value of the set of states
Tτ ⊆ V visited by τ . Note that each state is counted only once, i.e., even if F ′ is a modular
function, F exhibits diminishing returns. There are many practically relevant examples of F ′, such
as (weighted) coverage functions, experimental design criteria such as mutual information and others
that have found applications in machine learning tasks [cf. 7, 8]. Moreover, many operations preserve
submodularity, which can be exploited to build complex submodular objectives from simpler ones ([7,
section 1.2]) and can potentially be used in reward shaping. While submodularity is often considered
for discrete V , the concept naturally generalizes to continuous domains.

3 Submodular RL: Theoretical Limits

We first show that the SUBRL problem is hard to approximate in general. In particular, we establish a
lower bound that implies SUBRL cannot be approximated up to any constant factor in polynomial time,
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even for deterministic submodular MDPs. We prove this by reducing our problem to a known hard-to-
approximate problem – the submodular orienteering problem (SOP) [9]. Since we focus on determinis-
tic SMDP’s, according to Proposition 1 and Proposition 2, it suffices to consider deterministic, Marko-
vian policies. We now formally state the inapproximability result with proof given in Appendix B.

Theorem 1. Let OPT be the optimal value for SUBRL. Even for deterministic SMDP’s, the SUBRL
problem is hard to approximate within a factor of Ω(log1−γ OPT) unless NP ⊆ ZTIME(npolylog(n)).

Thus, under common assumptions in complexity theory [9, 10], the SUBRL problem cannot be
approximated in general to better than logarithmic factors. The significance of this result extends
beyond submodular RL. As SUBRL falls within the broader category of general non-Markovian
reward functions, Theorem 1 implies that problems involving general set functions are similarly
inapproximable, limited to logarithmic factors.

Since the inapproximability result we present is worst-case in nature, it does not rule out that in-
teresting SUBRL problems remain practically solvable. In the next section, we introduce a general
algorithm that can be efficiently implemented for any SUBRL problem. In Section 7, we demonstrate
the effectiveness of the algorithm and its utility in an extensive experimental study involving sub-
modular rewards. Additionally, in Section 5, we establish that our algorithm enjoys a constant factor
approximation under stronger assumptions on the Markov chain.

4 General Algorithm: Submodular Policy Optimization SUBPO

We now propose a practical algorithm for SUBRL that can efficiently handle submodular rewards.
The core of our approach follows a greedy gradient update on the policy π. As common in the
modern RL literature, we make use of approximation techniques for the policies to derive a method
applicable to large state-action spaces. This means that the policy πθ(a|s)2 is parameterized by
θ ∈ Θ where Θ ⊂ Rl is compact. In the case of tabular π, θ specifies an independent distribution
over actions for each state.

Approach. The objective from Eq. (2) can be equivalently formulated as θ⋆ ∈ argmaxθ∈Θ J(πθ)
as θ indexes our policy class. Due to the nonlinearity of the parameterization, it is often not feasible
to find a global optimum for the above problem. In practice, with appropriate initialization and hyper-
parameters, variants of gradient descent are known to perform well empirically for MDPs. Precisely,

θ ← θ + argmax
δθ:δθ+θ∈Θ

δθ⊤∇θJ(πθ)−
1

2α
∥δθ∥2. (3)

Various policy gradient methods arise by utilizing different techniques for estimating the gradient and
applying regularization [11–13]. The key challenge to all of them is the computation of the gradient
∇J(πθ). Below, we devise an unbiased gradient estimator for general, non-additive functions.

Gradient Estimator. As common in the policy gradient literature, we can use the score function
g(τ, πθ) := ∇θ(log

∏H−1
i=0 πθ(ai|si)) to calculate the gradient∇θJ . Namely, Given an MDP and the

policy parameters θ,
∇θJ(πθ) =

∑
τ

f(τ ;πθ)g(τ, πθ)F (τ). (4)

As Eq. (4) shows, we do not require knowledge of the environment if sampled trajectories are available.
It also does not require full observability of the states nor any structural assumption on the MDP. On
the other hand, the score gradients suffer from high variance due to sparsity induced by trajectory
rewards [2, 14, 15]. Next, we take the SMDP structure into account to develop efficient algorithms.

Marginal gain: We define the marginal gain for a state s in the trajectory τ0:j up to horizon j as

F (s|τ0:j) = F (τ0:j ∪ {s})− F (τ0:j).

Our approach aims to maximize the marginal gain associated with each action instead of maximizing
state rewards. This approach shares similarities with the greedy algorithm commonly used in
submodular maximization, which maximizes marginal gains and is known for its effectiveness.

2autoregressive policies (e.g., RNNs or transformers) can be used to capture history-dependence in the same
algorithm
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Moreover, decomposing the trajectory return into marginal gains and incorporating it in the policy
gradient with suitable baselines [16] removes sparsity and thus helps to reduce variance. Inspired by
the policy gradient method for additive rewards, we have the following for SMDP:
Theorem 2. Given an SMDP and the policy parameters θ, with any set function F ,

∇θJ(πθ) = E
τ∼f(τ ;πθ)

H−1∑
i=0

∇θ log πθ(ai|si)

H−1∑
j=i

F (sj+1|τ0:j)− b(τ0:i)

 (5)

We use an importance sampling estimator (log trick) to obtain Eq. (4). To reduce variance, we subtract
a baseline b(τ0:i) from the score gradient, which can be a function of the past trajectory τ0:j . This
incorporates the causality property in the estimator, ensuring that the action at timestep j cannot
affect previously observed states. After simplifying and considering marginals, we obtain Theorem 2.
The detailed proof is in Appendix C. This estimator assigns a higher weight to policies with high
marginal gains and a lower weight to policies with low marginal gains. Our experiments show that
this method performs well.

We can optimize this approach by using an appropriate baseline as a function of the history τ0:j ,
which leads to an actor-critic type method. The versatility of the approach is demonstrated by the fact
that Theorem 2 holds for any choice of baseline critic. We explain later in the experiments how to
choose a baseline. One can perform a Monte Carlo estimate [17] or generalized advantage function
(GAE) [18] to estimate returns based on the marginal gain. To encourage exploration, similar to
standard PG, we can employ a soft policy update based on entropy penalization, resulting in diverse
trajectory samples. Entropy penalization in SUBRL can be thought of as the sum of modular and
submodular rewards, which is a submodular function.

Algorithm. The outline of the steps is given in Algorithm 1. We represent the agent by a stochastic
policy parameterized by a neural network. The algorithm operates in epochs and assumes a way to
generate samples from the environment, e.g., via a simulator. In each epoch, the agent recursively
samples actions from its stochastic policy and applies them in the environment leading to a roll out of
the trajectory where it collects samples (Line 6). We execute multiple (B) batches in each epoch for
accurate gradient estimation. To update the policy, we compute the estimator of the policy gradient as
per Theorem 2, where we utilize marginal gains of the trajectory instead of immediate rewards as in
standard RL (Line 7). Finally, we use stochastic gradient ascent to update the policy parameters.

5 Provable Guarantees in Simplified Settings

In general, Section 3 shows SUBRL is NP-hard to approximate. A natural question is: Is it possible
to do better under additional structural assumptions? In this section, we present one interesting case
under which SUBPO can be approximated to a constant factor via DR-submodular optimization.
Definition 1 (DR submodularity and DR-property, [19]). For X ⊆ Rd, a function f : X → R
is DR-submodular (has the DR property) if ∀a ≤ b ∈ X , ∀i ∈ [d], ∀k ∈ R+ s.t. (kei + a) and
(kei + b) are still in X , it holds, f(kei + a)− f(a) ≥ f(kei + b)− f(b). (Notation: ei denotes
ith basis vector and for any two vectors a,b,a ≤ b means ai ≤ bi∀i ∈ [d])

Monotone DR-submodular functions form a family of generally non-convex functions, which can
be approximately optimized. As discussed below, gradient-based algorithms find constant factor
approximations over general convex, downward-closed polytopes.

Under the following condition on the Markov chain, we can show that as long as the policy is
parametrized in a particular way, the objective is indeed monotone DR-submodular.
Definition 2 (ϵ-Bandit SMDP). An SMDP s.t. for any vj , vk ∈ V , j ̸= k, ∀h ∈ [H] and ∀v′ ∈ V ,

Ph(vj |v′, aj) = 1− ϵh, and Ph(vk|v′, aj) = ϵh
|V|−1 for ϵh ∈

[
0, |V|

|V|+1

]
is an ϵ-Bandit SMDP.

This represents a "nearly deterministic" MDP where there is a unique action for each state in the MDP,
which takes us to it with 1− ϵ probability and with the rest, we end up in any other state Fig. 2. While
limiting, it generalizes the bandit scenario, which would occur when ϵ = 0. In the following, we con-
sider a class of state-independent policies that can change in each horizon, denoting the horizon depen-
dence with πh(a). We now formally establish the connection between SUBRL and DR-submodularity,
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Algorithm 1 Submodular Policy Optimization (SUBPO)

1: Input: SMDPM, π,N,B
2: for epoch k = 1 : N do
3: for batch b = 1 : B do
4: for h = 0 : H − 1 do
5: Sample ah ∼ π(ah|sh), execute ah
6: D←{sh, ah, F (τ0:h+1)}
7: Estimate∇θJ(πθ) as per Theorem 2
8: Update policy parameters (θ) using Eq. (3)

Transition probability

a0

a0

ϵ 1 − ϵ

a0

a0

a1
v1

a1

a0

a1

v1v1

v0v0v0 a0

a1

a0

a0

a1

h=0 h=2h=1

a1

Figure 2: Transitions in ϵ-Bandit MDP

Theorem 3. For horizon dependent policy π parameterized as πh(a)∀h ∈ [H] in an ϵ-Bandit SMDP,
and F (τ) is a monotone submodular function, then J(π) is monotone DR-submodular.

The proof is in Appendix D. It builds on two steps; firstly, we use a reparameterization trick to handle
policy simplex constraints. We relax the equality constraints on π to lie on a convex polytope P =
{πh(a) | 0 ≤ πh(a) ≤ 1, 0 ≤

∑
j,j ̸=k π

h(aj) ≤ 1,∀k ∈ [|A|],∀h ∈ [H]} and enforce the equality
constraints directly in the objective Eq. (2). Secondly, under the assumptions of Theorem 3, we show
that the Hessian of J(π) only has non-positive entries, which is an equivalent characterization of twice
differentiable DR-submodular functions. Furthermore, the result can be generalized to accommodate
state and action spaces that vary with horizons, although, for simplicity, we assumed fixed spaces.

The convex polytope P belongs to a class of down-closed convex constraints. Bian et al. [20]
proposes a modified FRANK-WOLFE algorithm for DR-submodular maximization with down-closed
constraints. This variant can achieve an (1 − 1/e) approximation guarantee and has a sub-linear
convergence rate. The algorithm proceeds as follows: the gradient oracle is the same as Theorem 2,
while employing a tabular policy parameterization. The polytopic constraints P are ensured through
a FRANK-WOLFE step, which involves solving a linear program over the policy domain. Finally, the
policy is updated with a specific step size defined in [20]. Furthermore, Hassani et al. [21] shows that
any stationary point in the optimization landscape of DR-submodular maximization under general
convex constraints is guaranteed to be 1/2 optimal. Therefore, any gradient-based optimizer can
be used for the ϵ− Bandit SMDP class, and will result in an 1/2-optimal policy. In Section 6, we
elaborate on how this setting generalizes previous works on submodular bandits.

General SMDP. Although we cannot obtain a provable result for the general SMDP setting (Theo-
rem 1), we can show that the SUBPO algorithm, under the assumption of modular rewards, reduces
to standard PG, and hence recovers the guarantees and benefits of the modular PG. In particular,
with tabular policy parameterization, under mild regularity assumptions, any stationary point of the
modular PG cost function is a global optimum [22]. Moreover, interestingly, we can quantify the
deviation of the submodular function from a modular function using the notion of curvature [23].

Curvature: The notion of curvature reflects how much the marginal values ∆(v|A) can decrease as
the function of A. The total curvature of F is defined as, c = 1 − minA,j /∈A ∆(j|A)/F (j). Note
that c ∈ [0, 1], and if c = 0 then the marginal gain is independent of A (i.e., F is modular). With
assumptions of bounded curvature, c ∈ (0, 1), we can guarantee the constant factor optimality for
SUBPO (proof in Appendix D.2),

Proposition 3. Let SUBPO under tabular policy parameterization converges to a policy π. For
any monotone submodular function F with a bounded curvature c ∈ (0, 1), SUBPO guarentees
J(π) ≥ (1− c)J(π⋆), where π⋆ is an optimal non-Markovian policy.

6 Related Work

Beyond Markovian RL. Several prior works in RL identify the deficiency in the modelling ability of
classical Markovian rewards. This manifests itself especially when exploration is desired, e.g., when
the transition dynamics are not completely known [24, 25] or when the reward is not completely
known [26, 27]. While all these addresses in some aspect the shortcomings of Markovian rewards,
they tend to focus on a specific aspect instead of postulating a new class of reward functions as we do
in this work.
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Figure 3: Comparison of SUBPO-M, SUBPO-NM and MODPO. We observe that MODPO get stuck by
repeatedly maximizing its modular reward, whereas SUBPO-M achieves comparable performance to
SUBPO-NM while being more sample efficient. (Y-axis: normalized J(π), X-axis: epochs)

Convex RL. Convex RL also seeks to optimize a family of non-additive rewards. The goal is to
find a policy that optimizes a convex function over the state visitation distribution (which averages
over the randomness in the MDP and the policies actions). This framework has applications, e.g., in
exploration and experimental design [24, 25, 28–31]. While sharing some motivating applications,
convex and submodular RL are rather different in nature. Beyond the high-level distinction that
convex and submodular function classes are complimentary, our non-additive (submodular) rewards
are defined over the actual sequence of states visited by the policy, not its average behaviour. Mutti
et al. [32] points out that this results in substantial differences, noting the deficiency of convex RL in
modelling expected utilities of the form as in Eq. (2), which we address in our work.

Submodular Maximization. Submodular functions are widely studied in combinatorial optimization
and operations research and have found many applications in machine learning [7, 8, 33]. The
seminal work of Nemhauser et al. [34] shows that greedy algorithms enjoy a constant factor 1− 1/e
approximation for maximizing monotone submodular functions under cardinality constraints, which
is information- and complexity- theoretically optimal [35]. Beyond simpler cardinality (and matroid)
constraints, more complex constraints have been considered: most relevant is the s-t-submodular
orienteering problem [9], which aims to find an s-t-path in a graph of bounded length maximizing
a submodular function of the visited nodes, and can be viewed as a special case of SUBRL on
deterministic SMDPs with deterministic starting state and hard constraint on the goal state. It has
been used as an abstraction for informative path planning [36]. We generalize the setup and connect
it with modern policy gradient techniques. Certain problems of the form considered in this work can
satisfy a notion called adaptive submodularity, which generalizes the greedy approximation guarantee
over a set of policies [37]. While adaptive submodularity allows capturing history-dependence, it
fails to address complex constraints (such as those imposed by CMPs).

While submodularity is typically considered for discrete domains (i.e., for functions defined on
{0, 1}|V|, the concept can be generalized to continuous domains, e.g., [0, 1]|V| using notions such
as DR-submodularity [38]. This notion forms a class of non-convex problems admitting provable
approximation guarantees in polynomial time, which we exploit in Section 5.

The problem of learning submodular functions has also been considered [39]. Dolhansky and Bilmes
[40] introduce the class of deep submodular functions, neural network models guaranteed to yield
functions that are submodular in their input. These may be relevant for our setting when learning
unknown rewards using function approximation, which is an interesting direction for future work.

The submodular bandit problem is at the interface of learning and optimizing submodular functions
[41–43]. Algorithms with no-regret (relative to the 1-1/e approximation) exist, whose performance
can be improved by exploiting linearity [43] or smoothness [42] in the objective. Our results in
Section 5 can be viewed as addressing (a generalization of) the submodular stochastic bandit problem.
Exploiting further linearity or smoothness to improve sample complexity is an interesting direction
for future work.

7 Experiments
We empirically study the performance of SUBRL on multiple environments. They are i) Informative
path planning, ii) Item collection, iii) Bayesian D-experimental design, iv) Building exploration, v)
Car racing and vi) Mujoco-Ant. The environments involve discrete (i-iv) and continuous (v-vi) state-
action spaces and capture a range of submodular rewards, illustrating the versatility of the framework.
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(a) Building exploration (b) Car racing (c) Mujoco Ant

Figure 4: Challenging tasks modelled via submodular reward functions. Primarily, the agent at
location s senses a region,Ds and seeks a policy to maximize submodular rewards F (τ) = |∪s∈τD

s|.
a) The agent, starting from the middle, must learn to explore both rooms. b) The car must learn to
drive & finish the racing lap c) Ant must learn to walk to cover the maximum 2D space around itself.

The problem is challenging in two aspects: firstly, how to maximize submodular rewards, and
secondly, how to maintain an effective state representation to enable history-dependent policies. Our
experiments mainly focus on the first aspect and demonstrate that even with a simple Markovian state
representation, by greedily maximizing marginal gains, one can achieve good performance similar to
the ideal case of non-Markovian representation in many environments. However, we do not claim that
a Markovian state representation is sufficient in general. For instance, in the building exploration and
item collection environments, Markovian policies are insufficient, and a history-dependent approach
is necessary for further optimization. Natural avenues are to augment the state representation to
incorporate additional information, e.g., based on domain knowledge, or to use a non-Markovian
parametric policy class such as RNNs. Exploring such representations is application specific, and
beyond the scope of our work.

We consider two variants of SUBPO: SUBPO-M and SUBPO-NM, corresponding to Markovian and
non-Markovian policies, respectively. SUBPO-NM uses a stochastic policy that conditions an action
on the history. We model the policy using a neural network that maps the history to a distribution
over actions, whereas SUBPO-M maps the state to a distribution over actions. Disregarding sample
complexity, we expect SUBPO-NM perform the best, since it can track the complete history. In our
experiments, we always compare with modular RL (MODPO), a baseline that represents standard RL,
where the additive reward for any state s is F ({s}). In MODPO, we maximize the undiscounted sum
of additive rewards, whereas, in contrast, SUBPO maximizes marginal gains. The rest of the process
remains the same, i.e., we use the same policy gradient method. We implemented all algorithms in
Pytorch and will make the code and the videos public. We deploy Pytorch’s automatic differentiation
package to compute an unbiased gradient estimator. Experiment details and extended empirical
analysis are in Appendix E. Below we explain our observations for each environment:

Informative path planning. We simulate a bio-diversity monitoring task, where we aim to cover
areas with a high density of gorilla nests with a quadrotor in the Kagwene Gorilla Sanctuary (Fig. 1a).
The quadrotor at location s covers a limited sensing region around it, Ds. The quadrotor starts in
a random initial state and follows deterministic dynamics. It is equipped with five discrete actions
representing directions. Let ρ : V → R be the nest density obtained by fitting a smooth rate function
[44] over Gorilla nest counts [45]. The objective function is given by F (τ) = g(

∑
s∈τ D

s), where
g(V ) =

∑
v∈V ρ(v). As shown in Fig. 3a, we observe that MODPO repeatedly maximizes its modular

reward and gets stuck at a high-density region, whereas SUBPO achieves performance as good as
SUBPO-NM while being more sample efficient. To generalize the analysis, we replace the nest density
with randomly generated synthetic multimodal functions and observe a similar trend (Appendix E).

Item collection. Fig. 1b, the environment consists of a grid with a group of items G =
{banana, apple, strawberries, watermelon} located at gi ⊆ V , i ∈ G. We consider stochastic
dynamics such that with probability 0.9, the action we take is executed, and with probability 0.1, a
random action is executed (up, down, left, right, stay). The agent has to find a policy that generates
trajectories τ , which picks di items from group gi, for each i. Formally, the submodular reward
function can be defined as F (τ) =

∑
i∈G min(|τ ∩ gi|, di). We performed the experiment with

10 different randomly generated environments and 20 runs in each. In this environment, the agent
must keep track of items collected so far to optimize for future items. Hence as shown in Fig. 3b,
SUBPO-NM based on non-Markovian policy achieves good performance, and SUBPO-M achieves a
slightly lower but yet comparable performance just by maximizing marginal gains.
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Figure 5: a) Coverage in building exploration, SUBPO-NM tracks history and can explore the other
room b) Car trained with SUBPO-M learns to drive through the track (Y-axis: normalized [0-start &
1-finish]) c) Ant trained with SUBPO-M learns to explore the domain (Y-axis: normalized with the
domain area). Both b,c) show that SUBPO scales very well to high dimensional continuous domains.

Bayesian D-experimental design. In this experiment, we seek to estimate an a-priori unknown
function f . The function f is assumed to be regular enough to be modelled using Gaussian Processes.
Where should we sample f to estimate it as well as possible? Formally, our goal is to optimize over
trajectories τ that provide maximum mutual information between f and the observations yτ = fτ+ϵτ
at the points τ . The mutual information is given by I(yτ ; f) = H(yτ )−H(yτ |f), representing the
reduction in uncertainty of f after knowing yτ , where H(yτ ) is entropy. We define the monotonic
submodular function F (τ) = I(yτ ; f). The gorilla nest density f is an a-priori unknown function.
We generate 10 different environments by assuming random initialization and perform 20 runs on
each to compute statistical confidence. In Fig. 3c, we observe a similar trend that MODPO gets stuck
at a high uncertainty region and cannot effectively optimize the information gained by the entire
trajectory, whereas SUBPO-M achieves performance as good as SUBPO-NM while being very sample
efficient due to the smaller search space of the Markovian policy class.

Building exploration. The environment consists of two rooms connected by a corridor. The agent
at s covers a nearby region Ds around itself, marked as a green patch in Fig. 4a. The task is to find
a trajectory τ that maximizes the submodular function F (τ) = | ∪s∈τ D

s|. The agent starts in the
corridor’s middle and has deterministic dynamics. The horizon H is just enough to cover both rooms.
Based on the time-augmented state space, there exists a deterministic Markovian policy that can
solve the task. However, it is a challenging environment for exploration with Monte Carlo samples
using Markovian policies. As shown in Fig. 5a, SUBPO achieves a sub-optimal solution of exploring
primarily one side, whereas SUBPO-NM tracks the history and learns to explore the other room.

Car Racing is an interesting high-dimensional environment, with continuous state-action space,
where a race car tries to finish the racing lap as fast as possible [15]. The environment is accompanied
by an important challenge of learning a policy to maneuver the car at the limit of handling. The track
is challenging, consisting of 13 turns with different curvature (Fig. 4b). The car has a six-dimensional
state space representing position and velocities. The control commands are two-dimensional, repre-
senting throttle and steering. Detailed information is in the Appendix E. The car is equipped with a
camera and observes a patch around its state s as Ds. The objective function is F (τ) = | ∪s∈τ D

s|.
We set a finite horizon of 700. The SUBPO-NM will have a large state space of 700 × 6, which
makes it difficult to train. For variance reduction, we use a baseline b(s) in Eq. (5) that estimates the
cumulative sum of marginal gains. As shown in Fig. 5b, under the coverage-based reward formulation,
the agent trained with MODPO tries to explore a little bit but gets stuck with a stationary action
at the beginning of the episode to get a maximum modular reward. However, the SUBPO agent
tries to maximise the marginal again at each timestep and hence learns to drive on the race track
(https://youtu.be/jXp0QxIQ–E). Although it is possible to use alternative reward functions to train the
car using standard RL, the main objective of this study is to demonstrate SUBPO on the continuous
domains and how submodular functions in RL can provide versatility to achieve surrogate goals.

MuJoCo. The MuJoCo ant task is a high-dimensional locomotion task, as depicted in Fig. 4c. The
state space dimension is 30, containing information about the robot’s global pose and the internal
actuator’s orientation. The control input dimension is 8, consisting of torque commands for each
actuator. The Ant at any location s covers locations in 2D space, Ds and receives a reward based
on it. The goal is to maximize F (τ) = | ∪s∈τ D

s|. The results depicted in Fig. 5c demonstrate that
SUBPO maximizes marginal gain and learns to explore the environment, while MODPO learns to stay
stationary, maximizing modular rewards. The environment carries the core challenge of continuous
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control and high-dimensional observation spaces. This experiment shows that SUBPO can effectively
scale to high-dimensional domains.

8 Conclusion
We introduced submodular reinforcement learning, a new modelling paradigm for sequential decision-
making using submodular rewards. We presented an algorithm that exhibits strong empirical per-
formance on this problem. We theoretically analysed the general problem, proving the first inap-
proximability result for SUBRL. Despite the problem’s NP-hardness, under simplified assumptions,
we achieved a constant-factor approximation for the algorithm. We hope this work will expand the
reach of the RL community to embrace the broad class of submodular objectives and the modelling
opportunities they offer.
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Part I

Appendix
A Proof for Propositions

In this section for completion, we briefly prove the following propositions about the MDP with any
set function F .
Proposition 1. For any deterministic MDP with a fixed initial state, the optimal Markovian policy
achieves the same value as the optimal non-Markovian policy.

Proof. The proof consists of two parts. First, we establish the existence of an optimal deterministic
non-Markovian policy for a deterministic MDPM with non-Markovian rewards F . Second, we
demonstrate that the trajectory generated by the optimal deterministic NM policy (πNM) inM can also
be generated by a deterministic Markovian policy (πM). Since both policies yield the same trajectory,
resulting in: J(πNM) = J(πM). (Notably, it is sufficient to look at a value of the single induced
trajectory since we consider a deterministic policy in a deterministic MDP with a fixed initial state.)

i) We can construct an extended MDP, denoted asMe, where the state space consists of trajectories
τ0:h for all time steps h ∈ [H]. InMe, the trajectory rewards F are Markovian. Due to Markovian
rewards in Me, there exists an optimal deterministic Markovian policy for Me [1] that, when
projected back toM, corresponds to a non-Markovian policy (πNM).

ii) Without loss of generality, let τ = ((s0, a0), (s1, a1), . . . , sH) be a trajectory induced by πNM ∈
ΠNM. If the states are augmented with time, the same trajectory τ is induced by a deterministic
Markovian policy defined as πM(ai|si) = 1 and πM(aj |si) = 0 for i ̸= j, ∀i, j. Due to the identical
induced trajectory, we have J(πM) = J(πNM).

Proposition 2. For any set function F , there exists an optimal deterministic policy among the
Markovian policies.

Proof. Given any stochastic policy, it is possible to select a state and modify the action distribution at
that state to a deterministic action such that the value of the new policy will be at least equal to the
value of the original policy. Below we show a construction to ensure the monotonic improvement of
the policy,

W.l.o.g., suppose there are two actions, denoted as ak and a′k, available at a state sk (the argument
remains applicable for any finite number of actions). Consider the objective J(π) as shown below
(for simplicity, we wrote only the trajectories affected with action at horizon k at state sk),

J(π) =
∑
τ∈Γ

µ(s0)

[
H−1∏
i=0

pi(si+1|si, ai)πi(ai|si)

]
F ({(s0, a0), . . . (sk, ak) . . . sH})

=
∑

τ∈Γ:(sk,ak)∈τ

µ(s0)

 H−1∏
i=0,i̸=k

pi(si+1|si, ai)πi(ai|si)

 pk(sk+1|sk, ak)πk(ak|sk)︸ ︷︷ ︸
x

F (τ)

+
∑

τ∈Γ:(sk,a′
k)∈τ

µ(s0)

 H−1∏
i=0,i̸=k

pi(si+1|si, ai)πi(ai|si)

 pk(sk+1|sk, a′k)πk(a′k|sk)︸ ︷︷ ︸
y

F (τ)

+ constant (remaining terms, do not vary with x and y)

The objective is to maximize J(π) subject to simplex constraints. The policy remains fixed for
all states except sk. It is important to note that J is a linear function of variables x and y. Given
that J is linear within the simplex constraints, the optimal solution lies on a vertex of the simplex
(πk(ak|sk) + πk(a′k|sk) = 1). This vertex represents a deterministic decision for state sk.

We can define a new policy π′ based on π by adjusting the action distribution at sk to the optimal
deterministic action (either a′k or ak). It is evident that J(π′) ≥ J(π). This process can be repeated
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for all states. By starting with any optimal stochastic policy, we can obtain a deterministic policy that
is at least as good as the original stochastic policy. This concludes the proof.
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Figure 6: Reduction of SUBRL to submodular orienteering problem (SOP)

B Inapproximability Proof

First, we introduce a set of known hard problems that we will use to establish the hardness of SUBRL.

Group Steiner tree (GST). The input to the group Steiner problem is an edge-weighted graph
G = (V,E, l) and k subsets of nodes g1, g2, . . . , gk called groups. Starting from a root node r, the
goal in GST is to find a minimum weight tree T ⋆ = (V (T ⋆), E(T ⋆)) in G such that each group is
visited at least once, i.e., V (T ⋆) ∩ gi ̸= ∅,∀i ∈ [k].

Covering Steiner problem (SCP). The input to SCP is an edge-weighted graph G = (V,E, l) and
k subsets of groups g1, g2, . . . , gk, each group has a positive integer di representing a minimum
visiting requirement. Starting from a root node r, the goal in SCP is to find a minimum weight tree
T ⋆ = (V (T ⋆), E(T ⋆)) inG such that the tree covers at least di nodes in group gi, i.e., |V (T ⋆)∩gi| ≥
di,∀i ∈ [k]. The SCP generalizes GST problem to an arbitrary constraint di.

Submodular Orienteering Problem (SOP). In rooted SOP, we are given a root node r ∈ V (T ), and
the goal is to find a walk τ of length at most B that maximizes some submodular function F defined
on the nodes of the underlying graph.

Approximation ratio: Let x be an input instance of a maximization problem. The approximation ratio
β is defined as β ≥ OPT(x)

ALG(x)
, β ≥ 1, where OPT is the global optimal and ALG is the value attained

by the algorithm. The hardness lower bound and approximation upper bounds refer to the lower and
upper bound on the approximation ratio β.
Theorem 1. Let OPT be the optimal value for SUBRL. Even for deterministic SMDP’s, the SUBRL
problem is hard to approximate within a factor of Ω(log1−γ OPT) unless NP ⊆ ZTIME(npolylog(n)).

Proof. Using a reduction scheme similar to [9] (who consider the submodular s-t-orienteering
problem), we establish the hardness of rooted SOP (Lemma 1). We reduce SUBRL to rooted SOP,
demonstrating the inapproximability of SUBRL.

Given an instance of SOP with a graph G = (V,E) and a root node r ∈ V , the goal is to find a walk
τ that maximizes a submodular function F (τ), subject to a budget constraint |τ | ≤ B. This can be
converted to a SMDP (input to SUBRL), ⟨S,A, P, ρ, F,H⟩ tuple in polynomial time as follows:

i) Set S ← H×V ,A ← E,H ←− B, ρ(0, r) = 1 and the submodular function F remains unchanged.
ii) Iterate over the edges e ∈ E. Let e = (v′, v), set P ((h+ 1, v′)|(h, v), a) = 1, for all h ∈ [H − 1]
where action a = e.

The solution to the SUBRL problem is a policy π that can be rolled out to obtain a solution for the
SOP, which is also a polynomial time operation. By assuming the existence of a polynomial time
algorithm for SUBRL with an approximation ratio β = o(log1−γ OPT), we can approximate SOP with
F (τ) > F (τ⋆)

β (Fig. 6). However, this contradicts the fact that rooted SOP cannot be approximated
better than Ω(log1−γ OPT) (Lemma 1). Proved by contradiction.

For the sake of completeness, we include Theorem 4.1 from [9] and modify it for the rooted SOP.
The reduction scheme is the same as [9].
Lemma 1 (Theorem 4.1 from [9]). The rooted submodular orienteering problem (SOP) in undirected
graphs is hard to approximate within a factor of Ω(log1−γ OPT) unless NP ⊆ ZTIME(npolylog(n)).
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Proof. The group Steiner problem (GST) is hard to approximate to within a factor of Ω(log2−γ OPT)
unless NP has quasi-polynomial time Las Vegas algorithms [10]. We reduce the problem of rooted
SOP to GST, proving the inapproximability of rooted SOP. This represents that if we have an efficient
algorithm for SOP, then we can recover a solution for GST by using the same SOP algorithm.

Submodular function F . Given an SCP instance, define a submodular function F (S) =∑k
i=1 min(di, |S ∩ gi|). F is a monotone submodular set function.

Consider an optimal solution of SCP as T ⋆ of cost OPT. We can take an Euler tour of the tree T ⋆ and
obtain a tour from r of length at most 2OPT that covers all groups.

Reduction. We will reduce rooted SOP problem to the SCP (SCP generalises GST with any di>0).
Let’s say we have an algorithm A for SOP with Ω(log

∑
i di). (

∑
i di is optimal value for SOP). In a

single iteration, A will generate a walk that covers f(V (T ⋆)/ log f(V (T ⋆)) of length B, which can
be converted to a tour P of length at most 2B. We can remove the nodes in P and reduce the coverage
requirement of the groups that are partially covered and repeat the above procedure. Using Lemma 2,
all groups will be covered up to the requisite amount in O(log2

∑
i di) iterations. Combining all

the tours yields a tree of length O(log2
∑

i di)B that is a "feasible solution" of the SCP. B can be
evaluated using binary search and is within a constant factor of OPT. When specialized to the GST,
i.e., di = 1, the approximability ratio becomes O(log2 k).
Contradiction. Following the reduction above, assuming an algorithm A for SOP with an approx-
imation ratio of log k results in O(log2 k) approximation ratio for GST. Hence, an α = o(log k)
approximation algorithm for SOP will give an approximation of O(α log k) for GST. But GST is
hard to approximate to within a factor of Ω(log2−γ OPT). Hence SOP is hard to approximate within
a factor of Ω(log1−γ OPT).

Lemma 2. A algorithm A for SOP with approximability ratio Ω(log k) can cover k nodes after
O(log2 k) iterations.

Proof. Let Ln be the nodes available after the nth iteration with an algorithm having β ≥ Ω(log k).

L0 ←− k

L1 ←− L0 −
L0

logL0

...

Ln+1 ←− Ln −
Ln

logLn︸ ︷︷ ︸
x− x

log x

In the first iteration with x = k

L1 = x− x

log x
= x(1− 1

log x
) ≤ xe

−1
log x = ke

−1
log k .

By definition, L1 ≥ L2 ≥ . . . Ln, hence Li ≤ ke−1/ log k ∀i ∈ [1, n].
Nodes available after nth iteration : L0(1− 1

logL0
)(1− 1

logL1
) . . . (1− 1

logLn
).

L0(1−
1

logL0
)(1− 1

logL1
) . . . (1− 1

logLn
) ≤ k e−1/ log k × e−1/ log k . . . e−1/ log k︸ ︷︷ ︸

n times

= ke−n/ log k

for n > log2 k, nodes available: ke−n/ log k < ke− log2 k/ log k = ke− log k = 1. Hence Proved.
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C Submodular policy optimization, SUBPO’s policy gradient proof

Theorem 2. Given an SMDP and the policy parameters θ, with any set function F ,

∇θJ(πθ) = E
τ∼f(τ ;πθ)

H−1∑
i=0

∇θ log πθ(ai|si)

H−1∑
j=i

F (sj+1|τ0:j)− b(τ0:i)

 (5)

Proof. The performance measure is given by,

J(πθ) = E
τ∼f(τ ;πθ)

[F (τ)] =
∑
τ

f(τ ;πθ)F (τ)

thus, the gradient with respect to θ is given by

∇θJ(πθ) =
∑
τ

∇θf(τ ;πθ)F (τ)

For any pθ(τ) ̸= 0 using log trick,∇θ log pθ(τ) =
∇θpθ(τ)
pθ(τ)

from standard calculus and the definition
of f(τ ;πθ) in Eq. 1, we can compute the gradient of the objective. Let us define g(τ ;πθ) =

∇θ(log
∏H−1

i=0 πθ(ai|si)) resulting in Eq. (4),

∇θJ(πθ) =
∑
τ

f(τ ;πθ)∇θ(log

H−1∏
i=0

πθ(ai|si))F (τ) =
∑
τ

f(τ ;πθ)g(τ ;πθ)F (τ)

= E
τ∼f(τ ;πθ)

[(
H−1∑
i=0

∇θ log πθ(ai|si)

)
F (τ)

]
(6)

Using marginal gain F (s|τ0:j) = F (τ0:j∪{s})−F (τ0:j) and telescopic sum
∑H−1

j=0 F (sj+1|τ0:j) =
F (τ)− F (s0),

∇θJ(πθ) = E
τ∼f(τ ;πθ)

(H−1∑
i=0

∇θ log πθ(ai|si)

)H−1∑
j=0

F (sj+1|τ0:j) + F (s0)


= E

τ∼f(τ ;πθ)

H−1∑
i=0

∇θ log πθ(ai|si)

H−1∑
j=0

F (sj+1|τ0:j) + F (s0)


For any function of partial trajectory up to i, b′(τ0:i), we have,

∑
ai

πθ(ai|si)∇θ log πθ(ai|si)b′(τ0:i)

=
∑
ai

∇θπθ(ai|si)b′(τ0:i) = 0. Thus one can subtract any history-dependent baseline without altering

the gradient estimator,

= E
τ∼f(τ ;πθ)

H−1∑
i=0

∇θ log πθ(ai|si)

H−1∑
j=0

F (sj+1|τ0:j) + F (s0)− b′(τ0:i)


= E

τ∼f(τ ;πθ)

H−1∑
i=0

∇θ log πθ(ai|si)

H−1∑
j=i

F (sj+1|τ0:j)


Finally, we can subtract a baseline again using a similar trick as above and we get the theorem
statement:

= E
τ∼f(τ ;πθ)

H−1∑
i=0

∇θ log πθ(ai|si)

H−1∑
j=i

F (sj+1|τ0:j)− b(τ0:i)
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Transition probability
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Figure 7: Nomenclature: With action, aj from any state the agent jumps to state sj with probability
1− ϵ (solid), and with probability ϵ it jumps to any other state uniformly (dashed)

D Provable Guarantees in Simplified Settings

D.1 DR-Submodularity Proof

Theorem 3. For horizon dependent policy π parameterized as πh(a)∀h ∈ [H] in an ϵ-Bandit SMDP,
and F (τ) is a monotone submodular function, then J(π) is monotone DR-submodular.

Proof. ϵ-Bandit MDP considers state independent transitions (only horizon dependent), i.e., vj , vk ∈
V , j ̸= k, ∀h ∈ [H] and ∀v′ ∈ V , Ph(vj |v′, aj) = 1 − ϵh, and Ph(vk|v′, aj) = ϵh

|V|−1 for

ϵh ∈
[
0, |V|

|V|+1

]
. For simplicity, we consider a fixed size V , but it can also vary with the horizon. To

denote explicit dependent on the horizon, we use Ph and v instead of directly s.

Similarly, policy parameterization in Theorem 3 considers state independent policy (only horizon
dependent) πh(a|v′) = πh(a|v′′)∀h ∈ [H],∀v′, v′′ ∈ V , in short notation we denote them as πh(a).

Note that πh(ai|vi) corresponds to the self-loop actions ("stay"). In the proof, we reparameterize
the probability of self-loop actions with that of other actions (i.e., πh(ai|vi) = 1−

∑
a̸=ai

πh(a|vi)),
resulting in relaxation of the simplex constraint

(∑
a π

h(a|v) = 1,∀h, v →
∑

a ̸=ai
πh(a|vi) ≤ 1

)
.

In the following, for ease of notation, we denote vi := (i, v), in particular, F ((v′i, ai)
H−1
i=0 , vH) :=

F ((i, v′, ai)
H−1
i=0 , (H, v)). Consider the objective J(π),

J(π) =
∑
τ∈Γ

µ(v0)

H−1∏
h=0

ph(vh+1|vh, ah)πh(ah|vh)F ((vi, ai)H−1
i=0 , vH)

=
∑
τ∈Γ

µ(v0)

H−1∏
h=0

ph(vh+1|ah)πh(ah)F ((vi, ai)
H−1
i=0 , vH) (state independent assumptions)

We show DR-submodularity by showing ∀π ∈ P, ∂2J(π)
∂π′∂π′′ ≤ 0,∀π′, π′′ ∈ P . We first reparame-

terize the self-loop actions (which bring the agent back to the same state) in J(π) by substituting
πh(alh|vlh) = 1−

∑
a ̸=al

h
πh(a|vlh) in J(π). Here al is a looping action for state vl at horizon h.

First, we prove monotonicity of J(π) by showing ∂J(π)
∂πh(a′

h)
≥ 0.

∂J(π)

∂πh(a′h)
=
∑
vl∈V

∂Jvl(π)

∂πh(a′h)
,where,
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∂Jvl(π)

∂πh(a′h)
=

∑
τ∈Γ:(vl

h,a
′
h)∈τ

µ(v0)

H−1∏
i=0

pi(vi+1|ai)

H−1∏
h̸=i

πh(ah)

F ((v0, a0), . . . (vlh, a′h), (v′h+1, ah+1), (vh+2, ah+2)︸ ︷︷ ︸
A

. . . vH)

−
∑

τ∈Γ:(vl
h,a

l
h)∈τ

µ(v0)

H−1∏
i=0

pi(vi+1|ai)

H−1∏
h̸=i

πh(ah)

F ((v0, a0), . . . (vlh, alh), (vlh+1, ah+1), (vh+2, ah+2)︸ ︷︷ ︸
B

. . . vH)

We prove ∂J
vl (π)

∂πh(a′
h)
≥ 0 for any vl, which implies ∂J(π)

∂πh(a′
h)
≥ 0. Note: For every trajectory in

E := {τ ∈ Γ : (vlh, a
′
h) ∈ τ} (1st summation), we have a trajectory in L := {τ ∈ Γ : (vlh, ah) ∈ τ}

(2nd summation) that differ only in v′h+1 and vlh+1 and all other states are exactly same. For
every trajectory in L, there is a trajectory in E with a higher value. We define a short notation

f−h := µ(v0)
H−1∏
i̸=h

pi(vi+1|ai)πi(ai), denotes trajectory distribution ignoring transition at vh.

=
∑

τ∈Γ:(vl
h,a

′
h)∈τ

f ′
−
h ph(v

′
h+1|a′h)F ((v0, a0), . . . (vlh, a′h), (v′h+1, ah+1), (vh+2, ah+2) . . . vH)

−
∑

τ∈Γ:(vl
h,a

l
h)∈τ

f l
−
h ph(v

l
h+1|alh)F ((v0, a0), . . . (vlh, alh), (vlh+1, ah+1), (vh+2, ah+2) . . . vH) (7)

Note f ′−h and f l−h are equal due to state independent transition and policy. Drop the actions (the
function F depends on the states) and let R := τ\v′,

=
∑

τ∈Γ:(vl
h,a

′
h)∈τ

f ′
−
h (1− ϵh −

ϵh
|V| − 1

)
(
F (R ∪ {v′h+1})− F (R)

)
≥ 0 (since, ϵh ≤ |V|−1

|V| )

The reason for (1 − ϵh − ϵh
|V|−1 ) : (1 − ϵh) = ph(v

′
h+1|a′h) = ph(v

l
h+1|alh) and ϵh

|V|−1 =

ph(v
′
h+1|alh) = ph(v

l
h+1|a′h). In Eq. (7), the two terms (corresponding to set L and E) are sub-

tracted, with probability (1− ϵh) the first term will be larger since F (R ∪ {v′h+1})− F (R) ≥ 0 and
with probability ϵh

|V|−1 the second term will be larger since the stochastic transition (e.g., looping
action alh can jump to next state v′h+1 and a′h stays to the same state vlh+1. This can happen with
probability ϵh

|V|−1 ). In other stochastic transitions, in expectation, the two terms will sum to zero.

In the above, we have proved the monotonicity of J(π) given F (·) is a monotone function. We have,

∂J(π)

∂πh(a′h)
=
∑
τ

µ(v0)(1−
|V|ϵh
|V| − 1

)

H−1∏
h=0

ph(vh+1|ah)

H−1∏
h̸=i

πh(ah)

(F (R ∪ {v′h+1})− F (R)
)
≥ 0

To obtain the hessian terms, we can follow the same process as above at some horizon g and state a′′.
Let R := τ\(v′, v′′), (v′′ is the state corresponding to action a′′),

∂2J(π)

∂πg(a′′g )∂π
h(a′h)

=
∑
τ∈Γ

f ′−g,h(1−
|V|ϵg
|V| − 1

)(1− |V|ϵh
|V| − 1

)(
F (R ∪ {v′′g+1, v

′
h+1})− F (R ∪ {v′h+1})− (F (R ∪ {v′′g+1}))− F (R))

)
=
∑
τ∈Γ

f ′−g,h(1−
|V|ϵg
|V| − 1

)(1− |V|ϵh
|V| − 1

)(
F (R ∪ {v′′g+1}︸ ︷︷ ︸

A

∪{v′h+1})− F (R ∪ {v′′g+1}︸ ︷︷ ︸
A

)− (F (R ∪ {v′h+1})− F (R))
)

≤ 0 (By submodularity of F , R ⊆ A, ∆F (v
′|A) ≤ ∆F (v

′|R))
Hence J(π) is monotone DR-submodular.
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D.2 Bounded Curvature

Proposition 3. Let SUBPO under tabular policy parameterization converges to a policy π. For
any monotone submodular function F with a bounded curvature c ∈ (0, 1), SUBPO guarentees
J(π) ≥ (1− c)J(π⋆), where π⋆ is an optimal non-Markovian policy.

Proof. Consider the objectives J(π) and H(π) defined with submodular reward F (τ) and its corre-
sponding modular rewards Fm(τ) =

∑
s∈τ F (s) respectively,

J(π) =
∑
τ

f(τ ;π)F (τ), and H(π) =
∑
τ

f(τ ;π)Fm(τ).

For any policy π, J(π) ≥ (1− c)H(π) using curvature definition. Consider∇πJ(π),

∇πJ(π) =
∑
τ

∇πf(τ ;π)F (τ)

=
∑
τ

∇πf(τ ;π)

|τ |−1∑
i=0

F (si+1|τ0:i) + F ({s0})


≥
∑
τ

∇πf(τ ;π)

 |τ |∑
i=0

(1− c)F ({si})

 (using curvature definition)

= (1− c)
∑
τ

∇πf(τ ;π)Fm(τ) = (1− c)∇πH(π).

Similarly, since Fm(τ) ≥ F (τ) ≥ (1− c)Fm(τ), the following holds component-wise,

∇πH(π)|π=π′ ≥ ∇πJ(π)|π=π′ ≥ (1− c)∇πH(π)|π=π′ ∀π′. (8)

At the convergence of SUBPO, the stationary point π satisfies,

max
π′∈Π
⟨∇πJ(π), π

′ − π⟩ ≤ 0

=⇒ max
π′∈Π
⟨∇πH(π), π′ − π⟩ ≤ 0. (using Eq. (8), c ̸= 1)

Hence π is also a stationary point for modular objective H(π). Under mild regularity assumptions,
any stationary point of the policy gradient cost function with modular rewards is a global optimum
[22]. Let π be the policy where SUBPO converges, then,

J(π) =
∑
τ

f(τ ;π)F (τ) ≥ (1− c)
∑
τ

f(τ ;π)Fm(τ) (9)

≥ (1− c)
∑
τ

f(τ ;π⋆)Fm(τ) (10)

≥ (1− c)
∑
τ

f(τ ;π⋆)F (τ) = (1− c)J(π⋆) (11)

Eq. (9) follows using curvature definition for any policy π. Eq. (10) follows since π is optimal of
H(π) where as π⋆ ∈ ΠNM is optimal for J(π). Finally, Eq. (11) follows since Fm(τ) ≥ F (τ).
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Figure 8: Comparison of SUBPO-M, SUBPO-NM and MODPO. We observe that MODPO gets stuck by
repeatedly maximizing its modular reward, whereas SUBPO-M achieves comparable performance to
SUBPO-NM while being more sample efficient. (Y-axis: normalized J(π), X-axis: epochs)

E Experiments

In this work, we examined state-action spaces that are both discrete (finite) and continuous. Here, we
provide an overview of the hyperparameters and experiment specifics for each type.

E.1 Finite state action spaces

We consider a grid world environment with domain size 30×30, having a total of 900 states. Horizon
H = 40, i.e., the agent has to find a path of length 40 that jointly maximize the objective. The action
set comprised of {right, up, left, down, stay}. The agent’s policy was parameterized by a two-layer
multi-layer perceptron, consisting of 64 neurons in each layer. The non-linearity in the network
was induced by employing the Rectified Linear Unit (ReLU) activation function. By employing
a stochastic policy, the agent generated a categorical distribution over the action set for each state.
Subsequently, this distribution was passed through a softmax probability function. We employed a
batch size of B = 500 and a low entropy coefficient of α = 0 or 0.005, depending on the specific
characteristics of the environment.

We randomly generated ten different environments and conducted 20 runs for each environment,
resulting in a total of 200 experiments. These experiments were executed concurrently on a server
with 400 cores, allocating two cores for each job. It takes less than 20 minutes to complete 150
epochs and obtain a saturated policy, indicating no further improvement. All our plot shows the
training curve (objective vs epochs).

For instances where we utilized randomly sampled environments, such as coverage with GP samples,
gorilla nest density, or item collection environment, we have included the corresponding environment
files in the attached code for easy reference.

To conduct additional analysis using the Informative Path Planning Environment, we made modifica-
tions to the underlying function previously based on gorilla nest density. Specifically, we introduced
three variations: i) a constant function, ii) a bimodal distribution, and iii) a multi-modal distribution
randomly sampled from a Gaussian Process (GP). As depicted in Figure 8, we noticed a consistent
trend across all three variations. The MODPO algorithm repeatedly maximized its modular reward
but became trapped in high-density regions. In contrast, the SUBPO-M algorithm demonstrated
performance comparable to SUBPO-NM while exhibiting greater sample efficiency.

E.2 continuous state-action spaces

Car Racing. In the car racing environment, our objective is to achieve the fastest completion of a
one-lap race. To accomplish this, we aim to learn a policy that effectively controls a car operating at its
handling limits. Our simulation study closely emulates the experimental platform employed at ETH
Zurich, which utilizes miniature autonomous race cars. Building upon Liniger et al. [46], we model
the dynamics of each car using a dynamic bicycle model augmented with Pacejka tire models [47].
However, we deviate from the approach presented in [46] by formulating the dynamics in curvilinear
coordinates, where the car’s position and orientation are represented relative to a reference path.
This coordinate transformation significantly simplifies the reward definition and facilitates policy
learning. The state representation of an individual car is denoted as z = [ρ, d, µ, Vx, Vy, ψ]

T . Here, ρ
measures the progress along the reference path, d quantifies the deviation from the reference path, µ
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characterizes the local heading relative to the reference path, Vx and Vy represent the longitudinal
and lateral velocities in the car’s frame, respectively, and ψ represents the car’s yaw rate. The car’s
inputs are represented as [D, δ]T , where D ∈ [−1, 1] represents the duty cycle input to the electric
motor, ranging from full braking at −1 to full acceleration at 1, and δ ∈ [−1, 1] corresponds to the
steering angle.

The car is equipped with a camera and observes a patch around its state s as Ds. The objective
function is F (τ) = | ∪s∈τ D

s|. For simplicity, we define the observation patch of some 5 m and
spanning the entire width of the race track. We add additive reward penalization to avoid hitting
the walls. If a narrow-width patch is used, then one can eliminate the use of reward penalization
(used to avoid hitting the boundaries) as coverage near the boundaries is low and the agent learns
to drive in the middle or go to the extreme if they gain due to going fast. The test track, depicted
in Figure 4b, consists of 13 turns with varying curvatures. We utilize an optimized X-Y path as
the reference path obtained through a lap time optimization tool. It is worth noting that using a
pre-optimized reference path is not obligatory, but we observed improved algorithm convergence
when employing this approach. To convert the continuous-time dynamics into a discrete-time Markov
Decision Process (MDP), we discretize the dynamics using an RK4 integrator with a sampling time
of 0.03 seconds.

For the training, we started the players on the start line (ρ = 0) and randomly assigned d ∈
{0.1,−0.1}. We limit one episode to 700 horizon. For each policy gradient step, we generated a
batch of 8 game trajectories and ran the training for roughly 6000 epochs until the player consistently
finished the lap. This takes roughly 1 hour of training for a single-core CPU. We use Adam optimizer
with a slow learning rate of 10−3. For our experiments, we ran 20 different random runs and reported
the mean of all the seeds. As a policy, we use a multi-layer perceptron with two hidden layers, each
with 128 neurons and used ReLU activation functions and a Tanh output layer to enforce the input
constraints. For variance reduction, we use a baseline b(s) in Eq. (5) that estimates the cumulative
sum of marginal gains. One can think of this as a heuristic to estimate marginal gains. The same
setting was also used for the competing algorithm MODPO.

MuJoCo. It is a physics engine for simulating high-dimensional continuous control tasks in robotics.
In this experiment, we consider the Ant environment, which is depictive of the core challenges that
arise in the Mujoco environment. For detailed information about the Mujoco Ant environment, we
refer the reader to https://gymnasium.farama.org/environments/mujoco/ant/.

For the training, we use the default random initialization of Mujoco-Ant. We consider a bounded
domain of [−20, 20]2. The agent covers a discrete grid of 5x5 around its location in the 2D space
(only for efficient reward computation, we discretize the domain into a 400 × 400 grid, dynamics
is continuous) and receives a reward based on the coverage. To train the agent faster, one can also
couple MuJoCo’s inbuilt additive rewards (tuned for faster walking) with the submodular coverage
rewards, which results in submodular rewards.

We limit one episode to a horizon of 400. We use a vectorized environment that samples a batch of
15 trajectories at once. We trained for roughly 20,000 epochs until the agent consistently walks and
explores the domain. This takes roughly 6 hours of training for a single-core CPU. We use Adam
optimizer with a learning rate of 10−2. For our experiments, we ran 20 different random runs and
reported the mean of all the seeds. As a policy, we use a multi-layer perceptron with two hidden
layers, each with 128 neurons and used ReLU activation functions and a Tanh output layer to enforce
the input constraints. Similar to the car racing environment, we use a baseline b(s) in Eq. (5) that
estimates the cumulative sum of marginal gains. The same setting was also used for the competing
algorithm MODPO.
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