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Figure 1: Illustrations of three RL approaches. Our proposed Semi-online RL simulates online RL

ABSTRACT

Graphical User Interface (GUI) agents have demonstrated remarkable progress
in automating complex user interface interactions through reinforcement learn-
ing (RL). However, current approaches face a fundamental dilemma: offline RL
enables stable training on pre-collected trajectories, but struggles with multi-step
task execution for lack of trajectory-level reward signals; online RL captures these
signals through environment interaction, but suffers from sparse rewards and pro-
hibitive deployment costs. To address it, we present Semi-online Reinforcement
Learning, a novel paradigm that simulates online RL on offline trajectories. Dur-
ing each rollout process, we preserve the original model output within the multi-
turn dialogue, where a Patch Module adaptively recovers the divergence between
rollout and expert trajectories. To capture long-term training signals, Semi-online
RL introduces discounted future returns into the reward computation and opti-
mizes the policy with weighted step-level and episode-level advantages. We fur-
ther introduce Semi-Online Performance (SOP), a metric that aligns better with
true online performance, serving as a practical and effective proxy for real-world
evaluation. Experiments show that ours UI-S1-7B achieves SOTA performance
among 7B open-source models across four dynamic benchmarks, with significant
gains over the base model (e.g., +12.0% on AndroidWorld, +23.8% on AITW),
demonstrating significant progress in bridging the gap between offline training
efficiency and online multi-turn reasoning.

Online RL =)' Dynamic Environment

ADVANCING GUI AUTOMATION VIA SEMI-

on offline static trajectories, which enhances multi-turn agent capabilities more efficiently.

1

INTRODUCTION

Graphical User Interface (GUI) automation represents a critical frontier in developing Al agents
that can interact with digital environments as humans do, driven by advances in multimodal large
language models that enable complex reasoning and multi-step task execution (Shen et al., 2023;
Hu et al., 2025; Zhang et al., 2025a; Wang et al., 2025a; Tang et al., 2025b; Liu et al., 2025a).
This evolution has been accelerated by reinforcement learning (RL) techniques that allow agents to
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improve through trial-and-error learning, guided by task completion signals (Bai et al., 2024; Lu
et al., 2025b; Tang et al., 2025a; Ye et al., 2025; Du et al., 2025; Zheng et al., 2025).

Despite these advances, current reinforcement learning approaches fall into two distinct paradigms
(Figure 1), each with critical limitations. Offline RL methods train on pre-collected trajectories
with step-wise supervision (Lu et al., 2025b; Luo et al., 2025; Liu et al., 2025b). These approaches
leverage large-scale datasets annotated by humans or language models (Li et al., 2024; Lu et al.,
2024; Chai et al., 2024), achieving stable training and high single-step accuracy. However, agents
trained with offline RL often fail catastrophically when deployed on real-world tasks that require
multi-step reasoning and planning. This performance gap arises from two key issues: (1) a mismatch
between the offline training and the online evaluation dynamics, particularly regarding whether the
original model outputs are consistently recorded into the historical context; and (2) overfitting to
local reward signals, leading to ignorance of future or global training objectives.

Online RL methods address this limitation by training agents through direct environment interac-
tion (Lu et al., 2025a; Shi et al., 2025; Ye et al., 2025), learning to handle stochastic transitions with
historical context across multiple steps. However, deploying online RL for GUI automation faces
prohibitive practical barriers. First, rewards in real-world GUI tasks are typically sparse and de-
layed, which are often received only at task completion, resulting in inefficient training for complex
tasks. Second, enhancing data diversity is inherently difficult: scaling to new environments or tasks
requires extensive engineering effort to implement custom verification logic or simulation modules,
which can be more labor-intensive than manually curating diverse, high-quality trajectories.

To simultaneously exploit the training efficiency of offline RL, and the long-term optimization tar-
get of online RL, we introduce Semi-online RL, a novel training paradigm designed for multi-turn
interaction learning from pre-collected trajectories. In detail, Semi-online RL preserves original
model output including reasoning contexts and historical action within the dialogue state, and then
computes step-wise rewards from offline trajectories. Moreover, to improve the comprehensive
utilization of trajectory data, a novel Patch Module adaptively recovers the by injecting expert ac-
tion and synthetic reasoning content. To better capture the current influence on future execution,
we further incorporate discounted future reward into step-level advantages and optimize the pol-
icy with weighted step-level and episode-level advantages. For efficient multi-turn evaluation, we
propose semi-online metric SOP, which demonstrates a stronger correlation with online metrics An-
droidWorld (R?=0.934) than traditional offline metrics like AndroidControl-High (R%?=0.470) and
GUI Odyssey (R?=0.398), as shown in Figure 2 and Figure 9. Experiments demonstrate that ours
UI-S1-7B achieves state-of-the-art performance among all open-source 7B models on multi-turn
benchmarks, in both dynamic setting (AndroidWorld, AITW, MiniWob++) and static setting (SOP).
Notably, UI-S1-7B improves success rates by +12.0 on AndroidWorld and +23.8 on AITW-Gen
compared to its base model (i.e., Qwen2.5VL-7B). In addition, it achieves slight gains on out-of-
domain single-turn benchmarks (e.g., +1.9 on SS-Pro and +7.1 on GUI Odyssey), validating that
Semi-online RL doesn’t sacrifice single-turn capabilities.

In summary, our contributions are as follows.
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Figure 2: Left: Offline metric AC-High demonstrates weak correlation (R?=0.470) with online met-
ric AndroidWorld (AW). Right: Our proposed semi-online metric SOP shows stronger correlation
(R%=0.934), while ours UI-S1-7B achieves superior performance on both metrics.
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* We introduce a training paradigm Semi-online RL that simulates online rollout dynamics
using static trajectories. A Patch Module is designed to recover from action mismatches by
injecting expert actions to maximize trajectory utilization.

* We incorporate discounted future returns and dual-level advantages into policy optimiza-
tion, which balances step-level accuracy with trajectory-level task completion.

* We propose Semi-Online Performance (SOP), a metric that demonstrates strong correlation
with real-world performance. Our model UI-S1-7B achieves state-of-the-art results among
7B models, with +12.0% on AndroidWorld and +23.8% on AITW.

2 RELATED WORK

GUI Agents with Reinforcement Learning Recent advances in multimodal models have cat-
alyzed significant progress in GUI automation (Hu et al., 2025; Zhang et al., 2025a; Wang et al.,
2025a; Tang et al., 2025b; Liu et al., 2025a; Ye et al., 2025). Early approaches rely on supervised
fine-tuning with large-scale annotated datasets. AGUVIS (Xu et al., 2024), OS-Atlas (Wu et al.,
2024), UGround (Gou et al., 2025), SeeClick (Cheng et al., 2024), and UI-TARS (Qin et al., 2025)
leverage millions of annotated GUI elements to achieve impressive single-step accuracy. While these
methods demonstrate strong performance on static benchmarks, they suffer from limited generaliza-
tion to out-of-distribution scenarios and lack the ability to adapt through interaction. Inspired by the
success of DeepSeek-R1 (Guo et al., 2025), recent work has begun applying reinforcement learn-
ing to GUI automation. UI-R1 (Lu et al., 2025b), GUI-R1 (Luo et al., 2025), and InfiGUI-R1 (Liu
et al., 2025b) adopt Group Relative Policy Optimization (GRPO) (Shao et al., 2024) for training,
demonstrating improved task completion rates. However, these offline RL methods optimize in-
dividual actions independently without maintaining sequential context, leading to poor multi-turn
performance in real deployment.

Multi-Turn Reinforcement Learning Recognizing the limitations of single-step optimization,
recent work has explored multi-turn reinforcement learning through online environment interac-
tion (Feng et al., 2025; Wang et al., 2025b; Dong et al., 2025; Zhang et al., 2025b). ARPO (Lu et al.,
2025a) proposes multi-turn policy optimization using GRPO with distributed rollouts and experience
replay to handle sparse rewards. The method requires extensive parallel infrastructure and struggles
with limited exploration diversity. MobileGUI-RL (Shi et al., 2025) extends GRPO to mobile en-
vironments with trajectory-aware advantages and curriculum learning through self-exploration, but
faces similar challenges with reward sparsity and deployment costs. Our Semi-online RL addresses
these limitations by simulating online dynamics using static trajectories, achieving context continu-
ity without environment access while maintaining training efficiency.

3 METHOD

We propose Semi-online RL, a semi-online reinforcement learning framework for training GUI
agents that bridges the gap between the stability of offline training and the challenge of online
execution. Our approach consists of three key parts. (1) Semi-online rollout (Section 3.2) simulates
online interaction dynamics using only offline trajectories; (2) Patch Module (Section 3.3) adaptively
recovers the divergence between rollout and expert trajectories; (3) Semi-online Policy Optimization
(Section 3.4) optimizes agents through a hierarchical reward structure and dual-level advantages.

3.1 PROBLEM FORMULATION

We formulate GUI automation as a multi-turn sequential decision-making problem. Given a high-
level instruction I describing the task objective, the agent must interact with the graphical interface
to complete the specified goal through a sequence of actions.

At each time step t, the agent observes the current state S; € S (typically a screenshot of the
interface) and maintains a history of past interactions:

Hy = {(5,a1,T1),(S2,a2,7T2), ..., (St—1,at-1,Te—1)} )]
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Figure 3: Illustrations of our proposed Semi-online RL, which consist of semi-online rollout (blue
arrows) and dual-level advantage estimation (red arrows).

where a; represents the executed action and 7; captures the agent’s reasoning process at step . The
agent then generates the next action and associated reasoning:

at77;N7T(' |I7StaHt) )

where 7 denotes the policy model. The environment transitions to the next state according to S;41 =
E(S¢, at), and the process continues until task completion or failure.

The fundamental challenge in training GUI agents lies in the mismatch between training and de-
ployment conditions. Traditional offline RL trains on static trajectories where each step conditions
on expert demonstrations:

H:tanc = {(Sikvai)v"'v( :—lva:—l)} 3)
In contrast, real-world execution requires the agent to condition on its own generated outputs:
.
HP™™ ={(S1,a1, "), -+ (Se—1, 071, T70)} 4)

This mismatch causes statically-trained agents to fail catastrophically in multi-turn scenarios, as
they never learn to process their own outputs or recover from errors. Online RL addresses this by
training with actual environment interaction, but at prohibitive cost. Our Semi-online RL reconciles
these approaches by simulating online dynamics using static data.

3.2 SEMI-ONLINE ROLLOUT

Given an expert trajectory 7% = {(S7,a}), ..., (S5, ak)}, we generate training rollouts that main-
tain policy-generated context while using expert demonstrations for guidance.

During training, we sample IV rollouts from the policy model. The i-th candidate trajectory is

TZ:{(Si7a'7i)7 (S§7a12)7"7(5%7a%)}’ /l::]‘?""N? (5)
The agent maintains its own generated history, serving as subsequent step’s condition:
HZ:{(Siaazlafrll%?( ti—lvai—latni—l)} (6)

At each step, the policy generates action ai based on this self-generated history (from Equation 2).
We then use the expert trajectory to approximate environment dynamics:

s [Sf. if Matches(af, a))
t+l None otherwise

(7

When actions match expert demonstrations, we obtain the next state from the expert trajectory and
continue with the model’s generated history. However, when actions diverge, simple termination
would prevent learning from the remaining trajectory steps, particularly resulting in inaccessible
later steps which may contain valuable learning signals.
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3.3 PATCH MODULE FOR TRAJECTORY RECOVERY

To improve the data utilization against early termination, we introduce a Patch Module P to recover
from action mismatches and continue learning from trajectory remainders. When a mismatch occurs
at step ¢, the module replaces the incorrect action with the expert action a; and generates synthetic
reasoning 7,7 Aeh The patched components are then integrated into the history, allowing the rollout
to continue with Hyyq = H; U {(S;, af, T™")} (as detailed in Algorithm B). We explore three
patching strategies that vary in how synthetic reasoning is generated:

Thought-Free Patch simply injects the expert action without reasoning. This minimal interven-
tion maintains trajectory continuity with an efficient and direct method.

Off-Policy Thought Patch uses an auxiliary model M (e.g., DeepSeek-R1 (Guo et al., 2025))
to generate high-quality reasoning. This ensures coherent thought processes but may introduce
distribution shift between the auxiliary and policy models.

On-Policy Thought Patch uses the current policy model M with expert action hints to generate
reasoning. This maintains consistency with the policy’s reasoning style while providing correction
signals. The prompting strategy for synthetic thought generation is detailed in Appendix [.

3.4 SEMI-ONLINE POLICY OPTIMIZATION

Traditional offline RL optimizes only for immediate step-wise accuracy, resulting in multi-turn plan-
ning failure. We address this through a hierarchical reward structure and dual-level advantages that
capture both immediate and future impacts, inspired by GiGPO (Feng et al., 2025).

For each step in the rollout, we compute a composite reward:
Ty = 0.1- Tformat + 0.4 ]I[Tformat=1] * T'type +0.5- :]I[T'forma['/r'[ype:l] * Tace (8)

where Tformats Tiype, and 7acc €valuate response formatting, action type correctness, and exact match
accuracy respectively.

To capture long-horizon dependencies for multi-turn tasks, we compute discounted future returns:

tend

Zwk "r},,  tena := min (max {k >t | Vj € [t, k], Matches(a aj,a;) N+1LT) )

where v € (O, 1) weights the influence of future consequences on current decisions, t.nq denotes
the final step of the natural (w/o patch) trajectory segment where the predicted actions still match
the expert, and T’ is the index of the last step in the full (w/ patch) trajectory.

Step-Level Advantage A°(a!) captures local optimization signals by comparing returns across
trajectories at the same timestep:

, R —
AS(al) = 1 (10)
Ot
where ; and o; are computed across all rollouts at step ¢.
Episode-Level Advantage A% (77) captures global task completion signals:
. R(T%) — 1y
AE(T’L) — (7— ) H (11)

or
where R(7") represents the total trajectory return and is computed as Ri..
We combine these into a unified advantage that assigns credit at both global and local scales:

Aaf) = AB() + w - A%(ay) (12)
Then our Semi-online RL optimizes the policy through the following objective:

JO)=E .\~ '\ w(szl L2 Y min (p(8) A(a}). clip(p(8), 1 % €)A(a})) — BDicr (ol lmer) (13)

{oi, e}~
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where the notation % indicates trajectories are generated through our Patch Module-enhanced roll-

out, K is the total number of tokens, p(f) = 7:;9(‘()0’5;51001 <<’”'Z)
old L0, t, k[ 45048, <k

is the importance sampling ratio,

and 3 controls the KL penalty strength.

To ensure effective learning with sufficient exploration, we enforce minimum advantage variance:
o({A(a})}) > n, performing dynamic sampling until this diversity threshold is met. In our experi-
ments, we set 7 = 0.3.

4 EXPERIMENT

4.1 EXPERIMENT SETUP

Baselines. We compare against three training paradigms using the same dataset: (1) SFT only:
supervised fine-tuning on expert demonstrations, (2) Offline RL: traditional offline reinforcement
learning with GRPO, conditioning on ground-truth history, and (3) Semi-Online RL only. Our final
model combines SFT with Semi-Online RL in a two-stage training pipeline.

Multi-turn Benchmarks. To evaluate end-to-end task completion requiring sequential reasoning,
we introduce Semi-Online Performance (SOP), an efficient proxy for online evaluation built on
AndroidControl-Test (Li et al., 2024). SOP evaluates multi-turn execution by maintaining model-
generated history throughout the task. Unlike AndroidControl-High which conditions on ground
truth at each step, SOP continues with the model’s own outputs, terminating only upon action mis-
match. We report Progress (PG) as the average task completion ratio and Task Success Rate (TSR)
as the proportion of fully completed tasks (as detailed in Appendix C). To demonstrate GUI agents’
real-world performance, we also evaluate on dynamic environments including AndroidWorld (116
tasks) (Rawles et al., 2024), AITW-Gen (300 filtered tasks), AITW-Web (150 filtered tasks) (Bai
et al., 2024; Shi et al., 2025), and MiniWob++ (92 tasks) (Liu et al., 2018).

Single-turn benchmarks Single-turn evaluates the grounding capability and GUI Understanding
capability of the end-to-end GUI model in a single-turn conversation without historical context.
We use ScreenSpot-V2 (Cheng et al., 2024) and ScreenSpot-Pro (Li et al., 2025) to evaluate the
grounding ability. We also adopt AndroidControl-High (Li et al., 2024) and GUI Odyssey (Lu et al.,
2024), for comprehensive GUI understanding evaluation under a high-level instruction. The action
type match accuracy (TM), grounding accuracy rate (GR) and step success rate (SR) are reported.

Table 1: Results on Multi-turn Benchmarks. * denotes the result using prompt in Appendix H.

_ SOP  AITW-Gen AITW-Web MiniWob++ AW
PG TSR
Closed-source Models
Gemini-Pro-1.5 (SoM) (Team et al., 2024) - - - - - 22.8
Claude Computer Use (Anthropic, 2024) - - - - - 27.9
GPT-40 (SoM) (Hurst et al., 2024) - - - - - 34.5
Open-source 7B/8B Models
0OS-Genesis-7B (Sun et al., 2024) 7.6 3.0 14.5 7.8 19.8 17.4
0OS-Atlas-7B (Wu et al., 2024) 14.3 8.6 45.6 17.9 352 12.1
Qwen2.5VL-7B (Bai et al., 2025) 17.4 9.8 49.0 20.0 54.0 22.0
AgentCPM-GUI-8B (Zhang et al., 2025¢) 17.1 10.6 58.6 15.2 37.8 16.4
MobileGUI-7B (Shi et al., 2025) - - 65.3 22.7 - 30.0
UI-TARS-7B (Qin et al., 2025) 28.1 14.0 64.9 28.1 58.7 33.0
Open-source 32B/72B Models
Qwen2.5VL-32B (Bai et al., 2025) 17.8 10.2 42.7 24.7 70.1 31.5
Aguvis-72B Xu et al. (2024) - - - - 66.0 26.1
Ours 7B Models
Qwen2.5VL-7B (Base)* 16.8 9.1 50.5 28.8 54.0 14.9
w/ SFT 17.0 9.3 58.9 28.5 46.7 21.7
w/ Offline RL 18.3 10.5 54.6 19.8 53.3 15.7
w/ Semi-online RL only 30.6 16.0 70.2 36.3 57.6 30.4
UI-S1-7B 324 163 74.3 40.2 60.9 34.0
A (vs Base) +156 +7.2 +23.8 +11.4 +6.9 +19.1
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Table 2: Results on single-turn benchmarks.

SS-V2  SS-Pro AC-High GUI Odyssey
™ GR SR ™ GR SR
Closed-source Models
GPT-40 (Hurst et al., 2024) 18.3 0.8 66.3 0.0 20.8 343 0.0 33
Claude-computer-use (Anthropic, 2024) 83.0 17.1 63.7 0.0 125 609 0.0 3.1
SeeClick (Cheng et al., 2024) 55.1 1.1 829 629 591 710 524 539
Open-source Models
OS-Atlas-4B (Wu et al., 2024) 71.9 3.7 490 495 228 496 346 203
Qwen2.5VL-3B (Bai et al., 2025) 80.9 28.7 478 465 389 374 265 267
UI-R1-3B (Lu et al., 2025b) 85.4 17.8 579 557 454 522 345 325
GUI-R1-3B (Luo et al., 2025) 85.0 28.6 580 562 466 548 415 413
OS-Genesis-7B (Sun et al., 2024) - - 65.9 - 44.4 11.7 - 3.6
OS-Atlas-7B (Wu et al., 2024) 84.1 18.9 574 549 298 604 397 270
Aguvis-7B (Xu et al., 2024) 81.8 22.9 65.6 - 542  26.7 - 13.5
GUI-R1-7B (Luo et al., 2025) 88.2 31.3 71.6 656 51.7 655 43.6 388
AgentCPM-GUI-8B (Zhang et al., 2025¢) - - 71.7 - 69.2  90.8 - 75.0
UI-TARS-7B (Qin et al., 2025) 91.6 35.7 83.7 805 725 946 90.1 87.0
Ours 7B Models
Qwen2.5VL-7B (Base) 89.0 28.7 622 725 527 674 563 524
w/ SFT 90.1 29.6 66.8 743  56.1 569 615 432
w/ Offline RL 88.4 29.2 69.7 682 590 625 502 487
w/ Semi-online RL only 89.7 30.2 776 713 668 745 589 563
UI-S1-7B 90.1 30.6 799 734 682 763 61.7 59.5
A (vs Base) +1.1 +1.9 +17.7 +0.9 +155 +89 +54 +7.1

4.2 MAIN RESULTS

Multi-turn Performance. As shown in Table 1, UI-S1-7B establishes a new state-of-the-
art among 7B/8B open-source models across all evaluated multi-turn benchmarks. Compared
to Qwen2.5VL-7B, UI-S1-7B achieved substantial improvements: +19.1% on AndroidWorld
and +23.8% on AITW-Gen. Remarkably, our UI-S1-7B outperforms strong baselines such as
MobileGUI-7B and also delivers competitive results on AndroidWorld (34.0%) compared with sig-
nificantly larger open-source models like Qwen2.5VL-32B (31.5%) and Aguvis-72B (26.1%), as
well as closed-source models such as GPT-40 (34.5%). Despite its enhanced planning and reasoning
for UI navigation, UI-S1-7B exhibits limitations in tasks requiring precise numerical computation
and abstract logical reasoning, as detailed in Table 10.

The comparison between training paradigms reveals critical insights. While SFT improves over the
base model, it shows slight gains on dynamic benchmarks (21.7% on AW). Traditional Offline RL
actually degrades model performance (53.3% on MiniWob++) compared to the base model, demon-
strating its limited capabilities on real-world generalization. Our approach (Semi-Online RL only)
achieves 30.4% on AW, and Semi-Online RL (w/ SFT) reaches 34.0%, validating its generalization.

Single-turn Performance. Table 2 shows that Semi-Online RL maintains competitive single-turn
performance while excelling at multi-turn tasks. Our model achieves consistent improvements over
the base: +15.5% on AndroidControl-High SR and +7.1% on GUI Odyssey SR. However, offline
RL models like AgentCPM-GUI-8B excel at single-turn tasks but struggle with multi-turn execution
(16.4 on AW). This demonstrates that Semi-Online RL successfully bridges both capabilities rather
than trading one for the other.

4.3  ANALYSIS OF PATCH MODULE STRATEGIES

We present the results of patch strategies across different data scales and thresholds in Table 3.

Impact of Patch Threshold. The patch threshold e controls how many mismatches are recov-
ered before termination. Results demonstrate that increasing e consistently improves both SOP and
AndroidWorld metrics. With 1000 training samples, SOP-Score increases from 22.3 (¢=0) to 25.7
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Table 3: Performance comparison for different e values with varying data sizes (200, 500, 1000 from
left to right). Each table shows results for SOP and AW under three patching strategies.

. SOpP AW . SOpP AW . SOpP AW
PG TSR Score PG TSR Score PG TSR Score
Thought-Free Patch Thought-Free Thought-Free Patch
0 263 143 203 21.0 0 280 148 214 272 0 296 150 @ 223 300
1 279 151 215 240 1 285 157 221 29.1 1 324 163 | 244 340
2 291 165 | 228 254 2 316 165 | 241 315 2 326 168 | 247 339
oo 304 167 | 236 25.6 oo 338 17.0 | 254 30.8 oo 344 17.0 | 2577 345
Off-Policy Thought Patch Off-Policy Thought Patch Off-Policy Thought Patch
0 263 143 203 210 0 280 148 214 272 0 296 150 223 300
1 240 129 185 197 1 285 125 205 250 1 295 120 208 24.6
2 281 149 215 250 2 300 135  21.8 260 2 316 126 221 253
oo 302 133 21.8 24.0 oo 30.5 140 223 240 oo 31.8 133 @ 226 24.0
On-Policy Thought Patch On-Policy Thought Patch On-Policy Thought Patch
0 263 143 203 210 0 280 148 214 272 0 296 150 @ 223 300
1 287 153 220 25.0 1 310 152 | 2311 282 1 329 167 | 248 314
2 294 160 | 227 249 2 320 167 | 244 2938 2 331 174 | 253 319
oo 303 17.1 | 237 269 oo 332 172 | 252 315 oo 344 178 | 26.1 328
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Figure 4: Data scaling for dif- Figure 5: Actor entropy during Figure 6: Comparison of Semi-
ferent e for Thought-free patch, training process with different online RL (with different ) and
with SOP-score reported. patch method and threshold. Offline RL during training.

(e=00) for Thought-Free Patch, representing a 15% relative improvement. This gain stems from
increased exposure to later trajectory steps, as higher € values enable learning from previously in-
accessible trajectory segments. Figure 5 reveals that larger € values maintain greater policy entropy
during training, indicating more diverse exploration and preventing premature convergence. We se-
lect e=1 as optimal, achieving 34.0% on AndroidWorld while minimizing computational overhead.

Comparison of Patch Methods. Three patching strategies exhibit distinct trade-offs between per-
formance and efficiency (from Figure 10). On-Policy Thought Patch achieves the highest SOP scores
(26.1 at e=00) by maintaining reasoning consistency with the policy model. Thought-Free Patch
delivers competitive performance (25.7) with significantly lower computational cost, requiring no
additional inference for synthetic reasoning generation. Off-Policy Thought Patch underperforms
(22.6) due to distribution mismatch between the auxiliary model’s reasoning style and the policy
model’s expectations. Based on these results and efficiency considerations, we adopt Thought-Free
Patch with e=1 for our final configuration.

4.4 ANALYSIS OF TRAINING DYNAMICS

Scaling Law Performance. Figure 4 reveals the data scaling performance of Semi-Online RL
across different patch configurations. The performance follows an exponential scaling law y =
A+ B - eCth7 where the scaling coefficient k increases with € from —1.13 to —0.73. This indi-
cates that larger e values not only improve absolute performance but also enhance data efficiency,
enabling more effective learning from each training sample. The improved scaling stems from better
utilization of trajectory data, as the Patch Module enables learning from steps that would otherwise
be terminated after action mismatches.
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Figure 7: Comparison of offline (AC-High), online (AndroidWorld), and semi-online (SOP) meth-
ods across three dimensions: efficiency (inverse rollout time cost), diversity (number of tasks), and
correlation (vs online performance).
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Figure 8: Left: Performance of different training paradigm combinations. Middle: Average steps
to complete AndroidWorld tasks. Right: Ablations on episode advantages and historical images.

Semi-Online Performance Metric. Figure 7 validates SOP as an effective proxy for real-world
evaluation. We compare three evaluation paradigms across efficiency (inverse time cost), diversity
(number of tasks), and correlation with online performance. SOP achieves the highest correla-
tion with AndroidWorld (R?=0.934), substantially outperforming AndroidControl-High (R?=0.470)
while requiring minimal evaluation time. This strong correlation confirms that maintaining model-
generated history during evaluation accurately captures the multi-turn dynamics. The metric fills a
critical gap between fast but unrealistic offline evaluation and accurate but expensive online testing.

4.5 ABLATION STUDIES

Discount Factor Analysis. The results in Figure 6 demonstrate the importance of future reward
discounting in Semi-Online RL. Our approach increases the task success rate during training steps
while traditional Offline RL exhibits opposite behavior. This divergence highlights a fundamental
difference: Semi-Online RL’s historical context continuity enables effective multi-turn paradigms
learning, while Offline RL ignores long-horizon training signals. Among different - in our setting,
performance peaks at v=0.5. Setting v=0 (no future rewards) yields the worst results, confirming
that long-horizon optimization is essential for multi-turn tasks.

Training Paradigm. We also conduct ablation studies on training paradigms in Figure 8. Combin-
ing SFT with Semi-Online RL outperforms either method alone, achieving 34.0% on AndroidWorld
compared to 30.4% for Semi-Online RL only and 21.7% for SFT only. The combined approach also
reduces average task completion steps (middle panel), eliminating redundant actions with better
planning. Additional ablations (right panel) confirm that both episode-level advantages and main-
taining multiple historical images contribute to performance, validating our training setup. More
ablations about the hyper-parameter and the reward design are shown in Appendix E. We also con-
duct experiments on 3B and 32B models to investigate the effect of model scale and demonstrate the
generalization capability of our method (as shown in Table 6). Detailed task analysis and case study
are shown in Appendix G.

5 CONCLUSION

In this work, we present Semi-online Reinforcement Learning (Semi-online RL), a novel training
paradigm that bridges the advantages of offline and online reinforcement learning for GUI automa-
tion agents, enabling stable yet long-horizon-capable policy optimization. Experimental evaluation
shows that our UI-S1-7B achieves state-of-the-art results among open-source 7B-scale models, with
substantial improvements across both dynamic and static multi-turn benchmarks, without compro-
mising single-turn performance. Our findings highlight the promise of Semi-online RL as an effec-
tive and scalable training framework for real-world GUI agents.
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REPRODUCIBILITY STATEMENT

To ensure full reproducibility of our work, we provide comprehensive details on our models, data,
and experimental setup. Our method is built upon the open-source Qwen2.5-VL model family,
and we validate its effectiveness by fine-tuning models of 3B, 7B, and 32B parameters. The train-
ing process, including the SFT and RL stages, utilizes approximately 2,000 samples sourced from
public, unmodified, open-source benchmarks. All experiments were conducted on a cluster of 32
A100 GPUs. The complete source code, including detailed setup instructions, training scripts, and
documentation, is available in the supplementary materials to facilitate replication.
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A NOTATION DEFINITION

Table 4: Notation Definition in Section 3.

Symbol Description

My Assist model used for thought patching

M Policy model

prompt  Prompt template for thought generation (as shown in Appendix [
ag Predicted action at step ¢

ay Expert action at step ¢

T Thought representation at step ¢

F Patch function that outputs a (possibly corrected) action and thought
1 High-level GUI instruction

St Current observation (e.g., screenshot) at step ¢

H, Full history up to step ¢ including (S, a, T) tuples

Tformat Binary score (0 or 1) for correct output format

Ttype Binary score (0 or 1) for correct predicted action type

Tace Binary score (0 or 1) for exact action match with ground truth

T Step-wise reward at time ¢

I Indicator function that equals 1 only if condition is true

¥ Discount factor for return computation (0 < v < 1)

R! Discounted return of i-th trajectory starting from step ¢

N Number of trajectories sampled in a batch

AS(a})  Step-level advantage for action a .
AF(7%)  Episode-level advantage for trajectory 7°
R(r\9)  Episode return of trajectory j

tend Last step of a natural trajectory segment
T Last step index of a trajectory
o(r) Standard deviation function
w Weight balancing episode- and step-level advantages
A(al) Combined group-in-group advantage
K Total number of tokens in the current batch
04t Model output sequence (tokens) at step ¢ of trajectory ¢
04 t.k k-th token of 0; ¢
q Conditioning input (e.g., prompt including state/action history)
p(0) Importance sampling ratio between new and old policies
0 Current policy parameters
Oota Policy parameters before update (rollout policy)
Tref Reference policy for KL regularization
Coefficient for KL divergence penalty
n Minimum standard deviation threshold for advantage diversity

13
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B PATCH MODULE

Algorithm 1 Semi-Online Rollout with Patch Module

Input:
Tp,, : initial policy model
™ ={(57,a}),..., (S5, a})} : offline trajectory

Output: 7 = {(S1,a1), (S2,a2),...} : trajectory rollout
Initialize Hy + O, 7+ J,c+ 0
51 — Sf
fort=1toT do
at, Te ~ oy (- | Sty H)
a;y,Sf g~ 1"

Patch Module:
if a; = af then
atch atch
(a}tJ ) 7?) ) < ag, 7;
else if ch< € thgn
atcl atc!
ag s /'t <~ “F(at77;) 5
c+—c+1
else
T4+ T1TU (St, at)
a]);;atch7 ; atch’ St+1 + NONE

break
end if

if S;11 = NONE then
break
end if
St41 ¢ St
Ht+1 . Ht U {(St, a/;t)atch7 ﬁpatch)}
T+ 7 U (S, atpamh)
Ht <— Ht+1, St — St+1
end for
Output: 7

Table 5: Different thought patch methods. M denotes the auxiliary model and M denotes the
policy model.

Patch Method Function Definition
Thought-Free Patch Fla, Tr) = (a;,0)

Off-Policy Thought Patch Flag, Tp) = (af, Mo(L,ar,St))
On-Policy Thought Patch ~ F(a, T;) = (af, M(I,a}, Hy, St))

14
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C SOP

Definition Let N be the total number of tasks. For the i-th task, let s; denote the number of
successful steps, and ¢; denote the total number of steps in its expert trajectory. We define the

following metrics: PG = % Zivzl . TSR = + Zfil I[s; = t;], and Score = PEETSE Here, I[/]

is the indicator function, which equals 1 if the condition inside the brackets is true and 0 otherwise.

SOP’s alignment with online metrics We also compare other online metrics and offline met-
rics GUI Odyssey with SOP in Figure 9, which demonstrates SOP’s strong correlation with online
metrics.
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Figure 9: Overall comparisons of online metrics (AW, AITW-Gen, AITW-Web, MiniWob++) with
offline metrics (AC-High, GUI Odyssey) and semi-online metric (SOP). Left: AC-High demon-
strates weak correlation with online metrics. Middle: GUI Odyssey demonstrates weak correlation
with online metrics. Right: Ours SOP demonstrates stronger correlation with online metrics. pro-
posed SOP shows stronger correlation (R?=0.934).

For the linear regression analyses in Figure 2 and Figure 9, the coefficient of determination, denoted
asR?,is definedas R? = 1— %{:, where SS,.s (Residual Sum of Squares) is SS;es = Z?:l (yi—1:)%,
and SS,o (Total Sum of Squares) is SSoy = > ;- (i — ¥)*. Here, n is the number of observations;
y; is the observed value of the dependent variable for the ¢-th data point; ¢; is the corresponding
predicted value from the regression model; and 7 is the mean of all observed values. The R? metric
ranges from O to 1 and represents the proportion of variance in the dependent variable explained by
the independent variable(s)—higher values indicate a better fit.
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D MODEL SIZE SCALING

To assess the impact of model scale, we evaluate our method on Qwen2.5-VL-3B and Qwen2.5-VL-
32B. As shown in Table 6, Semi-online RL yields consistent performance gains across both model
sizes, demonstrating its strong generalizability. Notably, the margin of improvement diminishes as
the model scale increases.

Table 6: Performance comparison on different model sizes (3B, 7B, 32B) w/o SFT cold start.

Model SOP:;  SOPrsx  SOPscore  AWsr AVG
QwenVL-2.5-3B 34 1.4 24 5.0 3.7
UI-S1-3B 14.7332%¢ 6-53()4%T 10.6342%¢ 13.1 162%1 11.92226/,¢
QwenVL-2.5-7B 16.8 9.1 13.0 14.9 14.0
UI-S1-7B 30'682%T 1 6-076%T 23.3797@ 30.4, 04%1 26.992(/@
QwenVL-2.5-32B 17.8 10.2 14.0 28.3 21.2
UI-S1-32B 35.9|02%¢ 18.985%¢ 27496%? 38.937(7@ 33.257%¢

E OTHER ABLATIONS

Hyper-parameter We conduct an ablation study to determine the optimal values for key hyper-
parameters. As detailed in Table 7, we explore different settings for v € {0,0.5}, w € {0,0.5,1},
andn € {0.1,0.3,0.5}. Based on the empirical results, we adopt ¥ = 0.5, w = 1, and = 0.3 for
the final training configuration.

Table 7: Ablation on y (future reward discount), w (advantage weight), n (DAPO threshold) with e
(patch threshold) fixed at 0, data size as 1000 and training epoch as 1. SOP is reported.

Y w n ‘SOPPG SOPsr vy w n ‘SOPPG SOPrsr

0.0 00 0.1 | 222 11.0 05 00 0.1 ] 2638 13.8
0.0 00 03] 223 10.8 05 00 03| 26.1 14.6
0.0 00 05| 217 11.4 05 00 05| 270 13.9
0.0 05 0.1 ] 227 12.2 05 05 01| 269 14.2
0.0 05 03] 233 12.5 05 05 03] 273 14.0
00 05 05| 225 10.2 05 05 05| 275 14.5
00 1.0 01| 206 11.8 05 1.0 01 265 14.8
0.0 1.0 03| 222 11.2 05 1.0 03] 279 15.4
0.0 1.0 05| 228 12.1 05 10 05| 284 14.5

Future reward We conduct an ablation study to investigate the optimal choice for .., 4, as defined
in Equation 9. As presented in Table 8, the results demonstrate that setting to,q to the final step
of a natural trajectory segment yields superior performance compared to using the end of the entire
trajectory.

Table 8: Ablation on t.,q with AndroidWorld success rate reported.

tend e=0 e€e=1 e€=2 e=

T 256 279 277 27.4
min(max{k >t | Vj € [t, k], Matches(a;,a;)} +1,T) 25.6 28.0 28.9 28.4
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F TRAINING DETAILS

Training parameters Our UI-S1-7B is first Supervised Fine-Tuned (SFT) on Qwen2.5VL-7B,
trained on data from AndroidControl-Train (Li et al., 2024) and Amex (Chai et al., 2024), then
optimized using Semi-online RL with the thought-free patch mechanism. The training parameters
are listed in Table 9.

Table 9: Key Training Hyper-parameters

Parameter Value
train_batch _size 32
max_prompt_length 12288

~ (future reward discount) 0.5

w (advantage weight) 1.0

€ (patch threshold) 1

7 (DAPO threshold) 0.3
historical images 2
learning rate 1x10°¢
ppo-mini_batch_size 32
fixed_num_mini_batches 4
ppo-micro_batch_size_per_gpu 1
kl_loss_coef 1x107%
n_gpus_per_node 8

nnodes 4
total_epochs 5

Training hours We analyze the training overhead of different patch methods, measured in GPU
hours, as depicted in Figure 10. Although the on-policy method yields a slight improvement in SOP
performance, it incurs a significant 2.3-fold increase in training time compared to other approaches.
To strike a balance between effectiveness and efficiency, we therefore select the thought-free patch
method for our final model.

180 - Patch Method O
Yk Thought-Free
@ Off-policy O A
1601 o On-policy
§ 140 )
= 2.3x more SOP-Score
= training time +14
2 120
&
=}
o
£ 1007 o e e — —
2 e
10} SOP-Score )
80 A . -2.5 T*ﬁ
1*/
60 /
| @
0 1 2 00

Patch threshod (¢)
Figure 10: Training GPU hours of different patch methods and patch threshold.
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G CASE STUDY

G.1 TASK ANALYSIS

As detailed in Table 10, our UI-S1-7B model demonstrates substantial performance gains over
the Qwen2.5VL-7B baseline across a majority of task categories. The improvements are par-
ticularly pronounced in tasks requiring multi-step interactions and complex comprehension, such
as multi_app (+1.00), search (+0.73 on Easy), requires_setup (+0.67 on Easy), and
complex_ui_understanding. These results strongly suggest its enhanced planning and rea-
soning capabilities for navigating complex user interfaces. Nevertheless, challenges persist in do-
mains that demand specialized skills. For instance, both models struggle with game_playing and
math_counting tasks. We attribute this to the inherent limitations of small-scale vision-language
models in handling precise numerical computation and abstract logical reasoning. We also show-
case a failure case of math_counting in Section G.4. In this case, while UI-S1-7B was able to
remember the numbers it encountered, it made an error at step 11, calculating 9*10*9*5%*5 as 2250.

Qwen2.5VL-7B UI-S1-7B
Easy Medium Hard Easy Medium Hard
complex_ui_understanding  0.00 0.00 0.00 0.17.017 020,020 0.14,014

Tags

data_edit 0.09 0.00 0.00 0.64.0.55 0.14,014 0.00
data,entry 0.00 0.11 0.00 0.07+()‘()7 0. 10,(}‘()1 0.00
game_playing 0.00 - - 0.00 - -
information_retrieval 0.14 0.00 0.00 043,029 0.11,91;1 0.00
math_counting 0.00 0.00 0.00 0.00 0.33.933 0.00
memorization 0.00 0.00 0.00 0.00 1.00,100 0.00
multi_app 0.00 0.00 0.00 0.00 1.00,,90 0.00
parameterized 0.09 0.09 006 041,03 0.18,000 0.11,005
repetition 0.00 0.00 020 0.50,050 0.00 0.20
requires_setup 0.00 0.00 0.00 0.67,90¢7 0.00 0.00
screen_reading 0.08 0.00 0.11  0.50,04> 033,933 0.11
search 0.00 0.00 0.00 0.73,973 0.20,020 0.00
transcription 0.00 0.00 0.00 0.00 0.50,050 0.00
untagged 0.40 0.00 - 0.80,040 0.00 -
verification 0.86 - - 1.0040 14 - -

Table 10: Mean AndroidWorld success rate comparison between Qwen2.5VL-7B and UI-S1-7B
across tags and difficulty levels, with improvement indicated (positive, negative, ).

hard
easy hard

73
easy 71 71

84 72

medium
medium

Qwen2.5VL-7B UI-S1-7B

Figure 11: AndroidWorld task error count distribution grouped by difficulty.

We also display the error distribution. From the difficulty perspective (Figure 11), the most substan-
tial improvement was observed in ’easy’ tasks, where UI-S1-7B achieved a remarkable reduction
of 41 errors compared to the base model. Following this, a moderate but significant performance
gain was noted for 'medium’ difficulty tasks. In stark contrast, the model’s advantage diminished
considerably for "hard’ tasks, showing only a marginal improvement with a reduction of two errors.
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complex_ui_understanding verifiratioiption complex_ui_understanding transcription
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data_edit data_edit
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information_retrieval 7
6, information_retrieval 65
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math_counting
memorization math_counting
multi_app memorization parameterized

parameterized multi_app

Qwen2.5VL-7B UI-S1-7B

Figure 12: AndroidWorld task error count distribution grouped by task tag.

From a task classification perspective (Figure 12), while the proportional distribution of errors
across different task categories remained largely consistent between the two models, UI-S1-7B
demonstrated marked advancements in several key functional areas, such as scree_reading,
search, transcription, data_edit, and parameterized.

G.2 CASE COMPARISON

We showcase a complex cross-application task requiring information retention across multiple steps:
creating a file in Markor with transaction details from an image viewed in Simple Gallery (as illus-
trated in Figure 13). The base model and Offline RL model exhibit action-thought inconsistency.
For example, offline RL terminate prematurely after planning to navigate to the next app, likely due
to overfitting to local rewards without considering future objectives. The SFT model loses critical
information and executes redundant actions like attempting to create a file that already exists. In
contrast, our model successfully records the critical information throughout the 12-step sequence,
correctly recording “2023-03-23, Monitor Stand, $33.22” in CSV format. This demonstrates its
effectiveness in learning robust multi-turn behaviors with consistent reasoning-action alignment.
Additional case studies are provided in Appendix G.3 and failure analysis in Appendix G.4.

<think> I need to extract the transaction details
from the receipt image and enter them into the
‘receipt.md’ file in Markor. The receipt shows
the date, item, and amount, which I need to format

in CSV format.</think>
<action>{action:terminate, status:success}</action>

®eo

<think> The file ’receipt.md’ has been created in Markor, and
now I need to enter the transactions from the receipt in CSV

format. Since the receipt image is not directly accessible

here, I'11 need to use Simple Gallery to view the receipt and

copy the necessary information. </think>
<action>{ action: terminate, status: success }</action>

Offline
RL

Tl DR

s ~

RL (ours) [P X
= 8

Figure 13: A cross-app and memorable task case in AndroidWorld. The instruction is ”Create a file
in Markor, called receipt.md with the transactions from the receipt.png. Use Simple Gallery to view

P

the receipt. Please enter transactions in csv format including the header ’Date, Item, Amount’.
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G.3 MORE CASES

PRI N
asdfoh ikl asdfghNkI
¢ zxcvbnm@ ¢ zxcvbnm

@ = .0

Figure 14: A successful task case encountering sign in notes in AITW-Gen. The instruction is
“How do I get to the nearest Lowe’s?”.

Figure 16: A successful task case in AndroidWorld. The instruction is “Delete the following
recipes from Broccoli app: Zucchini Noodles with Pesto, Garlic Butter Shrimp, Lentil Soup.”

D Do O Do O Oy D Oy 0 o T T Brom
O cwasom O v O ewasom O v O asom O v Ot v — TX8, C v ) cmsom (S O owsom O v
Ow  Doome Ow  Doome O e _Ogee Bonie Do Do Boo Do
Do Duscsm O Duscsn ey % Y D Owaw  Ousesn Owaw  Ouesn Oaw  Ousesn
Orwos Dose Onmos D _ = " Orvow Dase Orvon Deae [EE [ PO N s P o Do
sbmt &) T T &)‘ Submit Submit Submit submit NS Ry /7
S -

—~ =

Figure 17: A successful task case in MiniWob++. The instruction is “Follow the instructions shown
on the top of the screen: Select 7yJ7, Gwr, 007Vjc, VqwrUC, bKn, w39E and click Submit.”
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Enter the username ‘doores” and Enterthe usemame dolores” nd Enter the usemame dolores” nd Enter the usemame ‘dolres” and Enter the usemame ‘dolores’ anc Enter the usemame dolores’ and Enter the username “dlores” and
he password dOBe” o the text the password dOBe" o th text the password 4OBe" o the text the password 4OBe" o the text the password dOBe" o th text the password dOBe" o th text the password "dOBe" no the text
elds and press login

Username Username Username

Your session is about

dolores dolores |dolores
o expre.

Exit to home page?

OK || Canget

T T T TS @
UK UK 0K 0K \ \ UK
~ g) _ 7

- ~ =

# B or @ % @ & H ddoes  Dolwes Odowss $ 12 3 4567 8901234567890
QWERTY U I'OPdwertyudi'opPagwertyuiopagwertyuiop
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Figure 18: A successful task case in MiniWob++: “Follow the instructions shown on the top of the
screen: Enter the username dolores and the password dOBe into the text fields and press login.”.

G.4 BAD CASE

<\

9*10*9*5*5=2250

Figure 19: A failed task case in AndroidWorld. The instruction is “Open the file task.html in
Downloads in the file manager; when prompted open it with Chrome. Then click the button 5 times,
remember the numbers displayed, and enter their product in the form.”.
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H PROMPT FOR TRAINING AND INFERENCE

System prompt:
You are a GUI agent. You are given a task and your action history, with screenshots. You need
to perform the next action to complete the task.

Output Format
<think> ... </think>
<action> ... </action>

Action Space

You can perform the following actions:

- key: Perform a key event on the mobile device using adb’s ‘keyevent* syntax.

- click: Click the point on the screen with specified (x, y) coordinates.

- long_press: Press the point on the screen with specified (x, y) coordinates for a specified number
of seconds.

- swipe: Swipe from starting point with specified (x, y) coordinates to endpoint with specified
(x2, y2) coordinates.

- type: Input the specified text into the activated input box.

- answer: Output the specified answer.

- system_button: Press the specified system button: Back, Home, Menu, or Enter.

- open: Open an application on the device specified by text.

- wait: Wait for a specified number of seconds for changes to occur.

- terminate: Terminate the current task and report its completion status: success or failure.

The arguments you can use are:

- coordinate: (X, y): The x and y pixels coordinates from the left and top edges.

- coordinate2: (x, y): The x and y pixels coordinates from the left and top edges for the endpoint
of a swipe.

- text: Text input required by actions like ‘key*, ‘type‘, ‘answer‘, and ‘open‘.

- time: The time in seconds required by actions like ‘long_press‘ and ‘wait".

- button: System buttons available for pressing: Back, Home, or Enter. Possible values: Back,
Home, Menu, Enter.

- status: The completion status of a terminated task. Possible values: success, failure.

Format your output as a JSON object with the selected action and its arguments at the same level.
Example Output

<think>...</think>
<action>{"action": "key", "text": "<value>"}

Note

- Planing the task and explain your reasoning step-by-step in ‘think‘ part.

- Write your action in the ‘action‘ part according to the action space.

- If the query asks a question, please answer the question through the answer action before
terminating the process.

- Swipe the screen to find the File Manager app if needed.

User prompt:

User Instruction:

Assistant prompt:
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I PROMPT FOR THOUGHT GENERATION

System prompt:
End-to-End Model Thought Integration
Integration Requirements

» Write the thought process from a global goal, the action history, thought history and
screenshot history.

* The reasoning logic must satisfy:

— Begin by reviewing the global task objective.

— Inherit the context and decisions from historical steps.

— Incorporate the manager’s planning logic.

— Derive actions that fully align with the operator’s output.

Output Format

<think>

[A coherent reasoning process, reflecting task decomposition,
environmental observation, and iterative decision-making]
</think>

Output Example

<think>

The current task requires checking the order status of
DeepSeek. Access to the official website and locating the login
entry have been completed. Based on the page loading result,
the login form is ready. Authentication information needs

to be filled: the username has already been entered as
"DeepSeek, " and now the password must be entered.

</think>

Key Design Notes

» Explicitly require the global task objective to ensure the end-to-end model always an-
chors to the core goal.

* Enforce structured historical records to prevent information loss.
* Logic consistency mechanism.

* The thought process should naturally connect historical conclusions with the current
manager’s planning.

* Transform the manager’s planning into autonomous decisions phrased as “According to
the requirements, determine...”
* Translate operator actions into imperative statements phrased as “Execute...”
* Do not mention any coordinates in <think> ... </think>.
Global Task Objective

- If this isn’t the target app for your operation, you can use open operation to navigate to the
correct application.

- You can use Next Action Hint to guide the think process, but within the think section, you must
conceal the fact that hints were received.

- Please integration the thought of current manager and operation into <think> ... </think> in
English.

Assistant prompt:
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J PROMPT FOR GPT-40 TO EVALUATE MINIWOB++ TASK

System prompt:

You’'re an expert in evaluating whether the Screenshot successfully completes the Task.
Examples
Task: Open the settings. Q: What should I expect to see on the screenshot if I've opened the
settings? A: I should expect to see I'm in the settings app. The screenshot shows the home
screen of a mobile device, with various app icons displayed, including the settings app icon, but
the settings app is not opened.

Status: failure Screenshot:

Task: Find hotels in Washington DC Q: What should I expect to see on the screenshot if I've
searched for hotels in Washington, DC? A: I should expect to see I'm in a search results page
for hotels in Washington, DC. The screenshot shows a Google search page with the search field
populated with the query “hotels in washington dc” and a list of suggested searches related to
hotels in Washington, DC, but it does not show any search results for hotels in Washington, DC.
Status: failure Screenshot:

Task: What’s a good restaurant in Portland? Q: What should I expect to see on the screenshot
if I've searched for a good restaurant in Portland? A: I should expect to see I'm in a search
results page for a good restaurant in Portland. The screenshot shows a Google search page with
a search input field for ”good restaurant in portland” and a map results preview showing business
locations near Portland, like ”Li Pigeon”, Portland City Grill”, and "Higgins”.

Status: success Screenshot:

Task: What’s on the menu at In-N-Out? Q: What should I expect to see on the screenshot if
I've searched for the menu at In-N-Out? A: I should expect to see a menu page for In-N-Out,
including product names, thumbnails and prices. The screenshot shows a Google search page
with a search input field for ”In-N-Out menu” and some page snippets of In-N-Out indicating
potential menu items, but does not actually show the actual menu.

Status: failure Screenshot:

Task: What’s the news in Suriname? Q: What should I expect to see on the screenshot if I've
searched for the news in Suriname? A: I should expect to see some news in Suriname, such
as someone did something or some accident happens in Suriname. The screenshot shows a
Google search page with a search input field for ”Suriname news today”” and some page snippets
indicating potential news items, but does not actually show the news.

Status: failure Screenshot:

Task: What’s the weather like in Chicago? Q: What should I expect to see on the screenshot
if I’ve searched for the weather in Chicago? A: I should expect to see some exact values like
temperature, humidity, wind speed, and weather condition in Chicago. The screenshot shows a
Google search page with a search input field for ”weather in Chicago” and some page snippets
indicating potential weather information. Although one page snippet contains some weather
information, the information is not comprehensive enough to determine the weather in Chicago.
Status: failure Screenshot:

Task: Set an alarm for 6pm. Q: What should I expect to see on the screenshot if I've set an alarm
for 6pm? A: I should expect to see some alarms including a 6pm alarm activated in the clock
app. The screenshot shows an attempt to set an alarm for 6pm in the clock app, but the alarm is
not set yet.

Status: failure Screenshot:

K THE USE OF LLM

In the preparation of this manuscript, we utilized large language models (LLMs) as a writing aid.
Their use was strictly limited to grammar checking, syntax refinement, and language polishing to
improve the clarity and readability of the text. We affirm that all intellectual contributions, including
the core ideas, methodology, data analysis, and the substantive writing, are the original work of the
authors. The authors retain full responsibility for the content and conclusions of this paper.
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