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Abstract001

The advancement of Large Language Mod-002
els (LLMs) enables flexible and interpretable003
automatic evaluations. In the field of machine004
translation evaluation, utilizing LLMs with005
translation error annotations based on Multi-006
dimensional Quality Metrics (MQM) yields007
more human-aligned judgments. However, cur-008
rent LLM-based evaluation methods still face009
challenges in accurately identifying error spans010
and assessing their severity. In this paper,011
we propose HiMATE, a Hierarchical Multi-012
Agent Framework for Machine Translation013
Evaluation. We argue that existing approaches014
inadequately exploit the fine-grained structural015
and semantic information within the MQM hi-016
erarchy. To address this, we develop a hier-017
archical multi-agent system grounded in the018
MQM error typology, enabling granular evalu-019
ation of subtype errors. Two key strategies are020
incorporated to further mitigate systemic hallu-021
cinations within the framework: the utilization022
of the model’s self-reflection capability and the023
facilitation of agent discussion involving asym-024
metric information. Empirically, HiMATE025
outperforms competitive baselines across dif-026
ferent datasets in conducting human-aligned027
evaluations. Further analyses underscore its028
significant advantage in error span detection029
and severity assessment, achieving an average030
F1-score improvement of 89% over the best-031
performing baseline. We make our code and032
data publicly available at https://anonymous.033
4open.science/r/HiMATE-Anony.034

1 Introduction035

Translation capability reflects the cross-lingual036

comprehension and generation quality of Large037

Language Models (LLMs) (Hendy et al., 2023;038

Yang et al., 2024; Dubey et al., 2024). Compared039

to traditional machine translation models, apply-040

ing LLMs significantly enhances the translation041

capabilities of machine translation systems and in-042

troduces new challenges to Machine Translation043
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Figure 1: A comparison of HIMATE and other repre-
sentative MQM-based metrics for MTE.

Evaluation (MTE) (Kocmi et al., 2024). 044

Previously, statistics-based MTE metrics such 045

as BLEU (Papineni et al., 2002) and ME- 046

TEOR (Banerjee and Lavie, 2005) are utilized for 047

their efficiency, despite inherent limitations in accu- 048

rately capturing semantic similarity. To address this 049

gap, learned metrics such as COMET-20 (Rei et al., 050

2020) and RoBLEURT (Wan et al., 2021) have 051

been developed to enhance evaluations. However, 052

these approaches primarily yield numeric scores 053

and cannot identify the specific error spans in trans- 054

lations (Fernandes et al., 2023; Leiter et al., 2022). 055

The machine translation data, annotated based 056

on the guidelines of Multidimensional Quality Met- 057

rics (MQM),1 includes detailed information regard- 058

ing error spans, categories, and severity for each 059

translated sentence, which facilitates more precise 060

finetuning and thorough analysis of MTE mod- 061

els. The xCOMET model (Guerreiro et al., 2024) 062

is finetuned on such data for interpretable scores, 063

while it necessitates resource-intensive multi-stage 064

training and shows a lack of generalization abil- 065

1themqm.org.
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ity. The LLM-based single-agent evaluation sys-066

tems, including EAPrompt (Lu et al., 2024) and067

GEMBA-MQM (Kocmi and Federmann, 2023a),068

utilize MQM-informed prompts to guide LLMs in069

error detection. Nevertheless, the hallucination and070

position bias inherent within LLM evaluators affect071

their performance (Wang et al., 2024). In response072

to these challenges, the recently proposed method073

M-MAD (Feng et al., 2024) employs a multi-agent074

system to decompose complex MTE tasks into sim-075

pler assessments, showcasing the potential of this076

paradigm. However, its effectiveness primarily077

stems from the self-consistency of agents oper-078

ating within identical contexts, which may limit079

nuanced, multi-level error analysis. We argue that080

the rich semantic and hierarchical structure of the081

MQM framework has been largely underutilized in082

current methodological designs. By developing a083

more fine-grained, hierarchical agent-based system084

explicitly tailored to leverage the untapped poten-085

tial of MQM’s structured hierarchy, error detection086

accuracy could be significantly enhanced, thereby087

narrowing the gap with human expert performance.088

In this paper, we propose HIMATE, a089

Hierarchical Multi-Agent Framework for Machine090

Translation Evaluation. Specifically, we establish091

the agent topology based on the MQM error ty-092

pology, facilitating hierarchical agent nodes to ex-093

change information in alignment with human error094

classification methodology. Error descriptions asso-095

ciated with each node are then employed to initial-096

ize multi-agent evaluators, allowing them to focus097

on detailed, simplified discrimination tasks rather098

than evaluations against broad, comprehensive cri-099

teria. This design facilitates fine-grained subtype100

error evaluations through multi-agent collabora-101

tion. Furthermore, we propose two post-stages to102

enhance the accuracy of the system in error de-103

tection and severity assessment. Concretely, the104

subtype evaluator first revises the original trans-105

lations based on its error detection results, then106

re-evaluates the validity of the initial judgments107

through comparison. Cases with low confidence108

during this self-reflection phase are forwarded to109

the next stage, where agents from different tiers110

collaboratively determine the presence and severity111

of translation errors through iterative discussion.112

In contrast to prior methods, the proposed method113

leverages MQM information more effectively for114

decomposing complex tasks and constructing hi-115

erarchical multi-agent systems. By guiding these116

agents through self-reflection and collaboration, we117

achieve more human-aligned automatic evaluations. 118

Figure 1 highlights the key differences between Hi- 119

MATE and other representative MTE metrics. 120

We summarize our contributions as follows: 121

· We propose HIMATE, a novel multi-agent ma- 122

chine translation evaluation framework that lever- 123

ages MQM hierarchy-derived structural and se- 124

mantic information to define agent topology, re- 125

sulting in reliable, human-aligned judgments. 126

· We develop a three-stage strategy to enhance er- 127

ror detection and severity assessment within the 128

framework, facilitated by self-reflection and col- 129

laborative discussions among agents. 130

· Empirical results across various models and 131

datasets demonstrate the effectiveness of HI- 132

MATE. Further analyses highlight its superiority 133

in both error span identification and severity eval- 134

uation, achieving an average 89% improvement 135

in F1-score and 95% enhancement in recall over 136

the best-performing baseline. 137

2 Related Work 138

2.1 Machine Translation Evaluation 139

The objective of MTE is to assess the quality 140

of machine-translated text. Traditional statistics- 141

based metrics (Papineni et al., 2002; Lin, 2004; 142

Zhang et al., 2019) often inadequately capture 143

semantic similarity (Rei et al., 2020). Certain 144

learned metrics (Rei et al., 2022a,b; Guerreiro et al., 145

2024) have shown improvement, while high iter- 146

ation costs and limited generalization ability con- 147

strain these methods. Recent advancements har- 148

ness the power of LLMs for translation evalua- 149

tion. GEMBA-DA (Kocmi and Federmann, 2023b) 150

implements direct scoring through prompt tuning, 151

whereas EAPrompt (Lu et al., 2024) identifies er- 152

rors without numerical scoring to mitigate bias. 153

AUTOMQM (Fernandes et al., 2023) and GEMBA- 154

MQM (Kocmi and Federmann, 2023a) prompt 155

models to produce a score within the MQM frame- 156

work. However, these methods insufficiently utilize 157

the hierarchical information of MQM framework. 158

2.2 Evaluation based on Multi-Agent 159

Multi-agent systems have demonstrated their po- 160

tential in enhancing the accuracy of evaluation 161

within Nature Language Generation (NLG). Chat- 162

Eval (Chan et al., 2023) employs LLMs in a frame- 163

work similar to human group discussions. MAT- 164

Eval (Li et al., 2024) introduces architectures that 165
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### SOURCE:
如果你想拍爱情片，那你就老老实实讲喜欢骑摩托的小镇
青年和服务员妹子之间的恩怨纠葛。

### TRANSLATION:
If you want to make a romantic movie, then you should 
honestly tell the story of the feud between the young man who 
likes to ride a motorcycle and the waiter sister.

A Zh→En Translation Sample for Evaluation
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error. Specifically, …

I agree with your opinion …
<Final Answer>: Minor 

I disagree with your view. I 
still hold the point that …

Confidence: 0.34
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… …

### CORRECTION:
If you want to … who likes to ride 
a motorcycle and the waitress.

### SOURCE:
如果你想 … 和服务员妹子之间的恩怨纠葛。

Conf > 𝑡𝑡

Framework V3:
Change stage 2

### TRANSLATION:
If you want to … who likes to ride 
a motorcycle and the waiter sister.

Addition

Correct

Yes
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Figure 2: An overview of the proposed framework HiMATE where translation errors are categorized into tier-1
high-level errors and tier-2 fine-grained subtype errors. The tier-2 agent first evaluates a subtype error. Then the
judgment is refined through the self-reflection stage. If needed, the tier-2 agent discusses with its upper-level tier-1
agent for further confirmation. The final score is computed by summing the weighted values of errors.

rely on multi-round discussion and summarization166

for evaluation. Similarly, a courtroom-inspired ar-167

chitecture has been proposed, utilizing LLMs as168

adversarial judges engaging in multi-round debates169

for NLG assessment (Bandi and Harrasse, 2024).170

M-MAD (Feng et al., 2024) integrates multi-agent171

systems into MTE, leveraging the collaborative172

reasoning capabilities of LLMs. Nevertheless, ex-173

isting approaches for MTE, such as M-MAD, insuf-174

ficiently leverage fine-grained error definitions and175

semantic information within the MQM hierarchy.176

3 Methodology177

In this section, we introduce our proposed frame-178

work HiMATE for conducting human-aligned ma-179

chine translation evaluations. Adhering to the hi-180

erarchical structure of the MQM error typology,181

HiMATE organizes translation errors into two tiers:182

high-level error categories (tier-1) and fine-grained183

error subtypes (tier-2). Two distinct types of agents184

are assigned to manage these tiers, with each agent185

specializing in assessing specific error categories,186

as depicted in Figure 2. Initially, tier-2 agents indi- 187

vidually perform evaluations on their correspond- 188

ing error subtypes. This preliminary assessment 189

is then refined by harnessing the self-reflection ca- 190

pabilities of LLMs. Finally, results exhibiting low 191

confidence are subjected to collaborative discus- 192

sion involving tier-1 and tier-2 agents. The entire 193

evaluation process operates without reliance on ref- 194

erence, ensuring broad applicability for evaluation. 195

3.1 Agent Topology 196

The hierarchical error structure of the evaluation 197

framework comprises high-level core error types 198

ei (e.g., Accuracy), which are allocated to tier-1 199

agents A[1]
i , and fine-grained error subtypes ej (e.g., 200

Omission, Addition) that belong under these core 201

errors and are assigned to tier-2 agents A[2]
j . Spe- 202

cific descriptions are provided in Appendix A. 203

3.2 Subtype Evaluation 204

Initially, the tier-2 agents are required to seek the 205

specific errors individually within the translations. 206

For a given source text x, translation y, and sys- 207
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tem prompt pSE, each agent A[2]
j is provided with208

distinct error definitions corresponding to tier-2, en-209

abling them to leverage detailed information effec-210

tively. All the agents adhere to a uniform definition211

of severity when evaluating identified errors.212

Upon completion of this stage, a preliminary as-213

sessment concerning the error and the correspond-214

ing severity is produced. Evaluators also provide215

explanations supporting their judgments. The ini-216

tial evaluation information ISE generated above is217

then passed on to the subsequent stage:218

ISE ← A
[2]
j (x, y, pSE) (1)219

If no errors are detected, results proceed directly to220

the final stage; otherwise, sentences flagged with221

errors advance to the subsequent stage.222

3.3 Self-Reflection223

To enhance the robustness of the preliminary evalu-224

ation, we further validate the initial assessment by225

harnessing the self-reflection capabilities of LLMs.226

The prompt pSR consists of two components, pc227

for error correction and pv for comparative verifica-228

tion. Initially, the tier-2 agents scrutinize all error229

annotations and justifications from the preliminary230

assessment. Utilizing the information ISE, tier-2231

agents generate the corrected versions yc:232

yc ← A
[2]
j (x, y, pc, ISE) (2)233

Subsequently, the evaluators compare the origi-234

nal translation y with its corrected version yc. Sup-235

pose an error is accurately identified during the236

initial phase, the correction should either rectify237

the issue or mitigate its severity, thereby validating238

the initial judgment. Otherwise, this may indicate239

a false positive in the previous evaluation, suggest-240

ing that the purported error might not exist. This241

verification mechanism yields more precise error242

judgments, diminishing workload concerning error243

type and severity in subsequent stages. Following244

the stage, additional confirmation regarding error245

information ISR can be procured:246

ISR ← A
[2]
j (y, yc, pv), ISE (3)247

Responses with confidence scores, calculated by248

summing token logarithmic probabilities, below a249

predefined stage-transition threshold advance to the250

subsequent phase, whereas those surpassing this251

threshold proceed directly to the final stage.252

3.4 Collaborative Discussion 253

The final stage is designed to validate the ambigu- 254

ous assessment through collaborative discussion. 255

This methodology stems from the observation that 256

judgments with low confidence often indicate po- 257

tential inaccuracies requiring expert validation. By 258

focusing specifically on these instances, HiMATE 259

achieves enhanced precision without compromis- 260

ing computational efficiency. 261

In this phase, the tier-1 agents A[1]
i , responsible 262

for high-level error categorization, collaborate and 263

engage in discussions with the tier-2 agents. These 264

tier-1 agents possess comprehensive knowledge 265

of all tier-2 subcategory error definitions within 266

their respective domains, enabling them to evaluate 267

translation from a broader perspective. 268

Throughout the discussion period, tier-1 agents 269

first analyze the information, initially set as ISR at 270

the start of the discussion, from tier-2 agents. Sub- 271

sequently, tier-1 agents provide expert evaluations, 272

integrated with the prior chat history to form an 273

updated discussion record. Tier-2 agents then con- 274

tribute their perspectives, indicating agreement or 275

disagreement with the assessments provided by tier- 276

1 agents, thereby further updating the discussion 277

record. The discussion continues iteratively until 278

consensus is reached or the predefined maximum 279

number of discussion rounds is exceeded. The final 280

evaluation outcome is derived from the history of 281

the concluding conversation. 282

3.5 Weighted Scoring 283

Commencing with evaluation on subtype errors, Hi- 284

MATE refines judgments through a self-reflection 285

process to validate identified errors, eventually en- 286

gaging in a collaborative discussion to reach con- 287

sensus. After these three stages, the evaluation 288

outcome for the translation sentence pair (x, y) re- 289

garding subtype error ej is obtained, consisting of 290

the severity label sj and its corresponding weight 291

wj . The weights associated with each error subtype 292

and severity level are detailed in Appendix B. The 293

score S can be calculated as: 294

S = −
∑

wj (4) 295

4 Experiments 296

4.1 Settings 297

Dataset We conduct our main experiments on 298

the MQM22 dataset (Freitag et al., 2021). Due 299
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Table 1: Results of MTE methods on the ZH-EN and EN-DE subsets of the MQM22 dataset. A higher Kendall’s
correlation coefficient (τ ) and Spearman’s correlation coefficient (s), as well as a lower Mean Absolute Error (MAE)
and Mean Squared Error (MSE), indicate better alignment with human evaluations. The abbreviations 4o-mini and
qwen2.5 refer to the gpt-4o-mini and qwen2.5-72b-instruct models, respectively. Reference-based methods are
indicated with a gray background . The best result in each column is bolded, and the second-best is underlined.

Model Methods
ZH-EN EN-DE

τ ↑ s ↑ MAE ↓ MSE ↓ τ ↑ s ↑ MAE ↓ MSE ↓

BLEU 0.172 0.233 0.6849 0.5064 0.161 0.213 0.6184 0.4322
BERTSCORE 0.300 0.400 0.3334 0.1349 0.208 0.275 0.3936 0.1970
COMET-22 0.369 0.489 0.1527 0.0306 0.301 0.390 0.0948 0.0144
COMETKIWI 0.365 0.487 0.1821 0.0386 0.212 0.277 0.1351 0.0221
xCOMET-XL 0.394 0.515 0.1210 0.0317 0.283 0.355 0.0567 0.0115

4o
-m

in
i GEMBA-MQM 0.381 0.464 0.0755 0.0131 0.270 0.316 0.0420 0.0052

M-MAD 0.350 0.435 0.0379 0.0033 0.282 0.327 0.0164 0.0007
HiMATE (ours) 0.404 0.502 0.0421 0.0051 0.293 0.338 0.0250 0.0026

qw
en

2.
5 GEMBA-MQM 0.407 0.510 0.0419 0.0039 0.229 0.279 0.0428 0.0045

M-MAD 0.297 0.365 0.0323 0.0027 0.227 0.266 0.0286 0.0018
HiMATE (ours) 0.413 0.498 0.0281 0.0028 0.248 0.274 0.0198 0.0016

qw
en

-m
ax GEMBA-MQM 0.417 0.527 0.0873 0.0159 0.292 0.347 0.0471 0.0071

M-MAD 0.350 0.425 0.0417 0.0050 0.216 0.253 0.0258 0.0017
HiMATE (ours) 0.425 0.531 0.0386 0.0045 0.318 0.358 0.0187 0.0014

to cost constraints, we randomly select the out-300

puts from the HuaweiTSC system for Chinese-301

English (ZH-EN) and the comet-bestmbr system302

for English-German (EN-DE), including 1,875 and303

1,315 annotated translations, respectively. The304

human-annotated MQM scores serve as the ground305

truth for evaluating machine translation quality.306

To mitigate potential data leakage risks due to307

overlaps between LLM pre-training corpora and308

evaluation datasets, we also perform experiments309

on the recently released MQM24 dataset. Experi-310

mental results are provided in Appendix C.311

Baseline The reference-based evaluation met-312

rics, including BLEU (Papineni et al., 2002),313

BERTSCORE (Zhang et al., 2019), and COMET-314

22 (Rei et al., 2022a), as well as the reference-free315

ones, such as COMETKIWI (Rei et al., 2022b),316

xCOMET-XL (Guerreiro et al., 2024), GEMBA-317

MQM (Kocmi and Federmann, 2023a), and M-318

MAD (Feng et al., 2024), are adopted as baselines319

for comparison. Among these, GEMBA-MQM and320

M-MAD are LLM-based methods like ours.321

Evaluation Method Four widely adopted met-322

rics are employed to evaluate the alignment of Hi-323

MATE with human judgments. Specifically, we324

use Kendall’s correlation coefficient τ and Spear- 325

man’s correlation coefficient s to measure correla- 326

tion, while using Mean Absolute Error (MAE) and 327

Mean Squared Error (MSE) to quantify similarity. 328

Experiment Settings The gpt-4o-mini (Hurst 329

et al., 2024), qwen2.5-72b-instruct, and qwen- 330

max (Yang et al., 2024) are adopted as backbone 331

models for LLM-based MTE methods. The error 332

typology used in HiMATE is categorized and fur- 333

ther refined into 5 core error types and 19 distinct 334

subtypes. The temperature parameter is set to 0. 335

Several instances from the MQM20 and MQM21 336

datasets are selected to serve as 2-shot demon- 337

stration examples for the subtype evaluation stage. 338

Stage-transition thresholds t are adaptively config- 339

ured for different models (refer to Appendix D for 340

specific procedures). The maximum number of 341

dialogue turns during the collaborative discussion 342

stage is set to four, with each agent allowed at most 343

two statements. 344

4.2 Main Results 345

Table 1 illustrates the experimental results of differ- 346

ent MTE methods on the MQM22 dataset. Accord- 347

ing to the results, HiMATE consistently exhibits 348
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Table 2: Ablation study of HiMATE across different backbone models. The abbreviations 4o-mini and qwen2.5 refer
to the gpt-4o-mini and qwen2.5-72b-instruct models, respectively. SE, SR, and CD respectively denote the subtype
evaluation, self-reflection, and collaborative discussion stages. SA denotes the single-agent baseline method. The
best result for each metric within the same backbone model group is bolded.

Model Methods
ZH-EN EN-DE

τ ↑ s ↑ MAE ↓ MSE ↓ τ ↑ s ↑ MAE ↓ MSE ↓

4o
-m

in
i SA 0.345 0.417 0.0427 0.0042 0.210 0.230 0.0166 0.0008

HiMATE-SE 0.359 0.468 0.1614 0.0614 0.278 0.329 0.0698 0.0205
-SE+SR 0.370 0.477 0.1178 0.0362 0.283 0.332 0.0497 0.0106
-SE+SR+CD 0.404 0.502 0.0421 0.0051 0.293 0.338 0.0250 0.0026

qw
en

2.
5

SA 0.341 0.413 0.0356 0.0031 0.183 0.200 0.0197 0.0017
HiMATE-SE 0.397 0.489 0.0572 0.0172 0.240 0.267 0.0341 0.0100
-SE+SR 0.406 0.496 0.0479 0.0110 0.245 0.271 0.0281 0.0054
-SE+SR+CD 0.413 0.498 0.0281 0.0028 0.248 0.274 0.0198 0.0016

qw
en

-m
ax

SA 0.395 0.480 0.0374 0.0049 0.286 0.325 0.0200 0.0014
HiMATE-SE 0.409 0.523 0.1047 0.0405 0.292 0.333 0.0436 0.0140
-SE+SR 0.409 0.517 0.0925 0.0326 0.290 0.329 0.0354 0.0085
-SE+SR+CD 0.425 0.531 0.0386 0.0045 0.318 0.358 0.0187 0.0014

improvements across different evaluation metrics349

and backbone models. Stable enhancements in350

correlation and similarity metrics are observed for351

both ZH-EN and EN-DE translation tasks.352

Specifically, HiMATE showcases improved353

alignment with human evaluations, as evidenced by354

correlation coefficients. For ZH-EN, when utiliz-355

ing the qwen-max model, HiMATE achieves peak356

correlation values of 0.425 in Kendall’s correlation357

coefficient and 0.531 in Spearman’s correlation co-358

efficient. This advantage is sustained across diverse359

backbone models, with correlation metrics gener-360

ally outperforming LLM-based methods. Similar361

improvements are observed on the EN-DE dataset,362

where HiMATE surpasses other LLM-based meth-363

ods, achieving the highest τ and second-best s.364

On the other hand, HiMATE achieves either the365

best or second-best performance in MAE and MSE,366

showing comparable evaluation similarity with M-367

MAD and markedly exceeding other baseline meth-368

ods. The significant improvement of similarity369

with human evaluation suggests the effectiveness of370

aligning human-built evaluation criteria within the371

proposed method. In addition, HiMATE demon-372

strates consistently strong performance with differ-373

ent backbone models, highlighting its robustness374

to changes in model capacity. All of these observa-375

tions serve as compelling evidence of the efficacy376

of HiMATE in conducting high-quality evaluations.377

5 Ablation and Analysis 378

5.1 Ablation Study 379

To verify the contribution of each stage within Hi- 380

MATE, we conduct an ablation study of the frame- 381

work. Concretely, we introduce a single-agent eval- 382

uation method (denoted as SA) as a baseline, which 383

conducts an all-in-one evaluation encompassing all 384

subtype errors from the subtype evaluation stage in 385

HiMATE. Evaluation results of the ablated frame- 386

work on the MQM22 dataset are shown in Table 2. 387

According to the results, HiMATE-SE consistently 388

outperforms SA in terms of correlation, particularly 389

improving Kendall’s correlation coefficient τ from 390

0.341 to 0.397 when using a qwen2.5 backbone 391

model on the ZH-EN subset, which underscores the 392

importance of fine-grained subtype error evaluation 393

through a multi-agent approach. The performance 394

improvements from the self-reflection stage are rel- 395

atively modest; however, this stage helps reduce the 396

computational cost of the subsequent stage by fil- 397

tering the high-confidence, reliable judgments. The 398

collaborative discussion stage contributes more sub- 399

stantially, achieving the best or second-best results 400

across all four evaluation metrics. It is worth noting 401

that the performance improvements from collab- 402

orative discussion vary across different backbone 403

LLMs, likely influenced by instruction-following 404

and divergent thinking capability of the model. 405
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Table 3: Evaluation results of different MTE methods on MQM22 ZH-EN under different sentence lengths. We use
gpt-4o-mini as the backbone model. The threshold for separating sentences is set to 12 and 27.

short medium long

τ s F1-score τ s F1-score τ s F1-score

GEMBA-MQM 0.369 0.433 0.085 0.382 0.460 0.093 0.344 0.427 0.100
M-MAD 0.333 0.386 0.124 0.316 0.392 0.108 0.311 0.408 0.116
HiMATE 0.368 0.436 0.218 0.425 0.529 0.260 0.377 0.491 0.294
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Figure 3: Error span detection results for different MTE methods on the MQM22 ZH-EN dataset, based on gpt-4o-
mini. We report Precision, Recall, and F1-score across varying matching thresholds.

5.2 Error Span Detection406

As mentioned earlier, current LLM-based MTE407

methods struggle with accurately identifying trans-408

lation error spans. In this section, we aim to eval-409

uate the error span detection performance of Hi-410

MATE and several baseline approaches. Our ex-411

periments are conducted on the MQM22 ZH-EN412

subset, using gpt-4o-mini as the backbone model.413

Following Ye et al. (2024), we utilize Precision,414

Recall, and F1-score for evaluation. Figure 3 il-415

lustrates the evaluation results at varying match-416

ing thresholds, which are defined by the minimum417

overlap ratio between detected error spans and gold-418

standard annotations. According to the results, Hi-419

MATE consistently surpasses GEMBA-MQM and420

M-MAD across all matching thresholds on all three421

metrics. Notably, compared to the best-performing422

baseline M-MAD, HiMATE achieves average im-423

provements of approximately 89% in F1-score and424

95% in Recall, demonstrating its superior effective-425

ness in error span detection. These results further426

validate the effectiveness of HiMATE’s hierarchical427

agent design. More details regarding the error span428

matching algorithm are provided in Appendix E.429

5.3 Performance on Distinct Sentence Length430

Longer contexts present significant challenges to431

both machine translation quality and evaluation432

accuracy. To investigate how sentence length af-433

fects MTE performance, we conduct experiments434

on the ZH-EN subset of MQM22, grouping sam- 435

ples by token count. As shown in Table 3, Hi- 436

MATE consistently outperforms baselines across 437

all sentence-length groups. While baseline meth- 438

ods achieve comparable results on shorter samples, 439

HiMATE maintains superior performance as sen- 440

tence length increases. In contrast, GEMBA-MQM 441

and M-MAD exhibit limited or declining accuracy 442

with rising complexity. Notably, at a matching 443

threshold of 50%, the F1-score gap between Hi- 444

MATE and the best-performing baseline widens 445

from 0.094 for short sentences to 0.194 for long 446

sentences. These findings demonstrate HiMATE’s 447

robustness in accurately identifying translation er- 448

rors, particularly in longer sentences. 449

5.4 Analysis on Domain-Specific Evaluation 450

The MQM22 dataset encompasses four distinct text 451

domains: news, social, conversation, and ecom- 452

merce. We present an analysis of the performance 453

of different MTE methods across these domains 454

using gpt-4o-mini as the backbone model. As illus- 455

trated in Table 5, HiMATE significantly surpasses 456

the other two LLM-based methods in the conver- 457

sation, social, and ecommerce domains. Although 458

M-MAD slightly outperforms HiMATE in the news 459

domain, it exhibits the least effective performance 460

in the other three domains. We also conduct ex- 461

periments using other metrics and datasets, the de- 462

tails of which can be found in Appendix F. Over- 463
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Table 4: A case of responses generated by gpt-4o-mini on MQM22 ZH-EN among different LLM-based methods.
The parts marked in red indicate incorrect judgments, while the parts marked in green indicate correct judgments.

Source 希望你们了解一下

Translation I hope you know about it.
Reference I hope you can find out about it.
Annotation Major-Mistranslation-’know about it’

GEMBA-MQM
Major-Mistranslation-‘I hope you know about it’, Minor-Awkward-‘I hope you
know about it’

M-MAD Stage1 Minor-Omission-‘know about it’
M-MAD Stage2&3 Minor-Omission-‘know about it’

HiMATE-SE
Minor-Inappropriate for context-‘know’, Major-Omission-‘希 望’, Minor-
Awkward-‘I hope you know about it’, Minor-Addition-‘know about it’, Major-
Mistranslation-‘know about it’

-SE+SR
Minor-Awkward-‘I hope you know about it’, Minor-Addition-‘know about it’,
Major-Mistranslation-‘know about it’

-SE+SR+CD Major-Mistranslation-‘know about it’

Table 5: Domain-specific results of various MTE meth-
ods on MQM22 ZH-EN, measured by Spearman’s cor-
relation coefficient s using gpt-4o-mini as backbone.

news conversation social ecommerce

GEMBA-MQM 0.333 0.367 0.471 0.538
M-MAD 0.365 0.347 0.430 0.444
HiMATE 0.355 0.399 0.529 0.577

all, these findings underscore the robustness of Hi-464

MATE across diverse textual contexts.465

5.5 Case Study466

Through specific case studies, we compare the467

evaluation results of baseline methods with our468

proposed framework in Table 4, highlighting the469

distinct behavior of HiMATE. As shown, while470

GEMBA-MQM correctly identifies the type and471

severity of one error, it inaccurately expands the472

error span to the entire sentence, making the as-473

sessment unreliable. Additionally, it falsely flags474

non-existent errors. Due to its single-agent, single-475

stage design, the system lacks the ability to refine476

or correct its judgments. In the case of M-MAD,477

while the system precisely pinpoints the error span,478

it inaccurately classifies the error type and severity,479

and fails to rectify the previous misjudgment in the480

subsequent multi-agent debate stage. In contrast,481

while HiMATE initially over-identifies errors dur-482

ing the subtype evaluation stage, its self-reflection483

and collaborative discussion stages effectively fil-484

ter out these incorrect assessments while retaining485

valid judgments. This demonstrates HiMATE’s ef- 486

fectiveness in allocating different tiers of hierarchi- 487

cal MQM information to distinct agents, enabling 488

each to focus specifically on the error types under 489

its responsibility, thereby enhancing the evaluation 490

accuracy. More detailed case examples with staged 491

evaluation processes across agents are provided in 492

Appendix H. 493

6 Conclusion 494

This paper introduces HiMATE, a hierarchical 495

multi-agent framework for LLM-based machine 496

translation evaluation. The framework assembles 497

a three-stage strategy to enhance error detection 498

and severity assessment, leveraging self-reflection 499

and collaborative discussion mechanisms after sub- 500

type evaluation. The experimental results based 501

on correlation and similarity metrics demonstrate 502

the superior performance of HiMATE. Ablation 503

study further validates the contribution of each 504

stage in aligning closely with human judgments. 505

Detailed analyses highlight that HiMATE exhibits 506

pronounced advantages in error span detection com- 507

pared to existing LLM-based methods. Addition- 508

ally, evaluations across varying sentence lengths 509

indicate robust and consistent performance. Hi- 510

MATE also achieves stable advancements across 511

various text domains. The achievement of HiMATE 512

emphasizes the significance of effectively utiliz- 513

ing the human evaluation framework in designing 514

multi-agent collaborative evaluation strategies. 515
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Limitations516

Due to constraints in time and resources, the vali-517

dation process presented in this study primarily fo-518

cuses on selected models and language pairs, rather519

than an exhaustive evaluation across diverse mod-520

els and languages. The current study does not eval-521

uate the applicability of the proposed framework522

to advanced reasoning models, which have shown523

promising potential in comprehensive tasks. Addi-524

tionally, the current experiment does not include525

the evaluation of the cross-lingual comprehension526

and generation quality of LLMs.527
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A MQM Hierarchy694

The error typology used in HiMATE is categorized695

and further refined into 5 core error types and 19696

distinct subtypes. Considering the characteristics697

and practical requirements of the proposed frame-698

work, specific error definitions within MQM have699

been further refined without altering their origi-700

nal meanings. These refinements are based on the701

MQM-Full Master File Instructions and build upon702

the previous work (Freitag et al., 2021), as detailed703

in Table 8.704

B MQM Error Weight705

Following the architectural design and operational706

requirements of HiMATE, we eliminate the "non-707

translation" category and assign error weights that708

remain closely aligned with established human as-709

sessment practices (Freitag et al., 2021) for ma-710

chine translation evaluation. The MQM error711

weights used for calculating the final score are712

shown in Table 6.713

C Evaluation Experiment on MQM24714

To eliminate potential data leakage risks arising715

from the overlaps between LLM pre-training cor-716

pora and evaluation datasets, we perform additional717

evaluation experiments on outputs from the IKUN718

system on the MQM24 EN-DE dataset, encompass-719

ing 487 annotated translations. We select gpt-4o-720

mini as the backbone model for this experiment,721

whose training data cut-off is prior to the release722

of the MQM24 dataset. The experimental results,723

presented in Table 7, closely align with the con-724

clusions drawn from experiments conducted on725

the MQM22 dataset. On the one hand, HiMATE726

achieves excellent performance in terms of corre-727

lation and similarity. On the other hand, HiMATE728

demonstrates stable improvements across all eval-729

uation stages. These findings are consistent with730

the primary experimental results, further validat-731

ing the effectiveness and robustness of HiMATE in732

enhancing evaluation accuracy.733

D Stage-Transition Threshold Acquisition734

To determine an appropriate stage-transition thresh-735

old, several sentences unrelated to the primary ex-736

periment and not utilized as two-shot demonstra-737

tions are randomly selected from the MQM20 and738

MQM21 datasets, both for ZH-EN and EN-DE,739

forming the validation set. The size of this valida-740

tion set is approximately one-tenth of the MQM22741

Table 6: MQM error weights used to calculate the final
score in HiMATE.

Severity Category Weight

Major all others 5

Minor Fluency/Punctuation 0.1
all others 1

Neutral all 0

Table 7: Results of MTE methods on the EN-DE subset
of the MQM24 dataset, where the backbone model of
LLM-based methods is gpt-4o-mini. A higher Kendall’s
correlation coefficient (τ ) and Spearman’s correlation
coefficient (s), as well as a lower Mean Absolute Er-
ror (MAE) and Mean Squared Error (MSE), indicate
better alignment with human evaluations. Reference-
based methods are indicated with a gray background .
The best result in each column is bolded, and the second-
best is underlined.

Methods
EN-DE

τ ↑ s ↑ MAE ↓ MSE ↓

BLEU 0.050 0.071 0.1664 0.0394
BERTSCORE 0.109 0.153 0.0537 0.0095
COMET-22 0.245 0.343 0.1611 0.0376
COMETKIWI 0.190 0.263 0.0574 0.0099
xCOMET-XL 0.344 0.467 0.0940 0.0178

GEMBA-MQM 0.281 0.350 0.0563 0.0087
M-MAD 0.267 0.347 0.0275 0.0029

HiMATE-SE 0.254 0.344 0.0975 0.0322
HiMATE-SR 0.280 0.372 0.0732 0.0191
HiMATE-CD 0.321 0.424 0.0440 0.0072

dataset utilized in the main experiments.2 Each sen- 742

tence undergoes subtype evaluation and subsequent 743

self-reflection to produce confidence scores. Sub- 744

sequently, these confidence scores are ranked, and 745

empirical analysis suggests the confidence score at 746

the 60% percentile as the optimal stage-transition 747

threshold. Threshold values vary across language 748

pairs and models. 749

2The validation set can be found in https://anonymous.
4open.science/r/HiMATE-Anony
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Algorithm 1 Matching Algorithm
1: Given: Gold-standard error span G, detected error span

E, matching threshold θ ∈ (0, 1].
2: Tokenize G→ Gt, E → Et

3: n← |Gt|, m← |Et|
4: L← min(n,m)

5: while L ≥ 1 do
6: for i = 0 to n− L do
7: if ∃ j s.t. Gt[i : i+L] = Et[j : j+L] then
8: α← L/n, β ← L/m

9: if α ≥ θ and β ≥ θ then
10: return true
11: end if
12: end if
13: end for
14: L← L− 1

15: end while
16: return false

E Matching Algorithm of Error Span750

Detection751

A matching algorithm is employed to validate the752

accuracy of error span detection. Specifically,753

given a gold-standard error span G and a detected754

error span E, the match is confirmed only if both755

overlap ratios satisfy |I|/|G| ≥ θ and |I|/|E| ≥ θ,756

where I denotes the intersection segment G ∩ E,757

| · | represents length measurement (e.g., measured758

by token or character count), and θ is a predefined759

matching threshold 0 < θ ≤ 1. For instance, when760

θ = 50%, if the gold span G is "go back to the761

lab" (4 tokens) and the detected span E is "back to762

the lab tomorrow" (5 tokens), their intersection I763

("back to the lab", 3 tokens) yields overlap ratios of764

75% (3/4 for G) and 60% (3/5 for E), both exceed-765

ing the matching threshold 50%. The pseudocode766

is shown as Algorithm 1.767

F Supplementary Analysis on768

Domain-Specific Performance769

As illustrated in Figure 4, although HiMATE may770

exhibit slightly lower performance in specific do-771

mains, it demonstrates strong alignment with man-772

ual evaluation across most scenarios. Incorporating773

a hierarchical multi-agent structure combined with774

fine-grained error detection ensures robust perfor-775

mance of HiMATE across diverse text domains.776

G Prompts of HiMATE Agents777

The prompts utilized by the proposed HiMATE778

are presented in Tables 9 and 10. A three-stage779

pipeline is adopted, where the self-reflection stage780

comprises two sequential steps, and the collabora- 781

tive discussion stage involves a dialogue procedure 782

between two tiers of agents. 783

H Detailed Case Example 784

This section presents three illustrative cases demon- 785

strating the complete workflow of each agent 786

within HiMATE. These examples are generated 787

utilizing the gpt-4o-mini model. The first exam- 788

ple, sourced from MQM22 ZH-EN, corresponds to 789

the case discussed in Chapter 5.5, detailed in Ta- 790

bles 11 and 12. The second example, also derived 791

from MQM22 ZH-EN, is illustrated from Table 13 792

to Table 15. The third example, originating from 793

MQM22 EN-DE, is presented in Tables 16 and 17. 794
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Table 8: Core error subtypes and descriptions after refinement. Here, ’Core’ refers to high-level error categories
at tier-1, while ’Subtype’ denotes fine-grained error classifications at tier-2. ’Description’ are utilized within the
prompt to characterize each error type.

Core Subtype Description

Accuracy

Addition
Translation includes information (including the punctuation)
not present in the source.

Omission
A paragraph present in the source (including the noun, verb,
adverb, adverbial, punctuation, and so on) is missing in the
translation.

Mistranslation
Incorrect use in target content of a word, inconsistent match,
and the incorrect segmentation.

Untranslated text
Source text has been left untranslated. Not translating special
symbols or placeholders is not an untranslated text error.

Terminology
Inappropriate for context

Use of a term that differs from term usage required by a speci-
fied termbase or other resource.

Inconsistent use Terminology is used inconsistently.

Fluency

Punctuation
Unpaired quote marks or parentheses. Missing mark from a
set of paired punctuation marks, such as a missing parenthesis
or quote mark. And the omission or addition of punctuation.

Spelling Error occurring when a word is misspelled.

Grammar
Subject-verb disagreement, incorrect verb tenses or forms, and
improper declension of nouns, pronouns, or adjectives.

Register
Wrong grammatical register (e.g. inappropriately informal
pronouns).

Inconsistency Internal inconsistency (not related to terminology).

Character encoding
Error occurring when characters are garbled due to incorrect
application of an encoding.

Style Awkward
Some languages provide grammatical and stylistic features
that support complex, embedded ideas, which can result in
awkward style if a target text retains these features.

Locale
Convention

Address format
Error involving inappropriate address format for locale. Such
as the wrong form used for postal codes for target locale.

Currency format Incorrect currency format for its locale.
Date format Error involving inappropriate date format for its locale.

Name format
Name format used in text or a data field inappropriate for
its locale, such as switching the order of last and first names
inappropriately.

Telephone format
Error involving inappropriate telephone number form for lo-
cale.

Time format
Error involving incorrect time format for its locale. For exam-
ple, unless specified as using a 24-hour clock, US time formats
report time after noon using 12-hour notation.
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Figure 4: The Kendall’s correlation coefficient τ and Spearman’s correlation coefficient s across multiple text
domains on MQM22 ZH-EN and EN-DE dataset using the gpt-4o-mini model.
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Table 9: The prompt of Subtype Evaluation and Self-Reflection stages. Here, the Self-Reflection stage comprises
two sequential steps, the error correction and comparative verification.

Subtype Evaluation Self-Reflection

Role-Play Prompt Role-Play Prompt Role-Play Prompt
You are an evaluator conduct-
ing a manual translation evalua-
tion based on the MQM frame-
work, and you need to determine
whether the following translation
from Chinese to English below
contains an error.

You are an evaluator conducting
a manual translation evaluation
based on the MQM framework.
Here you are given a pair of sen-
tences: a source Chinese sen-
tence and its English translation.
You need to correct the errors in
the translation.

You are an evaluator conducting
a manual translation evaluation
based on the MQM framework.
Here you need to compare the
following original translation and
the corrected translation based on
the error definition.

Task Assignment Prompt Task Assignment Prompt Task Assignment Prompt
{Source}
{Translation}
{Error Definition}

Please check if there are er-
rors in the translation and
whether they meet the definition
of error types. You also need
to indicate the degree of error.
Error severities are assigned
independently of category, and
consist of Major, Minor, and
Neutral levels, corresponding,
respectively, to actual translation
or grammatical errors, smaller
imperfections, and purely
subjective opinions about the
translation.

{Source}
{Translation}
{Error Definition}
{Error Information}

Previously, you have identi-
fied specific types of errors
and the severity based on the
error definition. Based on the
information below, please correct
the errors in the translation.

{Original Translation}
{Corrected Translation}

Previously, you have cor-
rected the translation. Now,
determine whether the error
mentioned previously in the
original translation has been
corrected.
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Table 10: The prompt of the Collaborative Discussion stage. Two tiers of agents participate in this stage and engage
in discussion.

Collaborative Discussion

Tier-1 Agent Round Tier-2 Agent Round

Role-Play Prompt Role-Play Prompt
You are an expert in manual translation evalu-
ation based on the MQM framework and are
responsible for a high-level error type. In pre-
vious work, an evaluator responsible for a sub-
type has expressed his lack of confidence in
his answers. Please review his work and pro-
vide your opinions.

You are an evaluator who manually evaluates
translations based on the MQM framework. In
your previous work, you were not sure about
the accuracy of your evaluation. Therefore,
you communicated with the expert in charge
of coordinating the evaluation of the error sub-
type for which you are responsible.

Task Assignment Prompt Task Assignment Prompt
{Source Sentence}
{Translation}
{Previous Error Information}
{Previous Chat History}

The following is the source sentence
and its corresponding translation, as well as
the assessment of the subcategory evaluator
on the existence and severity of the error.
Please provide your opinion. You need to
determine whether an error exists, and then
judge whether the degree of error is correct.
You don’t need to completely negate it.

{Source Sentence}
{Translation}
{Previous Error Information}
{Previous Chat History}

Regarding the source sentence and its
translation, as well as the evaluation answer
you provided, your superior evaluation expert
has provided the following opinions. Please
indicate whether you agree with his viewpoint.
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Table 11: The workflow for each agent in the first case from the MQM22 ZH-EN dataset generated by gpt-4o-mini.
The table illustrates the subtype evaluation stage, with segments highlighted in red indicating incorrect judgments
and those in green indicating correct ones. Subsequent tables will consistently adopt this convention.

Source 希望你们了解一下

Translation I hope you know about it.
Reference I hope you can find out about it.
Annotation Major-Mistranslation-‘know about it’

HiMATE-SE

Major-Mistranslation-‘know about it’ tier-2 agent: "The translation "I hope
you know about it" does not accurately convey the meaning of the source text
"希望你们了解一下" which more appropriately translates to "I hope you all
understand" or "I hope you all are aware" The use of "know about it" implies a
lesser degree of understanding and does not capture the intent of encouraging
awareness or understanding, thus constituting a major mistranslation."
Minor-Inappropriate for context-‘know’ tier-2 agent: "The translation "I hope
you know about it" does not accurately convey the nuance of "希望你们了解
一下," which suggests a desire for the audience to gain a better understanding
or awareness of something, rather than simply knowing about it. The term
"了解" implies a deeper comprehension than "know," which could be seen as
inappropriate for the context. However, the overall meaning is still conveyed,
hence the error is classified as minor."
Major-Omission-‘希望’ tier-2 agent: "The translation omits the word "希望"
("hope") in the source, which changes the tone and intention of the message.
The translation does not convey the speaker’s hope or desire for understanding,
resulting in a significant difference in meaning."
Minor-Awkward-‘I hope you know about it’ tier-2 agent: "The translation
"I hope you know about it" is somewhat awkward because it implies a level
of familiarity that may not be intended in the original Chinese phrase "希
望你们了解一下" which suggests a desire for the listeners to gain some
understanding or awareness rather than simply knowing about something. A
more natural translation could be "I hope you can understand this" or "I hope
you can learn about this" which would better convey the intent of the original
message."
Minor-Addition-‘know about it’ tier-2 agent: "The translation "I hope you
know about it" is somewhat awkward because it implies a level of familiarity
that may not be intended in the original Chinese phrase "希望你们了解
一下" which suggests a desire for the listeners to gain some understanding
or awareness rather than simply knowing about something. A more natural
translation could be "I hope you can understand this" or "I hope you can learn
about this" which would better convey the intent of the original message."
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Table 12: The workflow for each agent in the first case from the MQM22 ZH-EN dataset generated by gpt-4o-mini.
The table illustrates the self-reflection and collaborative discussion stages.

Source 希望你们了解一下

Translation I hope you know about it.
Reference I hope you can find out about it.
Annotation Major-Mistranslation-‘know about it’

HiMATE-SR-Correction

Major-Mistranslation-‘know about it’ tier-2 agent: "I hope you all understand."
Minor-Inappropriate for context-‘know’ tier-2 agent: "I hope you can under-
stand it better."
Major-Omission-‘希望’ tier-2 agent: "I hope you understand this."
Minor-Awkward-‘I hope you know about it’ tier-2 agent: "I hope you can
understand this."
Minor-Addition-‘know about it’ tier-2 agent: "I hope you understand a bit
about it."

HiMATE-SR-Verification

Major-Mistranslation-‘know about it’ tier-2 agent: "Error has been corrected."
Minor-Inappropriate for context-‘know’ tier-2 agent: "No significant differ-
ence between the original translation and the corrected Translation."
Major-Omission-‘希望’ tier-2 agent: "No significant difference between the
original translation and the corrected Translation."
Minor-Awkward-‘I hope you know about it’ tier-2 agent: "Error has been
corrected."
Minor-Addition-‘know about it’ tier-2 agent: "Error has been corrected."

HiMATE-CD-Round1

Major-Mistranslation-‘know about it’ tier-1 agent: "Error Exist: Yes Error
Severity: Major. The evaluator’s assessment is correct. The translation "I
hope you know about it" does not accurately capture the meaning of the source
sentence "希望你们了解一下" which conveys a sense of encouraging un-
derstanding or familiarity rather than merely hoping that the audience knows
something. This misrepresentation of intent in the translation qualifies as a
major error, as it alters the original message significantly."
Minor-Awkward-‘I hope you know about it’ tier-1 agent: "Error Exist: No.
Error Severity: Neutral. The translation "I hope you know about it" is gram-
matically correct but does not fully capture the nuance of the source sentence
"希望你们了解一下" which implies a desire for understanding rather than
mere knowledge. The awkwardness stems from the choice of words rather
than a clear error, making it more subjective. Therefore, I would classify the
severity as Neutral rather than Minor."
Minor-Addition-‘know about it’ tier-1 agent: "Error Exist: No. Error Sever-
ity: Neutral. The evaluator correctly identified the addition error, as the
translation introduces a nuance that is not present in the source text. However,
the severity should be considered neutral rather than minor, as the addition
does not significantly distort the original meaning or create a major misunder-
standing. It is more of a stylistic difference rather than a critical error."

HiMATE-CD-Round2
Major-Mistranslation-‘know about it’ tier-2 agent: "I agree with him."
Minor-Awkward-‘I hope you know about it’ tier-2 agent: "I agree with him."
Minor-Addition-‘know about it’ tier-2 agent: "I agree with him."
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Table 13: The workflow for each agent in the second case from the MQM22 ZH-EN dataset generated by gpt-4o-
mini. The table illustrates the subtype evaluation stage.

Source 无论从接待、化妆、服装、灯光、摄影到后期都无可挑剔。

Translation
From reception, makeup, costumes, lighting, photography to the late stage, it
is impeccable.

Reference
It was perfect in reception, makeup, clothing, lamplight, photography and
post-editing.

Annotation Major-Mistranslation-‘late stage’

HiMATE-SE

Major-Mistranslation-‘the late stage’ tier-2 agent: "The phrase "to the late
stage" in the translation does not accurately convey the meaning of the original
Chinese text, which implies that everything is impeccable "from reception
to post-production" without a clear distinction or segmentation of "the late
stage." This mistranslation leads to confusion about the intended meaning and
scope of the description."
Minor-Addition-‘the late stage’ tier-2 agent: "The translation introduces the
phrase "the late stage" which is not present in the source text ("后期" could
refer to a general later stage rather than a specific term). This addition alters
the original meaning slightly by being more specific than the original context
intended."
Major-Omission-‘无论从’ tier-2 agent: "The translation omits the phrase
"无论从" (which means "regardless of" or "no matter if") from the original
Chinese sentence, altering the meaning and emphasis of the statement. This
results in a significant loss of context and intent, qualifying it as a major
omission."
Minor-Grammar-‘to the late stage’ tier-2 agent: "The phrase "to the late stage"
does not accurately reflect the intended meaning of "后期" which typically
refers to "post-production" or "editing" in a context involving photography or
film. Although the overall translation is understandable, this specific phrase
could lead to ambiguity regarding the stages mentioned, making it a minor
grammatical error."
Minor-Inconsistency-‘the late stage’ tier-2 agent: "The translation uses ẗhe late
stageẅhich is not a commonly used term in English for "后期" in this context.
A more appropriate term would be "post-production" or "final stage." This
creates a slight inconsistency in the translation, but it does not significantly
alter the meaning."
Minor-Awkward-‘to the late stage’ tier-2 agent: "The translation "From re-
ception, makeup, costumes, lighting, photography to the late stage, it is
impeccable." feels awkward due to the phrasing "to the late stage" which is
not a commonly used expression in English. A more natural phrasing like
"post-production" would make it smoother. However, the overall meaning is
conveyed, which keeps the severity at a minor level."
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Table 14: The workflow for each agent in the second case from the MQM22 ZH-EN dataset generated by gpt-4o-
mini. The table illustrates the self-reflection stage.

Source 无论从接待、化妆、服装、灯光、摄影到后期都无可挑剔。

Translation
From reception, makeup, costumes, lighting, photography to the late stage, it
is impeccable.

Reference
It was perfect in reception, makeup, clothing, lamplight, photography and
post-editing.

Annotation Major-Mistranslation-‘late stage’

HiMATE-SR-Correction

Major-Mistranslation-‘the late stage’ tier-2 agent: "From reception, makeup,
costumes, lighting, photography to post-production, everything is impecca-
ble."
Minor-Addition-‘the late stage’ tier-2 agent: "From reception, makeup, cos-
tumes, lighting, photography to post-production, it is impeccable."
Major-Omission-‘无论从’ tier-2 agent: "Regardless of reception, makeup,
costumes, lighting, photography, or the late stage, it is impeccable."
Minor-Grammar-‘to the late stage’ tier-2 agent: "From reception, makeup,
costumes, lighting, photography to post-production, it is impeccable."
Minor-Inconsistency-‘the late stage’ tier-2 agent: "From reception, makeup,
costumes, lighting, photography to post-production, it is impeccable."
Minor-Awkward-‘to the late stage’ tier-2 agent: "From reception, makeup,
costumes, lighting, photography to post-production, it is impeccable."

HiMATE-SR-Verification

Major-Mistranslation-‘the late stage’ tier-2 agent: "Error has been corrected."
Minor-Addition-‘the late stage’ tier-2 agent: "Error has been corrected."
Major-Omission-‘无论从’ tier-2 agent: "No significant difference between
the original translation and the corrected Translation."
Minor-Grammar-‘to the late stage’ tier-2 agent: "No significant difference
between the original translation and the corrected Translation."
Minor-Inconsistency-‘the late stage’ tier-2 agent: "Error has been corrected."
Minor-Awkward-‘to the late stage’ tier-2 agent: "Error has been corrected."
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Table 15: The workflow for each agent in the second case from the MQM22 ZH-EN dataset generated by gpt-4o-
mini. The table illustrates the collaborative discussion stage.

Source 无论从接待、化妆、服装、灯光、摄影到后期都无可挑剔。

Translation
From reception, makeup, costumes, lighting, photography to the late stage, it
is impeccable.

Reference
It was perfect in reception, makeup, clothing, lamplight, photography and
post-editing.

Annotation Major-Mistranslation-‘late stage’

HiMATE-CD-Round1

Major-Mistranslation-‘the late stage’ tier-1 agent: "Error Exist: Yes. Error
Severity: Major. The translation "From reception, makeup, costumes, light-
ing, photography to the late stage, it is impeccable" misrepresents the original
meaning. The term "后期" typically refers to "post-production" rather than
"the late stage." This distortion significantly alters the intended message about
the quality of the various aspects involved, thus justifying a major severity
rating."
Minor-Addition-‘the late stage’ tier-1 agent: "Error Exist: No. Error Sever-
ity: Neutral. The evaluator correctly identified the addition error, as the
phrase "late stage" in the translation does not correspond to the source text.
However, the severity should be considered neutral rather than minor, as this
error does not belong to an addition error. "
Minor-Inconsistency-‘the late stage’ tier-1 agent: "Error Exist: No. Er-
ror Severity: Neutral. The evaluator correctly identified the existence of
an inconsistency in the translation, as the phrase "late stage" does not ac-
curately reflect the original meaning of "后期" which typically refers to
"post-production" in this context. However, the severity should be considered
Neutral rather than Minor, as this does not significantly impact the overall
understanding of the text. The translation remains comprehensible, and the
error does not lead to a misunderstanding of the main message."
Minor-Awkward-‘to the late stage’ tier-2 agent: "Error Exist: No. Error
Severity: Neutral. The translation retains grammatical acceptability but
lacks the fluidity and coherence expected in the target language. While it
does exhibit awkwardness, the severity should be assessed as neutral rather
than minor, as it primarily involves a subjective opinion rather than causing a
notable impact on the overall meaning or readability. The phrase "to the late
stage" feels particularly awkward and could confuse readers, but it does not
constitute a significant error affecting comprehension."

HiMATE-CD-Round2

Major-Mistranslation-‘the late stage’ tier-2 agent: "I agree with him."
Minor-Addition-‘the late stage’ tier-1 agent: "I agree with him."
Minor-Inconsistency-‘the late stage’ tier-1 agent: "I agree with him."
Minor-Awkward-‘to the late stage’ tier-2 agent: "I agree with him."
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Table 16: The workflow for each agent in the third case from the MQM22 EN-DE dataset generated by gpt-4o-mini.
The table illustrates the subtype evaluation stage.

Source

This move is just the latest twist in the Dallas-Washington rivalry, one that got
juiced up even more this week when Cowboys head coach Mike McCarthy
predicted a win for his team, prompting some fireworks back and forth with
Washington’s Ron Rivera and players.

Translation

Dieser Schritt ist nur die jüngste Wendung in der Rivalität zwischen Dallas
und Washington, die diese Woche noch stärker gemacht wurde, als Cowboys-
Cheftrainer Mike McCarthy einen Sieg für sein Team vorhersagte und ein
Feuerwerk zwischen Ron Rivera und Spielern aus Washington auslöste.

Reference

Diese Aktion ist nichts als ein weiteres Kapitel in der Rivalität zwischen
Dallas und Washington, die diese Woche noch mehr an Fahrt aufnahm, als
der leitende Coach der Cowboys Mike McCarthy einen Sieg seines Teams
voraussagte und ein hitziges Wortgefecht mit Ron Rivera von Washington und
seinen Spielern auslöste.

Annotation
Minor-Awkward-‘stärker gemacht’, Minor-Awkward-‘Feuerwerk’, Minor-
Mistranslation-‘Feuerwerk’

HiMATE-SE

Minor-Awkward-‘stärker gemacht wurde’ tier-2 agent: "The phrase "stärker
gemacht wurde" is somewhat awkward in German. A more natural phrasing
could be "intensiver wurde" or "mehr an Intensität gewann." The current trans-
lation retains the original structure but does not flow as smoothly in German,
leading to a minor awkwardness in style."
Major-Mistranslation-‘Feuerwerk’ tier-2 agent: "The translation uses "Feuer-
werk" which is more commonly associated with fireworks in a literal sense,
while the context implies a figurative sense of heated exchanges or confronta-
tions. A more appropriate term might be "Auseinandersetzungen" or "Kon-
flikte" to convey the intended meaning of verbal disputes."
Minor-Inconsistency-‘die diese Woche noch stärker gemacht wurde’ tier-2
agent: "The phrase "die diese Woche noch stärker gemacht wurde" implies
that the rivalry was made stronger, whereas the original phrase suggests a
progression in intensity due to recent events. A more accurate translation could
clarify that the rivalry was intensified rather than simply "made stronger." This
is a minor inconsistency that doesn’t convey the precise meaning of the source
text."
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Table 17: The workflow for each agent in the third case from the MQM22 EN-DE dataset generated by gpt-4o-mini.
The table illustrates the self-refleciton and collaborative discussion stages.

Source

This move is just the latest twist in the Dallas-Washington rivalry, one that got
juiced up even more this week when Cowboys head coach Mike McCarthy
predicted a win for his team, prompting some fireworks back and forth with
Washington’s Ron Rivera and players.

Translation

Dieser Schritt ist nur die jüngste Wendung in der Rivalität zwischen Dallas
und Washington, die diese Woche noch stärker gemacht wurde, als Cowboys-
Cheftrainer Mike McCarthy einen Sieg für sein Team vorhersagte und ein
Feuerwerk zwischen Ron Rivera und Spielern aus Washington auslöste.

Reference

Diese Aktion ist nichts als ein weiteres Kapitel in der Rivalität zwischen
Dallas und Washington, die diese Woche noch mehr an Fahrt aufnahm, als
der leitende Coach der Cowboys Mike McCarthy einen Sieg seines Teams
voraussagte und ein hitziges Wortgefecht mit Ron Rivera von Washington und
seinen Spielern auslöste.

Annotation
Minor-Awkward-‘stärker gemacht’, Minor-Awkward-‘Feuerwerk’, Minor-
Mistranslation-‘Feuerwerk’

HiMATE-SR-Correction

Minor-Awkward-‘stärker gemacht wurde’ tier-2 agent: "Dieser Schritt ist nur
die jüngste Wendung in der Rivalität zwischen Dallas und Washington, die
diese Woche noch intensiver wurde, als Cowboys-Cheftrainer Mike McCarthy
einen Sieg für sein Team vorhersagte und ein Feuerwerk zwischen Ron Rivera
und Spielern aus Washington auslöste."
Major-Mistranslation-‘Feuerwerk’ tier-2 agent: "Dieser Schritt ist nur die
jüngste Wendung in der Rivalität zwischen Dallas und Washington, die diese
Woche noch stärker gemacht wurde, als Cowboys-Cheftrainer Mike McCarthy
einen Sieg für sein Team vorhersagte und Auseinandersetzungen zwischen
Ron Rivera und Spielern aus Washington auslöste."
Minor-Inconsistency-‘die diese Woche noch stärker gemacht wurde’ tier-2
agent: "Dieser Schritt ist nur die jüngste Wendung in der Rivalität zwischen
Dallas und Washington, die diese Woche noch intensiver wurde, als Cowboys-
Cheftrainer Mike McCarthy einen Sieg für sein Team vorhersagte und ein
Feuerwerk zwischen Ron Rivera und Spielern aus Washington auslöste."

HiMATE-SR-Verification

Minor-Awkward-‘stärker gemacht wurde’ tier-2 agent: "Error has been cor-
rected."
Major-Mistranslation-‘Feuerwerk’ tier-2 agent: "Error has been corrected."
Minor-Inconsistency-‘die diese Woche noch stärker gemacht wurde’ tier-2
agent: "No significant difference between the original translation and the
corrected Translation."

HiMATE-CD-Round1

Minor-Awkward-‘stärker gemacht wurde’ tier-1 agent: "No explanation due
to exceeding the stage-transition threshold."
Minor-Mistranslation-‘Feuerwerk’ tier-1 agent: "Error Exist: Yes. Error
Severity: Minor. While there is a mistranslation present, the errors noted do
not significantly alter the overall meaning of the source text. The translation
captures the core sentiment and information though with some imprecision.
Therefore, although there is an error, it does not warrant a major severity
classification, as it does not impede comprehension or alter the message’s
intent in a substantial way. A minor severity classification is more appropriate
here."

HiMATE-CD-Round2 Minor-Mistranslation-‘Feuerwerk’ tier-2 agent: "I agree with him."
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