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Abstract

We present DYMAG, a graph neural network based on a novel form of message
aggregation. Standard message-passing neural networks, which often aggregate
local neighbors via mean-aggregation, can be regarded as convolving with a simple
rectangular waveform which is non-zero only on 1-hop neighbors of every vertex.
Here, we go beyond such local averaging. We will convolve the node features
with more sophisticated waveforms generated using dynamics such as the heat
equation, wave equation, and the Sprott model (an example of chaotic dynamics).
Furthermore, we use snapshots of these dynamics at different time points to create
waveforms at many effective scales. Theoretically, we show that these dynamic
waveforms can capture salient information about the graph, including connected
components, connectivity, and cycle structures. Empirically, we test DYMAG on
both real and synthetic benchmarks to establish that DYMAG outperforms baseline
models on recovery of graph persistence, generating parameters of random graphs,
as well as property prediction for proteins, molecules and materials. Our code is
available at https://anonymous.4open.science/r/DYMAG-196E/.

1 Introduction

Message passing graph neural networks (GNN5s) rely on aggregating signals via local averaging,
which can be interpreted as convolving the node features with a simple, rectangular waveform
that is non-zero only within one-hop neighborhoods of each vertex. It is known that this type of
message-passing tends to suffer from over-smoothing if too many iterations are applied and from
under-reaching if too few are applied [, (2, [3]]. One possible solution is to use multiscale message
passing [4]. Another approach, [5 6} 7,18, 9} [10} [L1} 112} [13]], more directly related to our work, is
to use graph wavelets [[14}[15]. These wavelets can be viewed as convolving the input features with
multiscale, oscillatory waveforms, in contrast to the simple, rectangular, one-hop waveforms used in
message passing.

Here, we introduce DYMAG, which uses dynamics on the graph to generate waveforms, which we
will convolve with the node features. We will use these waveforms as a form of multiscale message
aggregation, which we show can effectively extract graph geometric and topological information and
outperform baseline methods on graph-level tasks that rely on such graph properties.

We evaluate DYMAG on a broad spectrum of graph learning benchmarks spanning synthetic, citation,
molecular, and materials science datasets. To assess its ability to recover generative and topological
structure, we first test on synthetic graphs, including Erdds-Rényi and stochastic block models,
where the task involves inferring graph parameters and persistent features. We then evaluate on
citation networks, including homophilic datasets - Cora [16], Citeseer [17], and PubMed [18] - and
heterophilic datasets - Texas, Wisconsin, and Cornell [19]. We further demonstrate DYMAG's scala-
bility on the largest dataset in the Open Graph Benchmark, ogbn-papers100M [20], demonstrating
that it can recover topological properties of massive graphs. For molecular property prediction, we
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consider both protein graphs PROTEINS, ENZYMES, and MUTAG [21]] and small-molecule graphs
(DrugBank [22]], Drug Therapeutics Program AIDS Antiviral Screen Data [23]]). Finally, we test on
the Materials Project dataset [24] to predict materials properties such as band gaps. Across these
varied domains, DYMAG consistently outperforms standard GNNs and approaches the performance
of pretrained, domain-specific models. Our main contributions are as follows:

1. We introduce a DYMAG, a novel GNN which uses dynamics-waveform-based message aggrega-
tion and is capable of capturing complex signal patterns on a graph.

2. We show theoretically that our waveforms capture both the low-pass and band-pass portion of the
input features as well as geometric and topological information including the graph spectrum,
connected components, connectivity, cycles, shortest-path distance, and curvature.

3. We show that our method better predicts geometric and topological network properties—such as
curvature and extended persistence images—compared to standard message passing networks.

4. We demonstrate that DYMAG outperforms various message passing networks as well as a large
pretrained domain-specific model on molecular predictions.
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Figure 1: Visualization of Waveforms (a) Waveforms visualized on a path graph with a signal (feature), where
DYMAG provides more diverse waveforms than standard message passing; (b) waveforms and combinations
provide low-pass and bandpass filters in the frequency domain.

2 Related work and Background

Previous work has either analyzed dynamics on graphs [25} 126l 27, 28} [29} 130} 31]] or aimed to use
dynamics as a framework for understanding GNNSs. In the latter case Chamberlain et al. [32} 33]],
Eliasof et al. [34]] and Thorpe et al. [35] viewed message passing as a time-discretized diffusion
PDE and used this insight to design novel GNNs. Unlike those methods, we view PDE solutions as
waveforms and use convolution against these waveforms to define our aggregation rule. Additionally,
existing work primarily focuses on parabolic equations while we also consider hyperbolic and chaotic
dynamics. We provide a further discussion of related work in Appendix

2.1 Graph Signal Processing

In Graph Signal Processing, a node feature vector x € R" is viewed as a signal on the vertices of
a weighted, undirected graph G = (V, E,w), |V| = n [36,37]. Let L = UAU " be its Laplacian
with eigendecomposition Lvy, = A\pvg, 0 = A < --- < \,,. The graph Fourier transform is defined
by projecting the signals onto these eigenvectors X = U " x. The projection onto the first several
eigenvectors (small \j) captures the smooth portion of the signal, and the projection onto the later
eigenvectors (large \j) captures the oscillatory ones. Classical message-passing GNNs often act as
low-pass filters [38}139], effectively only keeping the smooth portion of the signal; DYMAG instead
aggregates with waveforms spanning low, mid, and high bands. (Details in Appendix [B.1])

2.2 Heat and Wave Dynamics on a Graph

For a > 0, we define the a-fractional graph Laplacian by L* := UA®U . For each i € V, we let §;
denote the Dirac signal at i given by §;(k) = 1if i = k, 0;(k) = 0 otherwise. Given the fractional
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Laplacian, we may then define

L (0,1) = 0l (v, 1), ul?(0,0) = 6;(v), (Heat) (1

—Lau%,)(v,t) = 8t2u§f[,) (v,1), u%)(v,O) = 4;(v), atug/)(v,O) =co;(v), (Wave) (2)

as the heat and wave equations with a initial value §; (and initial veclocity c¢d; for wave). On a
connected graph G, they admit closed-form solutions:

ug)(v,t) = Zeiﬂg (v, di)vi(v), and 3)
k=1

uw@,t)—ki:lcos( Aztxuk,aim(v)+t<u1,ca@->u1<v>+kz;J%smmtxuk,cwk(v). @

These expressions extend to disconnected graphs and, by Remark 1 of [40], are invariant to the
choice of Laplacian eigenbasis. (See Appendix [D.T]for details).

2.3 Chaotic Dynamics on a Graph

Chaotic dynamics, describing systems that have aperiodic behavior and sensitivity to initial condi-
tions [41]], can be modeled by the Sprott dynamics [42]:

G w0 = b (v ) +tanh( DS engu®,0), us(,0) =3 ®
v €N (v)

Solutions remain bounded for b > 0. For b = 0.25, fully connected graphs with generic couplings or
sparse graphs exhibit positive Lyapunov exponents (chaos). [43]42]. (Full details in Appendix [B.3])

3 Methods

DYMAG is a graph neural network consisting of two main parts.

1. Waveform Bank Creation: A diverse bank of multi-scale waveforms is constructed by
solving the PDEs considered in Section[2] These waveforms define a set of basis functions
that encode diverse patterns across spatial and temporal scales. (See Section[3.1])

2. Multi-scale Aggregations: At each layer 1 < ¢ < L, node representations X (=1) are
convolved with the waveform bank. The result is then passed through an MLP to produce
an updated representation X (). This step replaces standard message passing mechanisms
by aggregation via sophisticated, multiscale waveforms. (See Section[3.2])

(a) WAVEFORMCREATION (b) MULTISCALEAGGREGATION (c) DYMAG
Waveform Creation Node ESS3oTar |
Graph Signal Embedding Embedding
WAVEFORM
i S - A A CREATION

MULTISCALE

Ko w S B8
. " AGGREGATION
— olve ) 8 a
PDE I~ w0 - . Uy es E——

Figure 2: Visual illustration of DYMAG (a) Waveform bank creation solving PDEs. (b) Multiscale Aggregation
by taking inner product with the waveforms. (c) DYMAG consists of stacked layers and a prediction head.

3.1 Waveform Bank Creation Using PDEs

Let u(¥) (v, t) denote the solution to the chosen PDE dynamics (wave, heat, or Sprott equations) with
initial condition u(*)(-,0) = &;(-), where &;(j) = 1 if j = i and 0 otherwise (a Dirac signal centered
at node ). When applicable (for second-order dynamics), we also set d;u(-,0) = cd;(-), with a
fixed hyperparameter ¢ > 0. We choose K time points 7 = (1, ...,tx) by fixing a maximal time

T and then setting ¢, = kT'/K. We then define U = {W; 1}, 1 <j< jc » Where u; . is the vector
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Algorithm 1:
ATION

WAVEFORMCRE-

Input: Graph G = (V, E, w);
sample times: t1,...,tK
Output: Waveforms U
forv, eV, k=1,...,Kdo
6;(+) « DiracSignals(G, i);
uP (1)
SolvePDE((InitCond = §;);
wi g — uD (L)

Algorithm 2: MULTISCALEAGGR

Algorithm 3: DYMAG

Input: Graph G = (V, E, w); node
features X (©); waveforms U
Output: Updated features X e+
for
v, €EV,1<ji<m1<k<K
do

L A5

¥i  MLP(vec(h{')));

T .
< uiykx]',

Input: Graph G = (V, E, w); node
features X = {x; }; sample times
T; layers L

Output: Output Y

U <+ WAVEFORMCREATION(G, T);

x©  x;

for{=1,...,Ldo

Y <« READOUT(X (D));

1
2
3
4 L X® «— MuLTISCALEAGGR(X “~ V) 1),
5
6

£41 T TN\T
return U = {u; x}iev, 1<k<K 4 return X“HD = (v, y)) return Y’

u; = u (-, t;) € R™. We refer to U as the PDE waveform bank (see Algorithmand Figure ).
Each waveform u; j, is centered at node ¢ and corresponds to a snapshot of the PDE dynamics at time
scale ti. The bank U collects such waveforms across all nodes and multiple time scales, similar to
wavelets but more flexible thanks to the diverse dynamics. FigureT|shows basic waveforms and more
complex patterns created via combinations (from the MLP discussed below).

We note that U/ can be computed offline prior to training for increased computational efficiency.
Additionally, note that the waveforms can be computed efficiently via either Chebyshev approximation
or a Runge-Kutta scheme. We further discuss and report results on complexity and scalability in

Appendix [C]

3.2 Multi-scale Aggregation

In each layer, ¢, we assume that we are given an n. X m, feature matrix X © (where X () consists of
the initial node features). We let x; € R"™ denote the 7-th column of X (), which we interpret as a
signal defined on V. For each waveform u; ;, in the waveform bank I/ (Section [3;1'[) we perform an
inner product with the node features, thought of as a convolution:

hﬂ = (6)

(W 1, %;) = 1] ;.

We then combine these convolved features by applying an MLP to the states (") associated with each
node v;, i.e., y; = MLP (vec (n())). We then reorganize the y; into a transformed feature matrix
XD = (y],...,y1)7T (so that y] is the i-th row of X (“*1)). See Algorithm[2]and Figure [2p.

The inner product, Eqn. @, can also be interpreted as the feature x; being updated via a message from
a source node v; at scale k. Indeed, message passing neural networks can be interpreted as performing
such an inner product with a limited bandwidth rectangular waveform, as shown in Figure[I]and then
applying the MLP. We remark that since we use waveforms based on PDE solutions of various time
snapshots, we obtain multi-scale embeddings. As the time ¢, increases, the waveform effectively
dilates and spreads to a larger neighborhood of vertices. Furthermore, via the MLP, DYMAG is able
to learn novel combinations of the waveforms, either from different source nodes or at different time
scales. This includes the diffusion wavelets [15] which can be obtained by subtracting solutions to
the heat equation at different time scales [40].

Downstream Readout After L rounds of Multi-scale aggregation, the resulting node represen-

tations X () = {ng)}iev are used for prediction. For node-level tasks, a shared MLP is applied
independently to each node feature vector. For graph-level tasks, node features are first aggregated us-
ing a permutation-invariant pooling operation (e.g., global mean or sum), followed by a task-specific
MLP to produce the graph-level output. See Figure 2k and Algorithm 3]

3.3 Theoretical Properties Related to Dynamics-based Waveforms on the Graph

Below, we formulate properties of our waveforms and the information they are able to extract from
the graph. These results serve as motivation for our method, which utilizes these dynamics as a novel
aggregation paradigm for graph neural networks. Complete proofs are provided in Appendix [D]
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3.3.1 Frequency Domain Characteristics of Waveform Based Message Aggregation

Standard message passing can be viewed as convolving the node features with a single, simple,
rectangular waveform. From the perspective of graph signal processing, this corresponds to a low-
pass filtering which only preserves the low-frequency (smooth) portion of the node features (See
Appendix [F}) In contrast, DYMAG employees a richer, more sophisticated bank of waveforms, which
we will show allows DYMAG to extract a variety of different types of information.

We first consider a function defined by ug;(v, t) = ug) (v,t1) — u%) (v, t2) for two fixed times,
0 < t; < to. In the graph-Fourier domain, its response at frequency (eigenvalue) A is e 11 % —
e~ t2*% . This function (1) isOat A\ = 0, (ii) tends to 0 as A, — oo, and (iii) reaches a single maximum

1/« .
at A\* = (t;tl 1og(§—f)) . Thus, ug)P suppresses both very low and very high frequencies, but

keeps information in a moderate frequency band (which depends on ¢; and ¢5). Therefore, we call
ug)P a band-pass function. Notably, DYMAG has the ability to learn this function via the use of the
MLP which is applied after Eqn. [6] We next consider the solution to the wave equation given by
Eqn.[4] for simplicity focusing on the case where ¢ = 0. The frequency response at each A, is given
by cos(y/At). Since this function peaks and falls in multiple different “bands" we think of it as a
multi-band-pass function. This leads us to the following proposition.

Proposition 3.1 (Band-pass information). DYMAG is able to extract band-pass, or even multi-band-
pass information from the node features.

Proof sketch. In heat-equation case, DYMAG can learn the band-pass function ug)P via suitable
weights in the MLP. In the wave equation case, DYMAG is able to capture multi-band-pass informa-
tion as a consequence of the sinusoidal frequency response of the wave solution, wyy . O

In addition to the above propositions, we note that DYMAG is also able to learn low-pass information,

similar to standard message passing networks. This is a direct consequence of the fact that ug)

has a decreasing frequency response e '+ . It can also learn high-pass information via function
u](;i)gh =1- ug). We next discuss how the frequency-domain characteristics of DYMAG help

alleviate the following limitations of standard GNNs5s:

Over-smoothing: Message passing networks utilize rectangular pulse waveforms, which act as
low-pass filters, i.e., smoothing operators. With each layer, the features get smoother and smoother,
eventually become nearly constant, which limits their usefulness. By contrast, DYMAG is able
to learn band-pass, high-pass, and multi-band-pass information in addition to standard low-pass
information. This allows it to avoid the oversmoothing problem. (We also demonstrate this empirically
in Appendix[G])

Under-reaching: Message passing networks only aggregate within local, one-hop neighborhoods.
Thus, their receptive field is equal to the number of layers, which must be kept small to avoid
severe oversmoothing. This limits their ability to capture global structure or long-range interactions.
DYMAG, on the other hand, performs aggregation via waveforms which are not confined to one-hop
neighborhoods and is able to capture global structure.

Heterophily: The local averaging operation in message passing networks, are particularly problem-
atic on heterophilic graphs where many nodes have different labels than their neighbors. DYMAG’s
diverse waveform banks are able to capture band-pass, multi-band-pass, and high-frequency infor-
mation (in addition to low-pass). This makes them well-suited to heterophilic graphs. Additionally,
we note that our experiment shows that the Sprott dynamics perform particularly well on node
classification on heterophilic graphs (see Figure [3), perhaps because of their ability to detect subtle
changes in different portions of the network structure.

3.3.2 General Properties of Solutions

The following result shows that DYMAG is able to identify the connected components of G.

Proposition 3.2 (Identification of Connected Components). Ler u(*) (v, t) denote the solution to the
heat equation, wave equation, or Sprott chaotic dynamics. Suppose that G is not connected. Then,
for any v which is not in the same connected component as v;, and all t > 0, we have u(?) (v,t) =0.
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Proof sketch. We verify that @) (v, t) := u( (v,t)- 1,cc, where C C V is the component containing
v; satisfies the same PDE as u(%) (v, t). The result follows by uniqueness of solutions. O

Due to Proposition we will assume that G is connected in the following sections. However, we
note that many of the results still apply to disconnected graphs with suitable modifications.

3.3.3 Heat Dynamics

The continuous and global nature of DYMAG allows it to instantaneously have a receptive field over
the entire graph. Intuitively, this corresponds to information spreading instantaneously over the graph
(although for small values of ¢ the energy u%)(v, -) will be mostly concentrated near v;). This is
in contrast to message passing networks where the receptive field about each node is equal to the

number of layers (which is usually kept small in order to avoid over-smoothing).
Proposition 3.3. Let G be connected and let L be the random-walk Laplacian L., (with o = 1). Let
u%) (v, t) be the solution to the heat equation, Eqn. 3| Then ugfl)(v, t)>0forallv eV andt > 0.

Proof Sketch. This is a consequence of a relationship between u(I;) and continuous-time random
walks established in Lemma[D.3] O
Our next two results analyze the energy decay of ugfl). They suggest that graphs with a larger Ao will
have a faster rate of energy decay. The second eigenvalue of a graph can be related to the isoperimetric
ratio of a graph through Cheeger’s inequality, thereby revealing information on graph structure and
how “bottlenecked" a particular graph is [44]. Additionally, they show that the properties of heat
energy decay can distinguish between graph structures. We note that although the assumptions for
Proposition [3.5]represents a rather specific set of conditions, we expect that when two graphs have
edges generated according to a similar rule or distribution, the more densely connected graph will
have more rapidly decaying heat energy.

Proposition 3.4 (Heat energy). Let G be connected, and let ug) (v, t) be as in the solution to the heat

equation with initial condition 5; as in Eqn. li Then, e 2tAn < ||ug)(,t)H§ < v (@)]? + e 222,

Proof sketch. Tt follows from [[u'? (-, 1)[13 = S27_, e 2% (v, 6:)[2 = 320, e 2P0 jup ()2, O

Proposition 3.5 (Heat energy between graphs). Let G and G’ be graphs on n vertices with fractional
Laplacians LY and L, and let §; and 0, be initial conditions for Eqn. (1)) on G and G'. Assume:
(i) L = L, ie, vILE,v > v L&V forall v € R", (ii) We have [V}, (1)[? < (1 + ni())|vi(3)|?
forall 1 <k < n, where we also assume n,(t) := exp(2t((\,)* — Ay)) —1 > 0.

Then, with uy and v’y defined as in Eqn. , we have ||(ug,))’(o7 1% < ||ug)(, )3
Proof sketch. The result is a consequence of Parseval’s identity. O

Finally, we restate some known results that provide additional foundation linking the behavior of the
heat equation solutions to graph topology. Lemma 1 of Crane et al. [45] shows that the heat equation
encodes shortest path distances d(v;, v;) between nodes on the graph:

Proposition 3.6 (Relation to distances, (Lemma 1 of Crane et al. [43]])). Let ug) denote the solution

P .. . logu(’)(vj,t)
to Egn.|l\with initial condition 6; (and a = 1). Then, d(v;,v;) = limy_,o ——E—2=.

logt

We next consider the Ollivier-Ricci curvature. This is a discrete notion of curvature, meant to
parallel the traditional notion of Ricci curvature in Riemannian geometry. It is defined by x(v;, v;) =
L=Wi (o, ftv,;)/d(vi, v;), where pu, is a probability measure centered around v (see [46] for details),
W, the 1-Wasserstein distance, and d(v;, v;) is the distance (shortest path length) from v; to v;. The
following result from Miinch and Wojciechowski [46]] relates x to the heat equation.

Proposition 3.7 (Relation to Ollivier-Ricci curvature, (Theorem 5.8 of [46]))). Let L = D — A be the

Wi (ud? (,0),ulD (1)
d(vi,vj) :

unnormalized Laplacian, then k(vi,v;) = lim, o+ + (1 —
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3.3.4 Wave Dynamics

The periodicity of the solution to the wave equation endows it with the ability to capture long range
interactions. Central to this argument is the wave energy, analyzed in the following proposition which
focuses on the case where the initial velocity c is equal to zero:

Proposition 3.8 (Wave energy bounds). Let u%,) (v, t) be the solution to the fractional wave equation
Egn. with initial conditions u%,)(7 0) = ¢0; and 3tu$;,)(-, 0) = 0. Then, for any time t > 0, the

energy of the waveform satisfies |v1(i)|* < ||u$,§,)(, H)z < 1.

Proof sketch. By Parseval’s identity and the explicit solution in Eqn. , we expand: Hu%fv) ()3 =

Sopicos® (V/ALL) [(vi, 6|2 = Yi_ycos? (\/Agt) lvk(i)]?. Since cos?(:) € [0,1] and
o vk, 6:) 2 = ||6:]|3 = 1, the result follows. O

This shows that, unlike heat kernels (which decay over time), the wave energy oscillates, retaining
signal over time, and thus can reflect non-local interactions such as those created by cycles in the
graph. These oscillations allow the waveforms to “echo” through the graph and revisit distant parts of
the structure - a behavior well-suited for recovery of topological features.

The eigenspectrum of a graph, which reveals a wide range of its invariants and properties, is fully
encoded in the solutions to the wave equation. This leads to the following result:

Proposition 3.9 (Cycle Length). The size of a cycle graph C,, can be determined from the solution
to the fractional wave equation at a single node v.

Proof sketch. The result follows from Lemma [D.4] (Appendix) and the fact that the length of a cycle
graph is contained in its eigenspectrum. O

More generally, when the graph is not a cycle but contains cyclic subgraphs as a prominent topological
feature, this proposition provides some intuition for why the wave-equation is well suited to pick up
that a node belongs to a cycle and recover dimension 1 homology.

4 Empirical Results
Table 1: Performance of DYMAG on four datasets: PROTEINS, DrugBank, Materials Project (MP), and the

DTS AIDS Antiviral Screen. We report R? for the first three and balanced accuracy for the Antiviral Screen.
Results are mean = std over 10-fold CV.

Model PROTEINS DrugBank MP Antiviral Screen
Dihedral Angles TPSA # Aromatic Rings Band Gap Active/Inactive
DYMAG (gear) 0.89 +£0.01 0.97 £0.01 0.97 £ 0.02 0.61 +0.03 0.54 £ 0.02
DYMAG (wave) 0.81+£0.03 0.90 £ 0.01 0.88 £0.01 0.55 £ 0.02 0.61 £0.01
DYMAG (sprotty 0.76 £0.01 0.77 £0.01 0.82 £ 0.03 0.54 £ 0.03 0.63 £ 0.02
MPNN 0.78 £0.01 0.71 £0.01 0.81 £0.01 0.37 £0.05 0.51 £0.02
GAT 0.72 £0.02 0.78 £0.02 0.83 £ 0.02 0.40 £ 0.03 0.59 £ 0.03
GIN 0.69 £ 0.03 0.69 £0.01 0.77 £0.01 0.38 £0.03 0.60 £+ 0.02
GWT 0.81 £0.02 0.83 £0.02 0.85 £ 0.01 0.42 £ 0.02 0.58 £0.02
GraphGPS 0.64 £0.03 0.63 £ 0.02 0.67 £0.04 0.31 £0.02 0.54 £0.03
GRAND 0.76 £ 0.03 0.53 £0.04 0.64 £0.03 0.27 £0.03 0.49 £0.03
GRAND++ 0.62 £ 0.03 0.56 £ 0.02 0.61 £ 0.02 0.31 £ 0.02 0.51 £0.02
CayleyNet 0.75 £ 0.02 0.72 £0.01 0.79 £ 0.02 0.41 £0.04 0.55 £0.03
AdaGNN 0.73 £0.01 0.75 £ 0.02 0.80 £ 0.01 0.39 £0.03 0.57 £0.02
DRew 0.68 £ 0.02 0.70 £ 0.03 0.75 £ 0.02 0.34 £0.03 0.53 £0.02
GraphCON 0.71 £ 0.02 0.74 £ 0.02 0.78 £ 0.01 0.35 £ 0.03 0.55 £0.01
GraFF 0.67 £ 0.02 0.66 £ 0.02 0.74 £0.03 0.33 £0.04 0.50 £ 0.03
SWAN 0.74 + 0.01 0.76 + 0.01 0.80 + 0.02 0.43 + 0.02 0.58 + 0.01
Pretrained 0.83 £0.03 0.98 £0.01 0.97 £0.01 0.62 £ 0.05 0.59 £0.02

Model (ProtBERT) (MoIBERT) (MoIBERT) (GeoCGNN) (ProtBERT)

We evaluate DYMAG across diverse tasks to assess its ability to recover geometric/topological
structure and generalize to downstream biological, chemical, and materials applications. In this
section, we set & = 1 so that the fractional Laplacian coincides with the ordinary graph Laplacian.
We conduct some experiments with other exponents « in Appendix Baselines include message-
passing GNNs (MPNN [47], GCN [48], GraphSAGE [49], GAT [50]], GIN [51]]), diffusion-based
methods (GRAND [33]], GRAND++[35]]), Bandpass methods (CayleyNet [52], AdaGNN [353]),
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DE-GNN methods (GraphCON [54]], GraFF [55]], SWAN [56]), rewiring methods (DRew[57]]), and
GraphGPS [58]], a state-of-the art graph transformer. We also compare against a GNN built with
fixed-scale wavelets (GWT [15]) and a neural approximation algorithm of the extended persistence
diagram (EPD) [59]]. For molecular and materials prediction, we include pretrained models such as
ProtBERT [60]], MoIBERT [61], and GeoCGNN [62].

In Table|1} we highlight the best and second best results, treating ties within one standard deviation
as equivalent. Results are 10-fold cross-validation means unless noted otherwise. Implementation
details are in Appendix [E] and full results with standard deviations are in Appendix [I|

4.1 Geometric and Topological Properties

To evaluate the expressivity of DYMAG, we assessed its ability to learn fundamental geometric and
topological graph properties. Our evaluation centered on two main approaches: (1) direct prediction
of features such as Ollivier—Ricci curvature and topological persistence images, and (2) performance
on downstream proxy tasks, including random graph parameter recovery and node classification on
both homophilic and heterophilic benchmarks.

The results confirm that DYMAG learns rich and adaptive graph representations. The heat and wave
dynamics variants proved to be top performers on most tasks, including large-scale node classification
on the ogbn-papers100M dataset. Notably, the chaotic Sprott dynamics variant demonstrated superior
performance on heterophilic graphs, highlighting its sensitivity to local graph structure. A detailed
presentation of these experiments, including full results and additional analyses, is provided in

Appendix [T}
4.2 Proteins, Molecules, and Materials

We evaluated DYMAG on graphs representing proteins, drug-like molecules, and materials shown in
Tables [T]and[7) (appendix). We note that DYMAG's strong performance on these data sets indicates its
potential to positively impact society by furthering the design of materials, drugs, or other healthcare
treatments. More specifically, the tasks include predicting geometric and chemical properties such as
dihedral angles, total polar surface area (TPSA), the number of aromatic rings, band gaps in materials,
and anti-HIV activity. Datasets include PROTEINS [21]], DrugBank [22]], the Materials Project [24]],
and the AIDS Antiviral Screen [23]]. Across all datasets, DYMAG consistently outperforms standard
GNNs, GRAND, GRAND++, GraphGPS, GWT, CayleyNet, AdaGNN, GraphCON, GraFF. SWAN,
and DRew by a wide margin. It matches the performance of powerful, task-specific pretrained models
within 1 standard deviation overall, and significantly surpasses them on the PROTEINS and AIDS
datasets.

Overall, the heat and wave versions of DYMAG perform strongly across all molecular and material
prediction tasks.The Sprott (chaotic) variant shows more variable performance, which may reflect
its heightened sensitivity to local graph structure. This behavior appears beneficial in settings with
recurring structural motifs, such as the Antiviral Screen dataset, and may be less advantageous in
tasks where such sensitivity is less critical. Additional results, including accuracy and training time,
are provided in Appendix [I}

5 Conclusion

We introduce DYMAG as a method for improving aggregation in GNNs. We use dynamics to
generate a diverse bank of waveforms that span multiple frequency bands. Messages are aggregated
by taking each node feature, interpreted as a graph signal, and projecting it onto this bank via inner
products, producing a set of features that encode multi-scale information. The expressiveness of this
representation, arising from the rich frequency structure of the waveforms, helps mitigate common
GNN limitations such as oversmoothing, underreaching, and heterophily.

One limitation of our method is that the Sprott model is extremely sensitive to the graph structure.
This is useful for some tasks which require detecting minute changes in structure. However, this may
be undesirable in other settings where one may want similar representations of nearly isomorphic.
Another limitation is that our method is currently only applicable to supervised tasks. Extending
DYMAG to unsupervised tasks, such as clustering, denoising, or signal reconstruction could be an
interesting avenue of future work. Overall, DYMAG establishes a theoretically grounded, empirically
strong message aggregation paradigm; future work will broaden its application to diverse graph tasks
and refine the accompanying speed-up techniques.
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TAG-DS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction summarize the scope and the theoretical and
empirical contributions made in this paper. These contributions align accurately with the
content presented in the paper.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We have discussed the limitations of our method and future directions in
Section[3l

. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The theoretical results are presented as propositions in Section [3.3] Each
proposition includes a list of assumptions and a brief sketch of the proof. The complete
proofs are available in Appendix |[D|and are referenced in the main text.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Our primary contribution is the development of novel algorithms for efficient
message aggregation, which we have described in detail in pseudocode. Additionally, we
have made the code (https://anonymous.4open.science/r/DYMAG-196E/) used to
conduct the experiments and the list of datasets (all publicly accessible) available to ensure
maximum reproducibility.

. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We have released our code with an URL on an anonymous platform
(https://anonymous.4open.science/r/DYMAG-196E/), which includes the informa-
tion for environment setup scripts for accessing and preprocessing the datasets, and code for
reproducing our experimental results.

. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have included experimental details and settings in Appendix [E]

. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
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Justification: Yes, we have presented error bars of one standard deviation for all the results
obtained from cross validation, and described them where these results are presented. (Some
error bars are presented in the appendix due to space constraints.)

. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We have included computational resources used for the experiments in Ap-

pendix [E.T]

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: The research conforms with the NeurIPS Code of Ethics in every respect.
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: As noted in Section[d] our method improves property prediction for proteins,
drug molecules, and materials. These advancements have the potential to accelerate the
development of more effective healthcare treatments, novel drugs, and innovative materials,
ultimately contributing to improved quality of life. This work is focused on foundational
research in Graph Neural Networks and does not pose foreseeable risks of negative social
impact.

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper is focused on the foundational research of Graph Neural Networks,
and does not pose risks of misuse.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All the code, data, and models used in this paper are properly credited with
explicit mention with citations and URLs.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We have included documentation alongside the code in the anonymized URL
we released in the paper.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
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Justification: This paper does not involve crowdsourcing nor research with human subjects.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
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A Related work

There is a long history of studying dynamics on graphs. For example, Reijneveld et al. [25], Boccaletti
et al. [26[, Simoes [27], Holme and Saramiki [28] analyze complex interactions such as brain
processes, social networks, and spatial epidemics on graphs. The study of graph dynamics has
recently crossed into the field of deep learning with Belbute-Peres et al. [29], Sanchez-Gonzalez et al.
[30], Pfaff et al. [31]] using neural networks to simulate complex phenomena on irregularly structured
domains.

Differing from the above mentioned works, there have also been several recent papers which aim to
use dynamics as a framework for understanding GNNs. Chamberlain et al. [32]] and Chamberlain
et al. [33] take the perspective that message-passing neural networks can be interpreted as the
discretizations of diffusion-type (parabolic) partial differential equations on graph domains where
each layer corresponds to a discrete time step. They then use this insight to design GRAND, a novel
GNN, based on encoding the input node features, running a diffusion process for T seconds and
finally applying a decoder network. Thorpe et al. [35] builds on this work by extending it to diffusion
equations with “sources” placed at the labeled nodes, leading to a new network GRAND++. They
then provide an analysis of both GRAND and GRAND++ and show that they are related to different
graph random walks. GRAND is related to a standard graph random walk, whereas GRAND++ is
related to a dual random walk started at the labeled data, which can avoid the oversmoothing problem.
We also note Donnat et al. [63], which used the graph heat equation to extract structural information
around each node (although not in a neural network context) and Eliasof et al. [34], which used
insights from hyperbolic and parabolic PDEs on manifolds to design a GNN that does not suffer from
oversmoothing as well as Kiani et al. [64] which uses convolution using unitary groups to improve
GNNss ability to learn long-range dependencies.

Our network method differs from these previous works in several important ways. Most importantly,
whereas Chamberlain et al. [33]] and Chamberlain et al. [32] primarily focused on PDEs as a frame-
work for understanding the behavior of message passing operations, here we propose to use the
dynamics associated to the heat equation as a new form of feature aggregation, replacing traditional
message passing operations. Additionally, we consider both the heat equation (the prototypical
parabolic PDE) and the wave equation (the prototypical hyperbolic PDE) as well as chaotic dynamics,
whereas previous work [32}133,135] has primarily focused on parabolic equations. Notably, similar to
GRAND++, the wave-equation and the Sprott versions of DYMAG do not suffer from oversmoothing.
However, the long-term behavior of these equations differs from the diffusion-with-a-source equation
used in GRAND++ in that they only depend on the geometry of the network and not on the locations
of the labeled data. (Additionally, since we do not require labeled data as source locations, our
method can be easily adapted to unsupervised problems by removing the MLPs.)

B Detailed Background

This section is a more detailed version of the background on graph signal processing and dynamics
provided in Section 2}

B.1 Graph Signal Processing

In graph signal processing, node features are interpreted as signals (functions) defined on the nodes
of a graph [36}137]]. Each signal can then be decomposed into different frequencies defined in terms
of the eigendecomposition of the graph Laplacian and an associated Fourier transform.

Formally, we let x : V' — R, denote a function (signal) defined on the vertices of a weighted,
undirected graph G = (V, E, w) with vertices V' = {v, ..., v, }. For convenience, we will identify
x with the vector whose k-th entry is x(vy). Thus, we will write either x(vy) or x(k), depending on
context. We may also write x(v) if we do not wish to emphasize the ordering of the vertices. We let
L denote a graph Laplacian with eigenvectors v1, ..., v, and eigenvalues 0 = A} < Ag < ... < A,
Ly, = A\pvyg. Unless otherwise specified, we will assume that L is either the unnormalized Laplacian
Ly = D — A or the symmetric normalized Laplacian Ly, = D™Y2LyD~1/2, where D and A are
the weighted degree and adjacency matrices. In these cases, we may write L = UAUT, where U
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is a matrix with columns vy, ...,v, and A is a diagonal matrix, Ay, = )\kﬂ The graph Fourier
transform can be defined as X = U 'x so that X(k) = (v, x). Since the vy, form an orthonormal
basis, we obtain the Fourier inversion formula x = Y_;'_, X(k)v},. The eigenvectors v}, are referred
to as Fourier modes and the eigenvalues \j are interpreted as frequencies. Therefore, the Fourier
inversion formula can be thought of as decomposing a signal x into the superposition of Fourier
modes at different frequencies.

Standard message passing neural networks are known to essentially perform low-pass filtering
[38L[39]]; i.e., they preserve the portion of the signal corresponding to the first one or two eigenvectors,
while suppressing the rest of the signal. As we discussed in Section [3.3.1] the waveforms utilized in
DYMAG may span a broader range of frequency behavior and can highlight different aspects of the
frequency spectrum by acting as either as low-pass, high-pass, or band-pass filters.

B.2 Heat and Wave Dynamics on a Graph

For a > 0, we define the a-fractional graph Laplacian by L* := UA®UT. We note that L* has the
same eigenvectors as L and the eigenvalues of L™ are given by A\, i.e., L%V = Afv. Additionally,

we see that when o = 1/m for some m € N, we have (L'/™)™ = L. For each i, we let §; denote
the Dirac signal at ¢ given by §;(k) = 1if ¢ = k, and §;(k) = 0 otherwise. We say that a function

ug? (v, t) solves the a-fractional heat equation with a initial value J; if
—Lul) (v, 1) = .l (0, 1), ul (v,0) = 6 (v). )
We say that ugj/) solves the a-fractional wave equation with initial Dirac data J; and an initial velocity
cd; (where c is a constant) if
—Loul) (v, 8) = B2ul) (v, 1), ul) (v,0) = 6;(v),  Bpulp) (v,0) = cb;(v). (8)
If GG is connected, solutions to the heat and wave equations are given explicitly by

n

uf) (v,8) = > e (1, 8;)wp(v),  and ©9)
k=1
Zcos A ) (v, 0i)vi(v) + t(ve, cd; V1+Z sin(\/A2t) (v, coi)vi(v).
\/»
(10)

We note that Eqns. [3|and 4] can also be adapted to disconnected graphs with simple modifications.
Furthermore, following Remark 1 in Chew et al. [40], we note that the solutions ug? (v,t) and

u%},) (v,t) defined in Eqn. |3|and E do not depend on the choice of orthonormal basis for the graph
Laplacian, see Section|D. I|for details.

B.3 Chaotic Dynamics on a Graph

We next consider dynamics exhibiting chaos, a behavior that may be informally summarized as

“aperiodic long-term behavior in a deterministic system that exhibits sensitive dependence on initial

conditions" [41]. As a prototypical example of chaos on graphs, we consider the general, complex,
and nonlinear graph dynamics on graphs described in Sprott [42]:

d )
dtug)(vk,f) =—b- uS (Uk, t) + tanh Z erju D t) |, us(-,0) =d;, (11)
v €N (vg)

where b is a damping coefficient, and the ¢ ; represent interactions. We refer to Eq. as the Sprott
equation and denote its solutions by ug(v,t). When b > 0, solutions ug (v, t) remain bounded. In the
case of fully connected graphs, with b = 0.25, chaotic dynamics (corresponding to positive Lyapunov
exponents, see, e.g., Arnold and Wihstutz [43]) were observed when a sufficiently large fraction

'If L is the random walk Laplacian Ly, = D 'Ly = DY 2LsymD1/ 2, we may instead obtain an
asymmetric eigendecomposition, Ly, = (D_l/ ZU)A(Dl/ 2U )T, where Lym = UAU T
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753 of interactions were neither symmetric (¢;; = cy,;) nor anti-symmetric (c; = —cg ;). Sparsely
754 connected networks also exhibited positive Lyapunov exponents with a value of b = 0.25 [42].

755 The explicit purpose of using Sprott dynamics is to generate chaotic dynamics on the graph, which
756 we believe would be beneficial for distinguishing isomorphic or structurally similar graphs.

757 C  Computational Complexity

758 Here, we discuss the computational complexity of DYMAG and show that it may be scaled to large
759  graphs.

760 We utilize Chebyshev polynomials to approximate ug) (v,t) and uE}V) (v,t) as defined in Eqns.
761 and [ motivated by the success of Chebyshev polynomials in the approximation of spectral graph
762 wavelets [[14] and GNNs [65]. This removes the need for eigendecomposition (which can have
763 O(n?) computational complexity and O(n?) memory). The polynomial approximation has linear
764 complexity for sparse graphs [65]. For example, if G is a k-nearest neighbor graph and the order of
765 the polynomial is m, then the time complexity for solving the heat/wave equation is O(kmn).

766  DYMAG’s runtime complexity is O(r|E|FT), where | E| is the number of edges, F' is the number
767 of features, and r is the degree of the Chebyshev polynomial. No closed form solution is available
768 for the Sprott dynamics, so we instead use a fourth-order Runge-Kutta method, which has been
769 successfully applied to chaotic systems [66] [67]]. This approach has complexity O(g|F|FT'), where
770 g is the number of solver steps between sampled time steps.

771 For each of the underlying dynamics, DYMAG exhibits linear complexity, with respect to the number
772 of vertices for sparse graphs (setting |E| = nd, where d is the average degree). This makes it
773 efficient and scalable to large graphs, where the focus is often on local or node-level properties rather
774 than global topological properties (although predicting global properties is the primary focus of our
775 work). In such cases, local properties can be examined with a smaller feature set of size F’ < n, by
776 ~concentrating on subgraphs around nodes of interest. Parallelization is feasible for large sparse graphs
777 since the r-th order Chebyshev polynomials act over 7-hop neighborhoods, allowing DYMAG to
778 scale with standard MPNN techniques. Furthermore, the feature space F' can be selected or adjusted
779 to be small by utilizing random features, Diracs on a subset of nodes, or natural graph signals.

780  Table 2]reports the training time per epoch (in seconds) for different variants of DYMAG and a wide
781 range of baselines across four benchmark datasets. We see that the DYMAG variants have competitive
782  training times. Table [3|shows the time complexity of precomputing the waveforms. Together, these
783 results show that DYMAG scales well to large datasets both in training and preprocessing.

Table 2: Training time per epoch (s) for DYMAG variants and baselines. Mean = standard deviation computed
over 5 independent training runs, each with different random seeds, on an NVIDIA A100 GPU with a batch size

of 512.

Method PROTEINS (1,113 graphs)  DrugBank (6,712 graphs)  MP (69,239 graphs)  Antiviral Screen (43,850 graphs)
DYMAG (Heat) 0.48 £ 0.09 1.80 + 0.21 9.6 1.2 6.3 + 0.9
DYMAG (Wave) 0.54 +0.09 1.95 +0.24 10.5 +£ 1.2 6.9 + 0.9
DYMAG (Sprott) 0.75 £ 0.15 2.70 £ 0.30 135+1.8 9.0+ 12
MPNN 0.36 £ 0.06 1.35 £ 0.15 8.4+ 0.9 5.7 £ 0.6
GAT 0.45 £ 0.09 1.65 £+ 0.18 105+ 1.2 6.9 + 0.9
GIN 0.39 £ 0.06 1.59 £ 0.15 9.0 + 0.9 7.8 + 0.6
GWT 0.54 £0.12 2.16 +0.24 12.6 £ 1.5 84409
GraphGPS 0.75 £ 0.15 3.36 £ 0.30 189 + 2.1 138+ 15
GRAND 0.60 £ 0.12 2.61 +0.27 159+18 105 £12
GRAND++ 0.66 £ 0.15 2.70 £ 0.30 16.5 £ 2.1 114+ 15
CayleyNet 0.90 £0.18 3.87 £ 045 225+27 156 £ 1.8
AdaGNN 0.84 £ 0.15 3.30 £0.36 222+24 144+ 1.8
DRew 0.51 +£0.09 1.95 £0.24 123+ 1.5 8.1+ 0.9
GraphCON 0.69 £ 0.15 2.854+0.33 17.4 £ 2.1 11.7+15
GraFF 1.05 £ 0.21 429 +0.54 255£3.0 17.4 £2.1
SWAN 1.20 + 0.24 4.80 £ 0.60 30.0£3.6 195 +24
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Table 3: Waveform precomputation time (s) for DYMAG.

Method PROTEINS  DrugBank MP  Antiviral Screen
DYMAG (Heat) 0.83 3.67 28.3 22.3
DYMAG (Wave) 1.00 4.33 31.3 25.0
DYMAG (Sprott) 10.00 21.70  166.7 1233

D Proofs of Theoretical Results

D.1 Proof of independence of eigenbasis

Here we provide a detailed proof for the result that Equations [3]and ] are invariant to the choice of
the Laplacian eigenbasis, as mentioned in Section [2.2}

The solutions u%) and u(;/) do not depend on the choice of eigenbasis (even when the eigenvalues
have multiplicity greater than one). To see this, let Sy be the set of distinct eigenvalues of L. For
A € S, let Ey be the corresponding eigenspace, i.e., the linear space spanned by the set of v, such
that A\, = A. Let 7 denote the corresponding projection operator, i.e.,

TAX = Z (Vi, x)vp,

kA=A

for all x € R™, and observe that 7y is independent of choice of eigenbasis. Then, from Eqn.[3] we
may then write,

ug)(v, t) = Z e~ (v, 6 )k (v)
k=1

= Z e A" Z (v, 0)v(v)

AESH k: A=A\
«@
= E e N Ao (v).
AESA

This establishes that u%) is independent of the choice of basis. The argument for ugj,) is identical

other than using Eqn.[din place of Eqn.[3] (For the second term in Eqn. @ note that we are assuming
that the graph is connected which implies that A; has single multiplicity, i.e., 0 = A\; < A2.)

D.2 Proofs of propositions

Below, we prove Proposition[3.1] (restated below) the band-pass properties of DYMAG through the
waveforms.

Proposition[3.1} (Band-pass information) DYMAG is able to extract band-pass, or even multi-band-
pass information information from the node features.

To make Proposition more precise, we will separate it out into two propositions. However, first,
we will introduce some notation and definitions.

We define heat-kernel as H! = ¢~ 17 ie.,
H' = U diag (exp(—tA)%,. .., exp(—tAY)) UT.

We observe that we may rewrite the solution to the heat equation, with any initial condition ug (-, 0)
as

up(-t) = Z e~ (v, u(-,0)) i = Hlug(-,0). (12)
m=1
In particular, we have u; , = H s §,. Thus, we see that the features

B = (i, x;)
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defined in Eqn.[6]can be rewritten as

) =37 HY6;(0)x;(0)
=1

)

Next, for fixed times ¢; < 5, we define
Wity = Hh — H2 (13)

as the difference of two heat kernels. In the spectral domain, we note that we may write

n

Uy, 1,X = Z (e_tl)‘itt — e_t2)‘5tt)<1/m,x>um.

m=1
The function, . .
Y (A) = €70 —et (14)
which is referred to as the frequency response is zero both at A = 0, and as A — oo. Its support is
1/«
concentrated in a frequency band centered around \* = %) . Therefore, Wy, ., is referred

to as a band-pass filter. We summarize this in the following proposition.

Proposition D.1 (Difference of two heat waveforms is band-pass). Let t, < to and define Wy, , as
in Eqn. Then the function x — VU, 1, x performs a band-pass filtering.

Proof. This follows immediately from the frequency response illustrated in Eqn.|[I4]and the subse-
quent discussion. [

Importantly, we observe that DYMAG has the capacity to learn ¥, ,, through the MLP in Algorithm
2. Therefore, Proposition [D.T|shows that DYMAG, with the heat-equation has the capacity to perform
band-pass filtering. This is in contrast to standard message passing networks which are known to
effectively perform low-pass filtering (i.e., averaging type operations).

We next turn our attention to the wave equation, focusing on the case with zero initial velocity (i.e.,
¢ = 0) for the sake of simplicity. Similar to the heat-case (Eqn. [I2), we may define a wave kernel
by W = cos (t\/ LO‘) = U diag (cos(t\/AT), ..., cos(t\/A%)) UT and observe that the solution

to the wave equation, with initial condition uyy (-, 0) is given by Wtuyy (-, 0). In the spectral domain,
we may write

dx = Z cos(t\/AL) (Vi XYV . (15)
m=1
The associated frequency response is given by
(X)) = cos(tvV A2). (16)
This function attains its maximum absolute value at A = \,,, := (mn/t)¥% m = 0,1,2,...

(band-passes), and vanishes at A = A, 1 := ((2m+1)7 /2t)%/< (stop-bands). Hence usfv) alternates

between preserving and suppressing successive frequency intervals and thus acts as a multi-band
filter. We summarize this in the following proposition.

Proposition D.2 (Wave equation is multi-band). Fix a time t > 0 and, for simplicity, set the initial
velocity to zero (¢ = 0). Consider the wave kernel Wt = cos (t\/ La) and define ®, as in Egn. .
Then the function x — ®;x performs a multi-band-pass filtering.
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Proof of Proposition[D.2] This follows from Eqn. [I6]and the subsequent analysis of the maxima and
zeros of ¥(\).

O

We now turn our attention to Proposition [3.2]

Proposition (Identification of Connected Components) Let u(?) (v, t) denote the solution to the
heat equation, wave equation, or Sprott chaotic dynamics. Suppose that GG is not connected. Then,
for any v which is not in the same connected component as v;, and all £ > 0, we have u® (v,t) =0.

Proof of Proposition[3.2] First observe that it suffices to prove the result for 0 < ¢ < T where T is
arbitrary (since we may then let 7" — 00).

Let u(¥) be a solution to the differential equation and consider the function #(*) defined by

, @ (v,t) ifveC
~ (%) 1) = u (’U,
@ t) {0 otherwise ’

where C is the connected component containing v;.

We observe that 4(?) is also a solution since the right hand side of each differential equation is
localized in the sense that no energy passes between components and the initial condition has support
contained in C. However, since the right hand side of all three differential equations is Lipschitz
on [0, T, Theorem 5, Section 6 of Coddington [68] implies that there is at most one solution to the
differential equation and thus @(Y) = u(Y) on V x [0, T]. Therefore, since T was arbitrary, we have
u@ (v, t) = 0forallv ¢ C.

Importantly, we note that the fractional Laplacian L is not a graph shift operator, i.e., we may have
L¢; # Oevenifi # j and {v;,v;} ¢ E. However, it is still component-localized in the sense that
Ly, # 0 implies that v; and v; are in the same connected component. To see this, note that if G
is disconnected, then we can choose an ordering of the vertices so that L is block-diagonal (with
the diagonal blocks corresponding to connected components). This implies that we may choose
an eigenbasis such that each eigenvector v; has its support (non-zero entries) contained in a single
connected component. Therefore, writing L in its outer-product expansion,

L% = Z )\auiu;r
i=1
implies that L® is component-localized. O

Proposition Let G be connected and let L be the random-walk Laplacian Ly, (with a = 1).
Let ug?(v, t) be the solution to the heat equation, Eqn. Then usfl) (v,t) > 0 forallv € V and
t>0.

In order to prove Proposition we need the following lemma which relates the heat equation
to a continuous time random walker (see e.g., Fallahgoul et al. [69]) {Xfomimeusy, . defined by
Xgontinuous — ¥ f\‘fgfte, where {Xisrete}2e g a standard discrete-time random walker (i.e., a walker
who moves to a neighboring vertex at each discrete time step) and { N (¢) };>0 is an ordinary Poisson
process.

Lemma D.3. Let ug) (v, t) be the solution to the heat equation with L chosen to be the random-walk

Laplacian, L = Lryw = I — P where P = D~' A and initial condition §;. Then ug)(~7t) is the
probability distribution of a continuous-time random walker started at v; at time t.

Proof of Lemma We first note that L = L,.,, can be written in terms of the symmetric normalized
Laplacian Ly = I,,—D~Y2AD~'/2 a5 L,,, = D~'/2L,D'/2. Therefore, L., is diagonalizable and
may be written as L, = SAS~! where L, = UAU ! is a diagonalization of L, and S = D~/2U.
This allows us to write

P=1—L,,=SI-AS",
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which implies that for £ > 0, we have

PF = S(I - A)FS™L.

We next note that Eqn. may be written as ug) (-,t) = H'5;, where H' is the heat kernel defined by

H! := et = Se tAg— 1, (17)

Therefore, it suffices to show that H* is the t-second transition matrix of the continuous-time random
walker Xcontinuous — Xdiscrete
t N(t) -
By the definition of a Poisson process, N (t) is a Poisson random variable with parameter ¢. Thus, for
k> 0,t> 0, we have
P(N; = k) = Ay(k) = tFe /KL

We next observe that for all 4 € R we have

et = ety UDigs > Akt (18)
= B t\R)u.

k>0 ’ k>0

Substituting A = 1 — p in Eqn. links the eigenvalues of U}, and P by
Ul = Sem™ 571 = 83~ Ay(k) (I, — A)FS™

= Ay(k)P*. i

k>0

This implies that H® is the ¢-second transition matrix of the continuous-time random walker and thus
completes the proof. O

Now we prove Proposition [3.3]

Proof of Proposition[3.3] Letv € V be arbitrary. As shown in Lemma ug) (-, t) is the probability
distribution of a continuous-time random walk with initial distribution 0; at time ¢. Therefore, if d is
the length of the shortest path from v to v;, then
u%) (U, t) _ ]P)(Xz:ontinuous _ ,U|Xgiscrete _ Ui)
> P(N(t) _ d)P(Xgiscrete _ U|X61iscrete — vi) > 0. |
Proposition (Heat energy) Let G be connected, and let ug)(v, t) be as in Egn. and let
u;}) (t) = ug)(~,t). Then,
N < Jlu ()3 < (D) e (19)

forallt > 0. Furthermore, as t converges to infinity, we have

lim u'\?(t) = (11,6, )01 = vy (i)v. (20)

t—o0

Proof of Proposition|3.4] From Eqn. (3| and the fact that {v,}?_, is an ONB, we see
k=1

lu? (#)113 = <Ze-”i‘<uk,5i>uk, Y e <uk,5i>uk>
k=1 k=1

=D e (g, 0 @
k=1
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g7+ Thus, since A; = 0, upper bound in Eqn. [I9]is obtained by:
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1l @13 = 3 e 2% (y, 6,) 2
k=1

= [, 8P+ D0 e 2 (o, 52
k=2

n

< X))+ ey (v, 6))

k=2
< [, 6 + 7

The lower bound in Eqn. [I9 may be obtained by noting

n n
Z 67215)\2‘ |<Vka 6z>‘2 > 6720\% Z |<Vk7 5i>|2 _ 672”\:’!’.
k=1 k=1

Eqn. 20)immediately follows Eqn.[2T]and the fact that 0 = A\; < A < ... < A, O

Proposition (Heat energy between graphs) Let G and G’ be graphs on n vertices with fractional
Laplacians Lg and Lg, and let §; and d;/ be initial conditions for Eqn. on G and G’. Assume: (i)
L¢, = L&, ie, vILE&,v > v L&v forall v € R", (ii) We have |V} (i)|> < (1 + ng(t))|v(i)|?
forall 1 < k < n, where we also assume 7 (t) := exp(2t((A},)* — A¢)) — 1 > 0. Then, with uy

and u/; defined as in Eqn. we have [|(w$?) (-, £)[12 < [l (-, £)||3.

Proof of Proposition[3.3] By Eqn. 2T} we have

) ()1 = N[l (013
1

e 2N (w, ;)2 — e T2 (1), 60r) 2

I
= —

>
Il
—

NE

[e2% — e (1 0)] o 60

Il
N

I
o =

O
Proposition (Wave energy bounds) Let ugfv) (v, t) be the solution to the fractional wave equation
Eqn.with initial conditions uE}V)(, 0) = ¢; and 6tu§;,)(~, 0) = 0. Then, for any time ¢t > 0, the

energy of the waveform satisfies |11 ()] < ||ug,)(,t)||§ <1

Proof of Proposition[3.8] The proof is similar to the proof of Eqn.[T9] By the same reasoning as in
Eqn. 21] we have

n
(013 = Y cos? (VAT I{wr, 00 22
k=1
Therefore,

sy D13 = cos® (VAR (Wi, 612 < 3 vk, 62 = (163 = 1.
k=1 k=1
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The lower bound follows by noting that since A\; = 0 we have:

3= Zcos Mt (v, 6:) 2

> cos®(\/ATt)[(v1,05)]?
= [(v1,6:) .
= w1 (i), =

To prove Proposition [3.9] we first prove the following Proposition:
Lemma D.4 (Recovery of eigenspectrum from waveforms). Let G be connected, and let u%,) (v,t)
be the solution to the fractional wave equation (Egn. ), with initial conditions u%},)(7 0) = o

and 8tu§,iv)(~, 0) = 0. Then, for any fixed node v, the sequence of values ugv) (v,t1)y.. ., ug,{,) (v,tm)
obtained from time samples can be used to approximate the full Laplacian eigenspectrum {\3 }7_,
up to arbitrary precision, provided sufficient time resolution.

Proof. Fix v. Since y = 0, we may rewrite Eqn. @ as
fi) = uW Z cos(v/ALt)ck(v)

where ¢ (v) = (v, d;)vi(v) is a constant with respect to time and depends only on the node
position.

Now, let € > 0 be a degree of precision and choose K such that % < €. Approximate

~ f(t) = Zcos(akt)ck(”)
k=1

where ay, is the multiple of 1/K such that |a, — /A7| < e. The function f has a finite Fourier
expansion and therefore is uniquely characterized by finitely many samples which allows us to recover
the ay, and thus approximately recover the \.

O

The graph eigenspectrum encodes a wide range of graph invariants and properties. Proposition|[D.4]
demonstrates that the solutions to the wave equation relate to graph spectral properties, and that this
entire information is contained in the solutions of the wave equation at each node. Now we prove:

Proposition[3.9} (Cycle Length) The size of a cycle graph C,, can be determined from the solution
to the fractional wave equation at a single node v.

Proof. Denote C,, the cycle graph with vertices numbered 0, ..., n — 1 and edges (v, v + 1) modulo
n. Since C), is 2-regular, the unnormalized and normalized Laplacian differ only by a constant
multiple of 2. Therefore, without loss of generality, we will focus on the unnormalized Laplacian.

It is known that an orthogonal eigenbasis is given by {gf)k}k Ln/2] {Yx }H" D721 defined:
2nk 21k
¢k(v):COS< il v>7 ¢k(v):Sin( il U),

n n

where the corresponding eigenvalues are given by

2
Ap =2 — 2cos <m> — 4in? (ﬂ“) (23)
n n

Consider the case where the wave equation has an initial condition of y = 0 and the initial signal is
given by x = §,. The solution to this equation at a fixed node v is given by:
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k=1
[(n=1)/2] ok
+ ) cos <2t sin (n>) sin(2mka/n)y /|| v, (24)
k=1
+ o/l éol? (25)

where the third term in Eqn. [24] corresponding to the smallest non-zero eigenvalue is nonzero. By
Proposition each of the )\ are uniquely determined by our measurements and

27
n = .
—1(2=X
coS ( 5 )
Thus n is uniquely determined by our measurements. O

E Implementation Details

E.1 Experimental Computation Resources

All experiments were conducted on a high-performance computing server equipped with an Intel®
Xeon® Gold 6240 CPU (18 cores, 36 threads, 2.60 GHz base frequency) and 730 GB of system RAM.
The server is configured with 4 NVIDIA A100 GPUs, each with 40 GB of VRAM, enabling efficient
parallel training of deep learning models. The system runs on Red Hat Enterprise Linux 8.8 with
CUDA version 11.8 and cuDNN 8.5.0. Experiments were executed using PyTorch 2.0.0 and Python
3.10. Unless otherwise stated, all models were trained using mixed precision to optimize memory
usage and throughput.

E.2 DYMAG Parameters

Here we describe the architecture and training setup of DYMAG used to generate the experimental
results presented in this paper. DYMAG supports both node-level and graph-level tasks, and is
evaluated on datasets comprising either a single large graph (e.g., citation networks such as PubMed)
or collections of small graphs (e.g., synthetic graphs, molecular graphs, and protein structures).

We use a stacked architecture consisting of L = 3 DYMAG layers, each simulating K discrete time
steps of heat or wave dynamics, where K is selected via grid search specific to each dataset. Between
layers, we apply a 3-layer MLP with LeakyReL U activations for node-wise transformation. For all
downstream tasks, we use a 5-layer MLP with LeakyReLU activations as the task-specific head.

For node-level tasks such as node classification in citation graphs, we directly use the hidden node
embeddings produced by DYMAG and feed them into the 5-layer MLP to perform classification
or regression. For datasets composed of multiple small graphs (e.g., synthetic Erd6s-Rényi graphs,
molecular graphs, etc.), we apply mean pooling across the node dimension to obtain a graph-level
embedding. This pooled embedding is passed to the same 5-layer MLP for classification or regression.

E.3 Parameters for Sprott Dynamics

For Sprott dynamics (Eqn. (5)), in our experiments, we set b = 0.25 and the coupling coefficients

as cy, j ~ \/% (2 - Bernoulli(0.5) — 1), which assigns each ¢ ; a value of ﬂ:\/% with equal

probability.

E.4 Hyperparameter sensitivity

The main hyperparameters in DYMAG are the number of time points 7', the number of waveform
samples K, and the fractional derivative exponent cv. We conducted a hyperparameter search over T’
using a 1, 2, 5 log-scale scheme (i.e., T € {2, 5, 10,20, 50, 100}) on ErdGs-Rényi graphs with 100 -
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5000 nodes, selecting the best value based on recovery of generating parameters. For downstream
tasks, we set 1" based on the typical graph size; a good heuristic is to scale 7" with graph diameter. For
a fixed T', we sample the dynamics at K equidistant time points to create the waveform representation.
We used K = 100 in all experiments. Additinally, we evaluated sensitivity to the fractional exponent
« in Table 9] ranging from 0.25 to 1. DYMAG shows strong robustness across tasks, with most
performance differences within one standard deviation. The only exception is TPSA prediction,
where o = 1 (i.e., standard diffusion) performs best, likely due to the smooth, global nature of the
TPSA feature.

F Classic spectral GNNs: low-pass filtering, over-smoothing, and overfitting

Classic spectral domain graph neural networks like GCNs and ChebNets are, in theory, capable of
learning arbitrary spectral responses. However, in practice, their spectral response functions are
usually limited to low degree polynomial filters [48l 65] with the degree even limited to K = 1 or 2.
This gap motivates the development of modern, non-low-pass GNNs, which do not require difficult
spectral computations. The choice of a low-degree polynomial inherently limits a GNN’s ability to
model long-range relationships, leading to under-reaching. Attempting to fix this by stacking many
layers often introduces over-smoothing and overfitting.

G DYMAG Is Effective Against Over-Smoothing and Under-Reaching

To test DYMAG's ability to handle heterogeneous node features without oversmoothing, we evaluated
DYMAG on heterophilic graphs. These heterophilic graphs have the characteristic that adjacent nodes
belong to different classes (as opposed to homophilic graphs), and thus smoothing would inhibit
high performance on such datasets. In Table |12} we show that DYMAG outperforms the baselines
on heterophilic datasets such as Texas, Wisconsin, and Cornell as well as homophilic datasets such
as Cora and PubMed. Our claims regarding over-smoothing and under-reaching are backed by
our theoretical results. Proposition [3.1] that establishes that DYMAG has the capacity to perform
band-pass filtering via wave-propagation rather than low-pass filters which perform “smoothing.”
Further, DYMAG combats under-reaching by aggregating information across the graph (or large
swaths of it depending on the T parameter) using multiscale waveforms for aggregation. We further
establish this by computing the Dirichlet energy of DYMAG hidden layer features. We compute the
Dirichlet energy of node embeddings = € R™ using the standard normalized form:
x'Lx
5(1‘) - I'Tilf ’

where L is the graph Laplacian and z is the node embedding vector from a hidden layer. This quantity
reflects how much the embedding varies over adjacent nodes. Values near 0 indicate oversmoothing,
while values closer to 1 reflect sharper transitions across edges. Table[d]shows that DYMAG generates
hidden node representations with Dirichlet energy in the 0.4 - 0.5 range, indicating that it preserves
meaningful variation across the graph without excessive smoothing. In contrast, models like MPNN,
GIN, and GAT exhibit significantly lower Dirichlet energy, consistent with oversmoothing, where
node features become too similar and local structure is lost. Only GWT (graph wavelet transform) and
GraphGPS (graph transformer) achieve comparable or higher energy levels, but DYMAG matches
or exceeds them in classification accuracy (see Table [§), suggesting a better trade-off between
smoothness and expressivity.

Table 4: Dirichlet energy of hidden node representations for various models on the ogbn-papers100M dataset.
Values reported are mean + standard deviation over 3-fold cross validation.

Model Dirichlet Energy
DYMAG (Hear 0.443 £ 0.018
DYMAG wavey  0.515 +0.014
MPNN 0.303 £ 0.016
GAT 0.353 + 0.029
GIN 0.289 + 0.013
GWT 0.419 + 0.017
GraphGPS 0.500 + 0.015
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H DYMAG can be made inductive

DYMAG can be made inductive with minor modifications. We have specifically designed the
waveform bank such that there are K'T' (1" is number of time points, and K is the number of
waveform samples) waveforms centered at every node. With the addition of new nodes, we would
add these waveforms and also modify other waveforms depending on their proximity to the new
nodes. In large graphs, 7" would likely be much smaller than the span of the graph. The “wavelet
transforms” resulting from the newly placed waveforms are placed back on the new node as a node
feature which can be used to classify the node. Thus, the computation resulting from the addition of
these waveforms is incremental. Therefore, our model could be made inductive.

I Additional Experiments

I.1 Geometric and Topological Properties

We first evaluated the expressivity of multiscale
dynamics as a replacement for message passing
by training DYMAG to recover geometric and
topological features, including Ollivier—Ricci
curvature and the persistence image representa-
tion [70] of the extended persistence diagram. wisconsin
Ollivier—Ricci curvature [71]], a discrete analog 2500 2500 Toxas
of Ricci curvature from Riemannian geometry, ST T T pra—-
captures local graph geometry. We discuss the tean Squared Error{ 4 ) Mean Squared Error( + ) Aecuracy (1)
. . . Y . . BN DYMAG(Heat) 3 DYMAG(Sprott) GAT GRAND

motivation of using Ollivier-Ricci curvature as == DMAG(Wave) wPN G GRAND++

a node regression task in Appendix For

Erd@s-Rényi Graphs  Stochastic Block Model Graphs  Node Classification

100 100 Cora

Citeseer

N
&
3

250

Pubmed
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Dataset

iy
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Number of Nodes
=
) o
3 3
3 3
Number of Nodes

1000

persistent homology, diagrams are computed Figure 3: Mean squared error (MSE, lower is better) for
’ predicting the generating parameters of random graphs

from ascending and descending filtrations of and node classification accuracy (higher is better) for ho-

each node’s 5-hop neighborhood, using node "\ ... oy
i ophilic and heterophilic datasets. (See also Tables [TT]
degree as the filter [[72}159]. The resulting per- andp@ P (

sistence images encode connected components
(0 homology) and loops (1st homology).

We evaluated the model on ErdGs-Rényi graphs [73], G(n,p), with n € {100,200} and p €
{0.04,0.06, 0.08}, stochastic block model (SBM) graphs, and several citation graphs. The results
are shown in Table [5] and Table [6} DYMAG significantly improves prediction accuracy on both
Ollivier—Ricci curvature and persistent homology compared to standard GNNs and GRAND. For
persistent homology, DYMAG performs on par with the purpose-built model of Yan et al. [59],
a neural approximation of the Union-Find EPD algorithm, despite DYMAG not being designed
specifically for this task. DYMAG generalizes well across both synthetic and real-world graphs,
including Cora [16]], Citeseer [[17], and PubMed [18]]. We note that while persistent homology
can be computed directly, it is computationally expensive with cost O(g?), g being the number
of generators [[74]. More importantly, these experiments highlight that DYMAG learns rich graph
representations that capture topological features when useful for prediction, and it can adapt to the
task to extract relevant information for regression or classification.

As shown in Figure [3] and Tables [T1] and [T2] we evaluate expressivity via two tasks as proxies:
recovering parameters of random graphs and node classification on homophilic (Pubmed, Citeseer,
Cora) and heterophilic (Texas, Wisconsin, Cornell) [19] networks. We see that the heat and wave
versions of DYMAG are the top performing models on most of the data sets whereas the Sprott
version of DYMAG is the top performing model on the heterophilic data sets, possibly because these
data sets need a model which is sensitive to small changes in local graph structure.

In Table[8] we evaluate DYMAG on ogbn-papers100M for node classification, complementing the
curvature prediction (node regression) results above. The results show that DYMAG-wave and
DYMAG-heat outperform other baselines on large graphs, further demonstrating that DYMAG scales
effectively to large datasets.

We present further experimental validation of DYMAG, focusing on its ability to predict both
biomolecular properties and topological descriptors such as curvature.

28



Table 5: Mean squared error (MSE) for predicting Ollivier—Ricci curvature () and extended persistence images

(EP) across citation and OGBN graph benchmarks. Results are averaged over 10 runs; lower is better.

indicates not applicable, timeout, or out of memory.

ITERL)

Model Cora Citeseer PubMed ogbn-mag | ogbn-papers100M
K EP K EP K EP EP EP
DYMAG Hear) 1.73e-2  1.45e-4 | 2.09¢-2  394e-4 | 7.30e-3  7.93e-3 5.39¢-2 9.03e-2
DYMAG wave) 1.85e-2 7.41e-5 3.41e-2 1.58e-4 6.51e-3 3.29¢-3 8.01e-3 3.25e-2
DYMAG sprot) 1.34e-1  3.51e-3 1.46e-1  7.64e-3 | 2.97e-2  8.96e-2 - -
MPNN 2.40e-1  2.72e-3 | 2.20e-1  6.83¢-3 1.69 4.29-1 2.93e-1 6.19%-1
GAT 7.36e-1  5.04e-2 | 9.04e-1  2.93e-2 | 1.55e-1  4.79%-1 4.47e-1 8.03e-1
GIN 1.56e-1  5.53e-3 1.72e-1  3.94e-3 | 8.34e-3 1.27e-1 2.49e-1 6.43e-1
GWT 4.07e-2  6.79e-4 | 3.58e-2  9.12e-4 | 9.15e-3  2.16e-2 5.83e-2 2.71e-1
GraphGPS 4.41e-1  2.71e-2 | 2.82e-1 3.16e-2 | 7.68e-1 1.94e-1 3.78e-1 4.05e-1
GRAND 6.8le-2  8.13e-4 1.24e-1  6.87e-4 | 2.73e-2  3.37e-2 - -
GRAND++ 1.74e-1 8.16e-3 | 3.09e-1  4.2le-3 | 8.72e-2  3.07e-1 - -
Neural EPD Approx. - 5.80e-5 - 1.29e-4 - 2.74e-3 6.73e-3 3.18e-2

Table 6: Mean squared error (MSE) for predicting Ollivier—Ricci curvature () and extended persistence images
(EP) on Erd6s—Rényi and citation graphs. Results are shown as mean (standard deviation). DYMAG with heat
or wave dynamics outperforms all baselines. A uniform signal was used on graphs without node features. Due to
computational cost, Ollivier—Ricci curvature was computed only on a 2,000-node subgraph for PubMed and

omitted for OGBN-MAG and OGBN-Papers100M.

Dataset | DYMAGueay DYMAGwaweg DYMAGpay ~— MPNN GAT GIN GWT  GraphGPS GRAND GRAND++ Neural EPD Approx.
Ollivier-Ricci Curvature ()
ER (p = 0.04, n = 100) 1.86e-01 1.93e-01 7.44e+00 3.20e+01 2.37e+01 5.93e+00 3.60e-01 1.14e+01 1.10e+01 1.48e+01
(4.01e-03) (8.78e-03) (2.73e-01) (1.28e+00)  (5.45e-01)  (2.37e-01)  (2.96e-02)  (1.51e-01)  (3.28e-01)  (1.80e-01)
ER (p = 0.06, n = 100) 1.80e-01 1.76e-01 7.39e+00 3.19e+01 2.13e+01 2.06e+00 3.63e-01 8.58e+00 9.26e+00 1.61e+01
(8.03¢-03) (5.28¢-03) (4.47e-01) (5.47e-01)  (2.08e+00)  (2.62e-02)  (1.34e-02)  (9.51e-02)  (5.83e-01)  (6.00e-01)
ER (p = 0.08, n. = 100) 1.78e-01 1.79-01 6.81e+00 3.19e+01 2.99e+01 8.62¢-01 3.47¢-01 9.13e+00 2.27e+00 1.35e+01
(8.39¢-03) (2.83¢-03) (2.23e-01) (1.33e400)  (2.74e-01)  (9.19e-02)  (2.15¢-02)  (3.42e-01)  (2.18e-02)  (3.76e-01)
ER (p = 0.04, n = 200) 3.63e-01 3.58e-01 1.52e+00 1.81e+01 6.74e+00 7.86e-01 7.39e-01 3.07e+00 5.90e-01 2.06e+00
(9.09e-03) (1.47e-02) (1.01e+00) ~ (5.36e-01)  (1.93e-02)  (6.13e-02)  (8.83e-02)  (5.74e-02)  (1.36e-02)
ER (p = 0.06, n = 200) 3.19e-01 2.63e-01 1.74e+01 4.39e+00 3.39e-01 6.86e-01 1.61e+00 7.38e-01 1.82e+00 N/A
(6.32¢-02) (1.03e-02) (1.47e-02) (1.88e-01)  (1.76e-01)  (1.68e-02)  (8.37e-03)  (7.56e-02)  (9.22¢-03)  (2.54e-02)
ER (p = 0.08, n. = 200) 2.14e-01 2.57e-01 5.73e-01 1.55e+01 6.18e+00 4.27e-01 5.93¢-01 9.92¢-01 4.33¢-01 1.76e+00
(9.55¢-03) (5.22¢-02) (1.35¢-02) (7.13e-01)  (1.41e-01)  (2.64e-02) (6.76e-03)  (3.25¢-02)  (1.28¢-02)  (5.41e-02)
Cora 1.73e-02 1.85e-02 1.34e-01 2.40e-01 7.36e-01 1.56e-01 4.07e-02 4.41e-01 6.81e-02 1.74e-01
(4.44e-04) (2.99e-03) (5.98¢-03) (8.12e-03)  (3.65e-02)  (2.05e-03) (5.47e-04)  (2.16e-02)  (1.02e-03)  (5.03e-03)
Citeseer 2.09e-02 3.41e-02 1.46e-01 2.20e-01 9.04e-01 1.72e-01 3.58e-02 2.82e-01 1.24e-01 3.09e-01
(1.04¢-03) (2.29¢-02) (5.76¢-03) (2.82¢-03)  (8.06e-03)  (1.51e-03) (6.59¢-04)  (2.63e-02)  (5.66e-03)  (5.61e-03)
PubMed 7.30e-03 6.51e-03 2.97e-02 1.69e+00 1.55e-01 8.34e-03 9.15e-03 7.68e-01 2.73e-02 8.72¢-02
(3.00e-05) (1.68e-04) (2.67e-03) (9.92¢-02)  (7.06e-03)  (5.55¢-04) (5.12e-04)  (1.38e-02)  (6.70e-04)  (I.11e-03)
Extended Persistence Image (EP)
ER (p = 0.04, n. = 100) 1.48e-02 6.37e-03 6.63e-01 7.83e-01 3.82e+00 4.83e-01 3.76e-02 9.17e-01 7.72e-01 2.39e+00 3.07e-03
(1.26e-03) (3.30e-03) (1.01e-02) (125¢-02)  (1.41e-01)  (1.90e-02) (3.46e-03) (4.13e-02)  (4.33e-02)  (1.08e-01) (5.43¢-05)
ER (p = 0.06, n = 100) 8.65e-03 2.79e-03 6.24e-01 7.35e-01 1.57e+00 4.09e-01 3.54e-02 6.31e-01 5.72e-01 1.15e+00 1.37e-03
(7.91e-04) (1.42e-03) (7.97e-03) (1.46e-02)  (7.12e-02)  (2.64e-02) (2.64e-03)  (5.82e-02)  (3.03e-02)  (5.05e-02) (2.26e-05)
ER (p = 0.08, n = 100) 8.82e-03 2.54e-03 5.71e-01 9.46e-01 6.65¢-01 3.92e-02 3.29e-02 4.85e-01 1.07e-02 8.5%-01 1.90e-03
(2.59¢-04) (6.41e-04) (1.57e-02) (5.08¢-02)  (6.56e-02)  (1.86e-03) (2.03e-03)  (7.19¢-03)  (1.14e-04)  (5.42¢-02) (4.81e-05)
ER (p = 0.04, n. = 200) 8.91e-03 5.18e-03 8.04e-02 6.73e-01 1.93e-01 3.72e-02 2.88e-02 3.92e-01 7.31e-02 2.85e-01 3.24¢-03
(9.43¢-05) (1.94¢-03) (2.70e-03) (2.66e-02)  (2.18¢-03)  (2.92¢-03) (1.54e-03)  (2.58¢-02) (2.31e-03)  (1.84e-02) (1.28¢-05)
ER (p = 0.06, n = 200) 7.41e-03 4.76e-03 1.39¢-01 7.29e-01 5.48e-01 3.69e-02 2.57e-02 3.68e-01 8.39-02 3.28e-01 4.30e-03
(1.23e-04) (4.62e-04) (4.08e-03) (2.10e-02)  (2.81e-02)  (5.56e-04) (8.74e-04)  (5.41e-03)  (4.93e-03)  (2.78e-02) (5.53e-05)
ER (p = 0.08, n = 200) 4.57e-03 1.62¢-03 1.35¢-01 1.28e+00 1.87e-01 3.96e-02 2.43e-02 3.12e-01 4.12e-02 3.48e-01 1.12¢-03
(6.46¢-05) (5.01e-04) (3.22¢-03) (9.03¢-02)  (1.52e-02)  (9.58e-04) (5.02¢-04)  (1.15¢-02)  (6.35¢-04)  (4.65¢-03) (1.73e-05)
Cora 1.45¢-04 7.41e-05 3.51e-03 2.72e-03 5.04e-02 5.53e-03 6.79e-04 2.71e-02 8.13e-04 8.16e-03 5.80e-05
(9.14e-06) (1.61e-05) (3.30e-04) (1.17e-04)  (3.90e-03)  (1.73e-04) (1.53e-05)  (1.40e-03)  (2.59¢-05)  (1.37e-04) (3.22¢-07)
Citeseer 3.94e-04 1.58¢-04 7.64e-03 6.83e-03 2.93e-02 3.94e-03 9.12e-04 3.16e-02 6.87e-04 4.21e-03 1.29e-04
(2.45e-05) (2.91e-05) (6.28e-04) (6.02¢-04)  (1.00e-03)  (7.05e-05)  (4.80e-05)  (7.36e-04)  (2.17e-05)  (7.09e-05) (9.21e-07)
PubMed 7.93e-03 3.29e-03 8.96e-02 4.29e-01 4.79-01 1.27e-01 2.16e-02 1.94e-01 3.37e-02 3.07e-01 2.74e-03
(3.55¢-04) (5.51e-04) (5.26e-03) (2.60e-02)  (3.41e-02)  (1.13e-02)  (2.77e-04)  (1.58e-02) (2.06e-02) (6.85¢-05)
ogbn-mag 5.39e-02 8.01e-03 - 2.93e-01 4.47e-01 2.49e-01 5.83e-02 3.78e-01 - - 6.73e-03
(5.95¢-04) (1.28¢-03) (5.77e-03)  (1.89e-02)  (3.04e-03) (8.10e-04)  (1.24e-02) (1.04e-04)
ogbn-papers100M 9.03e-02 3.25e-02 - 6.19e-01 8.03e-01 6.43e-01 2.71e-01 .05 - - 3.18e-02
(6.49¢-03) (7.21e-04) (2.36e-02)  (4.13e-02)  (1.15e-02)  (2.15e-02) (1.05e-04)
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Table 7: Accuracy (mean + standard deviation) of each model on the ENZYMES, PROTEINS, and MUTAG
datasets, averaged over 10-fold cross-validation. DYMAG variants based on heat and wave dynamics achieve
the best or second-best performance across all datasets.

Model ENZYMES PROTEINS MUTAG

DYMAG #ca) 0.82+£0.02 0.54+£0.04 0.79+0.02
DYMAGwae 0.79£0.02 0.71+£0.02 0.83£0.02
DYMAGsprory 0.60+0.04 0.64+0.03 0.74+0.03

MPNN 0.63+0.01 0.67£0.01 0.76 £0.02
GAT 0.65£0.01 0.64£0.01 0.75+0.02
GIN 0.68£0.01 0.69+£0.02 0.77+£0.02
GWT 0.66 £0.01 0.66£0.02 0.72+0.02
GraphGPS 0.70£0.02 0.68£0.02 0.78 £0.02
GRAND 0.71£0.02 0.65£0.02 0.76 £0.02

GRAND++ 0.74£0.01 0.69+£0.01 0.80=+0.02

In Table [6] we present the complete results for predicting Ollivier-Ricci curvature and extended
persistence images using synthetic and real-world datasets comprising of Erd6s—Rényi graphs and
citation networks. For all experiments, DYMAG is trained using a uniform signal as input. Ground
truth Ollivier—Ricci curvature values are computed directly from the adjacency matrix, and per-
sistence images are generated using node degree as the filtration function. Results are reported
as mean with standard deviation in parentheses. Across all settings, DYMAG variants with heat
or wave dynamics consistently outperform baseline methods. Given the high computational cost
of computing Ollivier—Ricci curvature on large graphs, we restricted the PubMed evaluation to a
subgraph comprising the 2,000 most highly cited papers and omitted this evaluation for OGBN-MAG
and OGBN-Papers100M.

In Table [/} we evaluated the performance of DYMAG on three publicly available datasets for
biomolecular graph classification from the TUDatasets benchmark [75]. The ENZYMES dataset
[76] consists of protein secondary structures with ground truth annotations of catalytic activity.
In the PROTEINS dataset [21], the task is to classify whether a protein functions as an enzyme.
The MUTAG dataset [[/7] contains small nitroaromatic compounds, and the task is to classify their
mutagenicity on the S.typhimurium bacterium. DYMAG achieves strong validation accuracy across
all datasets, with the wave equation variant performing best on PROTEINS and MUTAG.

In Table we present results corresponding to Figure [3| where the task is to recover generating
parameters of random graphs. On both Erd6s—Rényi and stochastic block model (SBM) datasets,
DYMAG achieves the best overall performance, further validating its capacity to capture latent
structural properties.

In Table [§] we evaluated DYMAG on ogbn-papers100M for node classification, in addition to
the curvature prediction (node regression) results. The results show that DYMAG-wave and -heat
outperform other baselines.

Table 8: Classification accuracy on the ogbn-papers100M dataset. Results are reported as mean =+ standard
deviation. DYMAG-wave and DYMAG-heat outperform other baselines. Models marked with a dash () did not
scale to the dataset’s size.

Model Accuracy (%)
DYMAG Hear) 68.1 £0.3
DYMAG (wave) 69.4 +0.3
DYMAG (Sprott) -
MPNN 55.2+0.3
GAT 62.1 £0.5
GIN 58.7+ 0.4
GWT 65.3 £ 0.5
GraphGPS 68.9+ 0.4
GRAND -
GRAND++ -
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1.2 Ollivier-Ricci Curvature

Olivier-Ricci curvature [78] is used extensively in the graph learning community for graph rewiring
[79], community detection [80L |81]], and graph sparsification [82]. In particular, negative curvature
values identify bridges between communities in a graph, making them informative for rewiring graphs.
In our setting, curvature is an important geometric quantity for graph tasks. Moreover, it is a fairly
challenging node level task, and often requires information about optimal transport between nodes
[83,184]. Therefore, it is an ideal target for node regression task.

In Riemannian geometry, Ricci curvature quantifies how a space deviates from being locally Euclidean
by measuring volume distortion along geodesics. The discrete Ollivier-Ricci formulation extends this
notion to graphs by capturing how neighborhood structures contract or expand under local optimal
transport, thereby providing a principled measure of local geometric distortion.

To evaluate the capacity of DYMAG to capture such local geometric properties, we consider the task of
predicting node-level Ollivier-Ricci curvature [[71]. Ground truth curvature values are computed using
the GraphRicciCurvature package (v0.5.3.1). The method first calculates edge-level curvature
scores via optimal transport between neighborhood distributions, and then aggregates these values to
the node level by averaging over all incident edges.

Because Ollivier-Ricci curvature is determined entirely by the graph topology - specifically, the
adjacency structure and any edge weights - it does not require node features. We therefore compute
curvature values directly from the graph’s adjacency matrix. The resulting node-level values are used
as regression targets in a node-level prediction task.

We report results on both real-world and synthetic graphs in Table [f] Due to the computational cost
of Ricci curvature estimation on large graphs, we restrict evaluation on PubMed (19,717 nodes) to a
subgraph comprising the 2,000 most highly cited nodes.

L3 Extended Persistence Image

To compute extended persistence diagrams for graphs, we define a scalar filtration function f : V' — R
that assigns a real value to each node. By default, we use node degree, but the framework supports
any scalar-valued function (e.g., centrality, clustering coefficient, or domain-specific metadata).

From this node-level function, edge values are induced by setting f(u,v) = max{f(u), f(v)}. We
then construct a filtration over the graph using both sublevel and superlevel sets: in the sublevel
filtration, nodes and edges are added in order of increasing f, capturing the evolution of connected
components and cycles; in the superlevel filtration, nodes and edges are included in decreasing order,
allowing for the identification of global topological features that persist across the entire graph. The
extended persistence diagram combines information from ordinary, relative, and extended homology
classes to characterize these multiscale topological changes.

Each extended persistence diagram contains a collection of birth—death pairs for two types of features:
dimension 0 features correspond to connected components, while dimension 1 features correspond to
cycles. To convert these diagrams into a vector representation, we map each birth—death pair (b, d) to
a birth—persistence pair (b, p) where p = d — b. We then place a Gaussian kernel (with bandwidth
o = 0.005) centered at each (b, p) coordinate and discretize the resulting function onto a grid to
obtain persistence images [[70]. To reflect the distinct statistical profiles of the two types of features,
we use different grid resolutions: for dimension 0 features, which are typically short-lived, we use a
compact 25 x 1 grid; for dimension 1 features, which exhibit greater variability in both birth and
persistence, we use a full 25 x 25 grid. These two images are flattened and concatenated into a
650-dimensional vector.

We treat persistence image prediction as a graph-level regression task. The pooled graph embedding
from DYMAG is passed through a 5-layer MLP to predict the flattened persistence image vector.

Results using node degree as the filtration function are reported in Table [6] (bottom). In Table [T3}
we present results obtained using clustering coefficient as the filtration function. The clustering
coefficient of a node v is defined as
_2T()

deg(v)(deg(v) — 1)’

c(v)
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where T'(v) is the number of triangles through node v and deg(v) is the degree of node v. Compared
to degree-based filtrations, the higher MSE values in this setting suggest that persistence images
generated using clustering coefficients are more challenging to predict.

I.4 Node Classification Accuracy on Homophilic and Heterophilic Datasets

In Table ['1;2], we also consider node classification on homophilic (Pubmed, Citeseer, and Cora) and
heterophilic (Texas, Wisconsin, and Cornell) networks from Pei et al. [19]. On the homophilic
real-world graph datasets, we see that the wave version of DYMAG outperforms the heat/Sprott
versions, achieving performance that is roughly comparable with the more standard GNNs. However,
on the heterophilic datasets, we see that DYMAG with chaotic Sprott dynamics outperforms other
models.

L5 Fractional Heat Equation Dynamics

In Tables O]and[I0] we conduct experiments investigating the role of « in the fractional Laplacian L*.
We highlight the case av = 1 in gray to emphasize that when o = 1, the fractional Laplacian reduces
to the standard (non-fractional) graph Laplacian. The values of « that achieve the best performance
are highlighted in blue. In cases where there is a tie and o = 1 is one of the co-best methods (e.g., in
the MP dataset), we highlight the & = 1 case in gray and the other top-performing method in blue.

Table [9] reports the mean squared error (MSE) for predicting extended persistence images. We
observe that varying « significantly impacts the model’s performance. For most Erd6s—Rényi (ER)
graphs with n = 100 nodes, lower values of « yield better performance than the standard Laplacian
(o = 1), suggesting that fractional heat diffusion processes capture relevant graph features more
effectively in this context. For larger graphs with n = 200 nodes, the optimal « is still lower than 1,
though not as low as 0.25.

In Table which reports the R? scores for predicting various geometric and graph topological
properties of molecules, we observe that the performance across different o values is relatively similar,
indicating robustness to the choice of «. For example, on the PROTEINS dataset for predicting
dihedral angles, the highest R? score is 0.89 at both o = 0.25 and « = 0.50, while at o = 1, the
score is 0.87. In the case of the Materials Project (MP) dataset for predicting band gap, there is a tie
in performance between o = 0.50 and o = 1.00, both achieving an R? score of 0.59.

Overall, these results demonstrate that non-local smoothing achieved with the fractional Laplacian
featuring various « parameters allows the model to perform better on certain tasks. Specifically,
fractional Laplacians with o < 1 can enhance performance in recovering the topology of randomly
generated graphs, while different values of « do not significantly impact DYMAG’s performance on
molecular and material science datasets.

Table 9: Mean squared error (MSE) for predicting extended persistence images using vertex degree as the
filtration function (lower is better). We compare DYMAG models with wave dynamics across different fractional
orders a. The first group of ER graphs are generated with n = 100 nodes, and the second with n = 200 nodes.

Graph Fraction o

0.25

0.50

0.75

1.00

ER(p = 0.04,n = 100)
ER(p = 0.06,n = 100)
ER(p = 0.08, n = 100)

4.47e-2 £ 1.0e-3
3.60e-3 + 1.6e-4
4.72¢-3 + 1.8e-4

3.51e-2 + 7.2¢-4
6.03e-3 + 8.3e-5
7.39¢-3 + 2.1e-4

1.39¢-2 + 2.6e-4
6.24¢-3 + 1.8e-4
8.60e-3 £ 3.1e-4

1.48¢-02 + 1.26e-03
8.65¢-03 & 7.91e-04
8.82e-03 £ 2.59¢-04

ER(p = 0.04,n = 200)
ER(p = 0.06, n = 200)
ER(p = 0.08,n = 200)

8.12¢-3 + 5.0e-4
7.85e-3 + 3.6e-4
5.02e-3 + 1.6e-4

7.73e-3 + 3.4e-4
4.98e-3 + 9.3e-5
3.47e-3 + 9.7e-5

9.28e-3 + 8.5e-4
4.52¢-3 + 1.8e-4
1.12e-3 £ 2.5¢-4

8.91e-03 £ 9.43e-05
7.41e-03 £ 1.23e-04
4.57e-03 £+ 6.46e-05

Cora
Citeseer
PubMed

2.84e-3 £ 3.2e-4
1.35e-3 £ 9.7e-5
5.62e-3 £ 8.8e-5

1.79e-3 + 4.0e-4
1.04e-3 + 1.0e-4
1.17e-4 + 1.0e-5

5.16e-4 + 8.0e-6
6.34e-4 + 1.2¢-5
2.35e-4 + 7.4e-6

1.45e-04 + 9.14e-06
3.94e-04 + 2.45e-05
7.93e-03 + 3.55e-04
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Table 10: Performance of DYMAG (heat dynamics) across different fractional orders « on four datasets:
PROTEINS, DrugBank, Materials Project (MP), and the DTS AIDS Antiviral Screen. We report R? score
(higher is better) for the first three datasets and balanced accuracy for the Antiviral Screen. Results are reported
as mean = standard deviation over 10-fold cross-validation.

o PROTEINS DrugBank MP ‘ Antiviral Screen
Dihedral Angles TPSA # Aromatic Rings Band Gap Active/Inactive
0.25 0.89 £ 0.04 0.94 + 0.02 0.96 + 0.03 0.57 + 0.04 0.52 4+ 0.02
0.50 0.89 £ 0.03 0.92 +0.02 0.96 + 0.02 0.59 + 0.01 0.56 - 0.01
0.75 0.86 £+ 0.02 0.92 £+ 0.03 0.97 £+ 0.03 0.58 £+ 0.02 0.56 £+ 0.02
1.00 0.89 £+ 0.01 0.97 + 0.01 0.97 + 0.02 0.61 + 0.03 0.54 £+ 0.02

Table 11: Mean squared error (MSE) for the prediction of generating parameters of random graphs (lower
is better). The number of nodes for each type of random graph is specified in each data column (i.e. n €
{100, 250, 500, 1000, 2500}).

Method Erdos-Rényi Stochastic Block Model
100 250 500 1000 2500 100 250 500 1000 2500
DYMAG #ean 7.46e-3 7.13e-3 3.60e-3 4.19e-3 3.04e-3 6.41e-1 8.10e-1 1.79 4.52 6.27
DYMAG wave) 8.29¢-3 6.58e-3 3.17e-3 3.25¢-3 1.04e-3 8.25e-1 9.40e-1 1.26 2.28 2.35
DYMAG sprot) 4.33e-2 4.92e-2 7.08e-3 3.68e-3 5.49¢-3 5.17 3.37 4.25 4.08 6.27
MPNN 1.37e-2 1.14e-2  9.26e-3 9.49¢-3 8.02e-3 2.93 3.07 3.68 7.14 10.26
GAT 3.05e-2 5.60e-2 1.35e-2 3.74e-2  2.69e-2 11.79 9.42 10.83 13.62 18.60
GIN 1.08e-2 9.37e-3 7.74e-3 6.98¢-3  4.81e-3 1.74 2.59 2.92 437 9.15
GWT 9.72¢-3 1.04e-2 6.29¢-3 6.56e-3 5.41e-3 2.47 3.18 2.14 4.87 6.52
GraphGPS 5.28e-2 8.48e-2 1.26e-2 1.31e-2 8.24e-3 12.06 8.21 9.44 11.63 12.67
GRAND 6.36e-2  4.22e-2  9.27e-3 6.58e-3 5.30e-3 14.52 16.78 13.50 11.28 8.58
GRAND++ 8.52¢-2 6.91e-2 2.84e-2 1.29¢-2 8.72¢-3 23.71 26.84 19.64 16.97 15.42
Table 12: Node classification accuracy (%) on homophilic and heterophilic datasets.
Method Homophilic Datasets Heterophilic Datasets
Cora Citeseer PubMed Cornell Wisconsin Texas
Homophily 0.81 0.80 0.74 0.30 0.21 0.11
Nodes 2,708 3,312 19,717 183 251 183
Classes 7 6 3 5 5 5
DYMAG #ean 88.16 76.92 89.73 73.52 67.46 64.41
DYMAG wave) 89.62 77.16 89.63 76.44 78.47 81.24
DYMAGsprot) 60.81 67.42 64.18 88.19 86.72 87.63
MPNN 83.93 72.81 80.43 65.17 65.29 45.87
GAT 87.28 75.03 86.94 54.27 59.14 48.62
GIN 88.95 76.04 89.74 74.68 68.47 73.87
GWT 86.23 75.92 88.37 70.34 66.25 62.11
GraphGPS 87.31 75.87 88.91 73.95 69.13 74.01
GRAND 84.18 73.62 80.39 81.94 74.65 77.06
GRAND++ 84.33 75.61 80.53 80.27 78.38 82.58
TrigoNet 90.07 +1.33  78.91 + 1.28 89.93 + 0.58 80.12 + 3.77 - 81.53 +4.02
PDE-GCNy 88.60 78.48 89.93 89.73 91.76 93.24
GCN+Multiscale QDC 87.85+544 7378 £4.53 88.32 + 0.47 66.22 +544 6471 £ 4.47 73.70 + 4.53
GAT+Multiscale QDC 87.68 £+ 3.87 77.57 £ 5.56 88.04 4+ 3.33 77.57 £3.87 88.04 +4.06 67.57 £ 5.56
H2GNN+Multiscale QDC 88.38 £3.72 7734 +4.84 89.13 + 3.51 76.01 £ 3.72 86.66 £ 3.65 86.84 +4.17
GCNIT* 88.01 77.13 90.30 76.49 81.57 77.84
Diag-NSD 87.14 £1.06 77.14 +1.85 89.42 +0.43 86.49 4+ 7.35 88.63 +2.75 85.67 + 6.95
0O(d)-NSD 86.90 + 1.13 76.70 + 1.57 89.49 4+ 0.40 84.86 +4.71 89.41 £ 4.74 85.95 +£5.51
Gen-NSD 8730+ 1.34 7632+ 1.65 89.33+035 | 8568 +651 89.21+3.84 8297 +5.13
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Table 13: MSE (lower is better) for extended persistence image prediction (clustering-coefficient filtration,
degree features).

Model Cora Citeseer PubMed
DYMAG ear) 2.48 7.35 1.28
DYMAG wave) 1.76 2.45 6.04
DYMAG sprott) 8.37 13.58 6.26
MPNN 4.20 12.6 7.94
GAT 9.25 4.45 7.50
GIN 9.89 7.34 2.17
GWT 4.12 6.94 3.22
GraphGPS 14.3 11.7 9.45
GRAND 13.1 10.8 6.07
GRAND++ 15.1 6.49 4.75
Neural EPD Approx.  9.38 1.94 4.52

J Dataset Description

Cora [[16] is a citation network comprising 2,708 scientific publications classified into one of seven
categories. Each node represents a publication and is associated with a 1,433-dimensional binary
feature vector indicating the presence or absence of specific words from a predefined dictionary.
Edges represent the 5,429 citation links between documents.

Citeseer [17] is a citation network containing 3,312 scientific publications categorized into six classes.
Each node corresponds to a publication and is described by a 3,703-dimensional binary feature vector
based on the presence or absence of specific dictionary words. The graph includes 4,732 citation
links, forming edges between related documents.

PubMaed [18] is a citation network of 19,717 biomedical research articles from the PubMed database,
all related to diabetes, and categorized into three classes. Each node represents a publication and is
associated with a 500-dimensional feature vector based on TF-IDF weighted word frequencies. The
graph contains 44,338 citation edges.

Cornell, Texas, and Wisconsin [19] are subgraphs extracted from the WebKB dataset, comprising
webpages from the computer science departments of the respective universities. Each node represents
a webpage, described by a bag-of-words feature vector derived from its textual content. Edges
correspond to hyperlinks between pages. The classification task involves predicting the type of
webpage (e.g., student, faculty, course, project, staff). These graphs are relatively small, with 183-251
nodes and 295-499 edges. Notably, all three datasets exhibit strong heterophily, where connected
nodes often belong to different classes, posing a challenge for traditional homophily-based graph
learning methods.

ogbn-papers100M and ogbn-mag are large-scale academic graphs from the Open Graph Benchmark
(OGB) collection. ogbn-papers100M is a directed citation network comprising over 111 million
papers indexed in the Microsoft Academic Graph (MAG) [85]], where each node represents a paper
with a 128-dimensional word2vec feature vector, and edges denote citation links. ogbn-mag is a
heterogeneous graph also derived from MAG, containing four node types - papers (736K), authors
(1.1M), institutions (8.7K), and fields of study (60K) - and four directed edge types: authorship,
citation, affiliation, and topic assignment. Only paper nodes have input features (128-dimensional
word2vec embeddings), while the other node types are featureless.

PROTEINS [21]], part of the TUDataset benchmark suite [75]], is a graph classification dataset
consisting of 1,113 protein structures, each labeled as either an enzyme or a non-enzyme. In each
graph, nodes represent amino acids, and edges are formed between pairs of amino acids that are
within 6 Angstréms of each other in 3D space.

ENZYMES [76]], part of the TUDataset benchmark suite [[75], contains 600 protein tertiary structures
categorized into six enzyme classes, as defined by the BRENDA enzyme database. Each protein is
represented as a graph, where nodes correspond to amino acids and edges capture spatial or sequential
proximity.
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MUTAG [86], part of the TUDataset benchmark suite [[75], is a graph classification dataset consisting
of 188 chemical compounds labeled according to their mutagenic effect on Salmonella typhimurium.
Each compound is represented as a graph, where nodes correspond to atoms (with one-hot encoded
atom types as features) and edges represent chemical bonds. There are 7 discrete node labels. The
task is to predict the binary mutagenicity label based on molecular structure.

DrugBank [22] is a publicly available resource that integrates detailed information about drugs and
their molecular targets. We use version 5.0 of the database, released in 2018, which contains 6,712
drug entries, including 1,448 FDA-approved small-molecule drugs. While the database includes
a wide range of chemical, pharmacological, and structural properties, we focus on predicting two
geometry- and topology-related molecular attributes: total polar surface area (TPSA) and the number
of aromatic rings. Each molecule is represented as a graph, with atoms as nodes and bonds as edges.

The Materials Project (MP) dataset [24] consists of a large collection of inorganic compounds
labeled with physical and chemical properties computed using density functional theory (DFT). We
use version 2018.6.1, which includes 69,239 materials and a range of properties such as formation
energy, bulk and shear moduli, and electronic band gap. In our experiments, we focus on predicting
the band gap (e.g., in eV), a key electronic property available for 45,901 compounds. Each material
is represented as a graph, with atoms as nodes and edges defined by interatomic bonds or distances
derived from crystal structures.

The Antiviral Screen Dataset [23] originates from the Drug Therapeutics Program (DTP) AIDS
Antiviral Screen, which evaluated the anti-HIV activity of 43,850 chemical compounds based on their
ability to inhibit HIV replication. Each compound is represented as a molecular graph, with atoms
as nodes and bonds as edges. Screening outcomes were originally categorized into three groups:
confirmed active (CA), confirmed moderately active (CM), and confirmed inactive (CI). As part
of the MoleculeNet benchmark [87]], the CA and CM categories are merged, resulting in a binary
classification task: predicting whether a compound is active (CA/CM) or inactive (CI).
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