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Abstract

Having a model that can dynamically learn
new classes while detecting Out-of-Distribution
(OOD) samples is a desirable property for most
applications operating in the wild. While there is
limited work in this direction, some works have
attempted to achieve both by combining Incre-
mental Learning (IL) and OOD detection, show-
ing promising results for both tasks. Most of the
works use a buffer containing some samples to
either replay past samples while learning or to de-
tect outliers at testing, which can cause potential
issues: 1) it does not scale well with a growing
number of samples, 2) it causes privacy issues
as storing samples may not always be a compli-
ant option, 3) it limits the outlier detection to
the distribution in the buffer, and 4) it is compu-
tationally and memory expensive. In this work,
we tackle this issue with a very simple yet effec-
tive framework: BUILD, which performs both
IL and OOD detection in a buffer-free manner
with the capability to work in the wild. BUILD
integrates a pre-trained vision transformer that
is fine-tuned with hard attention masks, along
with post-hoc OOD detectors applied during test-
ing. We show that BUILD, when combined with
activation-based post-hoc OOD technique, can
give not just competitive but better performance
than the state-of-the-art baselines. To support our
claims, we evaluate the proposed framework on
the CIFAR-10 classification benchmark and the
results show that BUILD gives superior and sta-
bler performance in detecting OOD samples while
being computationally cheaper.

1University of Cagliari, Italy 2Sapienza University of Rome,
Italy 3CISPA Helmholtz Center for Information Security, Germany.
Correspondence to: Srishti Gupta <srishti.gupta@uniroma1.it>.

Published at ICML 2024 Workshop on Foundation Models in the
Wild. Copyright 2024 by the author(s).

1. Introduction
To deploy a machine learning application in the wild, the two
most desired properties are (i) the ability to safely learn new
information without forgetting past ones, and (ii) to detect
when the model operates outside of the training distribution,
e.g. when the model receives a sample from a new class.
These two properties clash with the assumption on which
machine learning is founded: the independent and identical
distribution (IID) of the inputs for both training and run-
time data. Both are expected to be sampled independently
from the same underlying distribution a.k.a. closed-set as-
sumption. This assumption does not hold in real-world ap-
plications where the data is much more complex and diverse
than the data available for training. To address the practical
limitations of real-world applications, researchers incorpo-
rate strategies such as Incremental Learning (IL) (De Lange
et al., 2021) (a.k.a. Continual or Lifelong learning) and
Out-of-Distribution (OOD) detection (Salehi et al., 2022).

IL aims to develop models that can be updated with new in-
formation (e.g. add new classes) without forgetting past data,
known as catastrophic forgetting (CF). The most promising
results in IL are achieved by replay-based methods (Re-
buffi et al., 2017; Rolnick et al., 2019) where some samples
from past data are saved in a buffer to train future data.
Instead, OOD detection deals with the problem of detect-
ing unknown samples, such as from unknown distributions.
Recent works (Kim et al., 2023a; Weyssow et al., 2023;
Kim et al., 2022) have tried to bridge the two paradigms to
achieve the ability to learn incrementally while detecting
OOD at test time. All of these works rely on buffering strate-
gies to combine In-Distribution (ID) and OOD detection.

Buffers are widely used to save a subset of old data that can
be used i) in IL, to train future classes along with current
data to prevent CF or ii) in OOD, so the model can learn
what potentially OOD data may look like at test time. How-
ever, the use of buffers is tied to certain limitations: (i) as
the number of classes in IL grows, a fixed-size buffer cannot
scale its representative power, (ii) many applications cannot
maintain past data for privacy constraints, (iii) the use of
buffer restricts OOD detection to a limited distribution of
samples, making it unusable for the wide distribution of
OOD samples that can be found in the wild, (iv) buffers re-
quire additional computations and a large memory footprint.
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Figure 1. Conceptual representation of BUILD

In this work, we propose a modular and lightweight
buffer-free IL model with OOD functionalities capable
of functioning in the wild: BUILD. Our pipeline com-
bines the parameter-isolation-based IL technique with re-
cent activation-based post-hoc OOD detection techniques.
To the best of our knowledge, we are the first to propose
a buffer-free incremental learning approach that can also
perform OOD detection. We support our claims by evalu-
ating BUILD using the CIFAR10 classification benchmark.
We evaluate each task classifier in the open-world setting
while classifying in a task-aware setting. We compare our
results with the current state-of-the-art IL+OOD model
MORE (Kim et al., 2022).

2. Background and Related Works
While the two domains—IL and OOD—have made tremen-
dous progress lately, we discuss the most relevant techniques
in this section with emphasis on bufferless methods.

2.1. OOD Detection

OOD detection aims to detect the samples semantically
different from the training distribution. Categorized accord-
ing to the life cycle steps, it can be applied at the time
of training (Hendrycks et al., 2019b;a) or post-hoc infer-
ence (Djurisic et al., 2023; Sun et al., 2021). Outlier Expo-
sure (OE) (Hendrycks et al., 2019a) is a popular training
method in which evaluation data is exposed at the time of
training (Perera & Patel, 2019; Liang et al., 2018). However,
this method has recently lost popularity, as it is difficult to
reconcile with the principles of ML and might give overop-
timistic results (Zhang et al., 2023). In post-hoc methods,
the techniques are applied only after training. Baseline tech-
niques like Maximum Softmax Probability (Hendrycks &
Gimpel, 2017) distinguish OOD from ID simply based on
the softmax confidence score. Whereas, in the activation-
based methods, OOD activations are identified and modi-

fied, even changing their dimensionality, to push the confi-
dence scores away from the ID activations. For example, in
Rectified Activation (ReAct) (Sun et al., 2021) technique
where the d-dimensional input x ∈ IRd when encoded by
the feature extractor to say, m-dimensional feature space,
such that z ∈ IRm. These activations (or feature vectors)
are extracted from the penultimate layer and modified us-
ing the rectification parameter c such that the new activa-
tions: z = ReAct(z; c) are then used for classification:
fReAct(x; θ) = WTz + b where WT and b are derived
from the classification layer. These techniques are compati-
ble with different scorings: softmax confidence (Hendrycks
& Gimpel, 2017) and energy scoring (Liu et al., 2021). In
our experiments, we show results with both scorings i.e.
ReAct+MSP and ReAct+Energy, respectively.

2.2. Incremental Learning

IL is tackling a major challenge in neural networks: The
stability-plasticity dilemma where plasticity refers to the
ability of the model to learn new experiences while having
the stability to retain previous knowledge while encoding
it. One prominent way to tackle this issue is to somehow
save representations of old experiences without the avail-
ability of all past data. Various proposed techniques are
regularization-based (Kirkpatrick et al., 2017; Li & Hoiem,
2017), replay-based (Rebuffi et al., 2017; Rolnick et al.,
2019), or parameter-isolation (Serra et al., 2018; Rusu et al.,
2022). IL can be performed in two settings: Class Incremen-
tal Learning (CIL) and Task Incremental Learning (TIL).
The difference between the two settings is that for TIL the
model incrementally learns a set of clearly distinguishable
tasks, while for CIL the model must incrementally learn to
distinguish between a growing number of classes. Replay-
based techniques use a memory buffer to store a set of
exemplars per class, which are later replayed while learning
new tasks to alleviate CF. These techniques have shown the
best performance in the CIL setting. They have shown a
reduction in forgetting, but as the size of classes grows, for-
getting cannot be prevented. Whereas parameter-isolation
methods dedicate different model parameters to each task,
notably used in the TIL setting. In recent years, Hard At-
tention to the Task (HAT) (Serra et al., 2018) applied to a
multi-head model has shown the best performances in TIL
settings. HAT (i) learns a set of almost binary task-specific
masks to protect network parameters important for previous
tasks, (ii) sets an objective function that promotes parameter
sharing and sparsity, exploiting the maximum capacity of
the network, and (iii) trains a task-specific classification
head on top of the underlying feature representation given
by the deep network. Since each task is learned on different
parameters, forgetting is negligible. The con side of HAT is
that it is designed for the TIL setting.

However, a recent approach called MORE (Kim et al.,
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2022) applied HAT in an adapter module of the transformer
layer combining it with OE, to give CIL functionality to a
multi-head model. This is an important step towards non-
forgetting CIL models. However, the use of buffer and
outlier exposure in their implementation makes it a less at-
tractive approach. By removing the buffer, we make the
pipeline lightweight, and by removing OE, the model can
operate in the wild.

3. Methodology
We introduce BUILD and explain here how our framework
can be used to easily adapt a foundation model with the
ability to detect OOD samples from unknown classes in an
efficient and modular manner.

Model architecture. An overview at a high level is shown
in Fig. 1 in the gray box on the left (Trained Model). The
model is composed of (i) a fixed pre-trained backbone h with
parameters θ, (ii) a set of task-specific trainable adapters
with parameters wt inserted at each transformer layer, and
(iii) a set of classification headsft on top of the backbone,
with parameters ϕt for a given task t. For a given sample
x, the training of a task classification head t can be defined
as: f̂t = ft(zt;ϕt), where zt = h(x,θ,wt) is the feature
representation for task t.

Training Time. Once the architecture is defined we fol-
low a multi-head training using the HAT approach Serra
et al. (2018). To train the task classifier t, the training
set Did

t with c in-distribution classes: ∀(x, y) ∈ Did
t and

{y1, y2, ..yc} ∈ Yid
t is used to update the parameters wt

and ϕt while leaving the original backbone parameters θ
unchanged. We also note that BUILD does not expose
outliers during training as done in MORE and other previ-
ous works (Kim et al., 2022; 2023b), nor does it use time-
consuming solutions such as computing distance metrics
on training samples and back-update on the classification
heads.

Testing Time. At test time, the model can be subjected
to either ID or OOD classes: x ∈ {xid,xood} such that
xood ∈ Dood

k where k ̸= t, as expected in the wild. BUILD
allows one to select any post-hoc OOD detector Γ mounted
on top of the trained model f̂ as shown in Fig.1 (Post-hoc
OOD Detection). Therefore, at the detection time, the sam-
ple does not have task information and Γ detects for each
head t, whether the sample is in-distribution to that task or
not via p(id|x).

Following our framework, we can choose Γ as an activation-
based OOD detector, such as ReAct. In this case, Γ wraps
the last part of the network starting from the penultimate
layer of the task classifier t to extract activations zt. The
activations are then processed by the task classifier to ob-
tain the class prediction within that task: p(yc|xid

t ) and a

confidence score.

4. Experimental Analysis
To show the validity of BUILD, we report an analysis of
both its OOD detection capability and task-aware classifica-
tion performance.

4.1. Experimental Settings

Baseline. We consider MORE as our baseline. Therefore,
we replicate different parts of the original paper for better
comparison.

Model. We use the following architecture: DeiT-S/16 (Tou-
vron et al., 2021) with 2-layers adapter module (Houlsby
et al., 2019) with 64-dimensional latent space at each trans-
former layer. We borrow the checkpoints of the backbone
transformer from the baseline work where Vision Trans-
former(ViT) is pre-trained on ImageNet classes after re-
moving 389 classes that are similar to the classes in CIFAR
datasets to avoid data leaking at train time (Kim et al., 2022).

Dataset. We run our experiments on the CIFAR-10 image
classification dataset composed of 50, 000 and 10, 000 train-
ing and testing samples, respectively, with 1, 000 samples
per class. We consider a sequence of 5 tasks composed of 2
classes each without changing the original class order, e.g.
t0 comprise samples from class 0, 1; t1 samples with labels
2, 3, etc.

Training details. We train the task-specific adapters, nor-
malization layers, and classification heads using the stochas-
tic gradient descent (SGD) optimizer for 20 epochs, setting
the learning rate to 0.005 and the batch size to 64 for both
settings. Additionally, for MORE, we set a buffer size of
200 and 10 epochs for the back-update procedure.

OOD scores. To compute the OOD scores, we first use two
non-post-hoc methods from the original baseline, i.e. using
the Mahalanobis distance with and without the combination
with the softmax output (which we respectively refer to as
SMMD and MD). We also use three other methods more
aligned with our framework BUILD, in particular (i) MSP,
(ii) React with MSP (ReAct-MSP), and (iii) with the energy
scores (ReAct-Energy).

Evaluation protocol and metrics. To evaluate the OOD
detection performances, we consider for each task t all test
samples belonging to tasks different than t as OOD and
samples from t as ID. We then evaluate each task-specific
classifier f̂k at test time using the detector mentioned above.
We measure the discriminative power of the OOD detector
by evaluating the Area Under the ROC Curve (AUROC) and
the false positive rate when the true positive rate is 95%
(FPR@95). To test the TIL classification performances,
we measure the In-Distribution accuracy (ID acc) of each
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task-specific classifier on samples belonging to its task of
specialization.

4.2. Results and Discussion

We expected BUILD to provide competitive performance
compared to MORE; however, the experimental results
showed that BUILD outperformed its baseline.

MD SMMD MSP ReAct-MSP ReAct-Energy

FPR@95 MORE 46.01 26.30 65.52 59.30 58.13
BUILD 36.53 34.72 19.92 20.21 23.10

AUROC MORE 90.7 95.19 78.13 79.43 80.68
BUILD 92.33 93.29 95.13 95.23 95.54

ID Acc. MORE 98.54 98.54 97.31 97.17 97.17
BUILD 99.24 99.24 99.24 99.23 99.23

Table 1. Performances of MORE and BUILD averaged over the
five tasks classifiers.

Average performance. In Table 1, we show the AUROC,
FPR@95, and ID accuracy, respectively, averaged over all
five task classifiers. Notably, BUILD combined with post-
hoc detectors gives the lowest FPR@95 of 19.92 (MSP),
outperforming the best MORE score of 26.3. BUILD also
achieves a higher AUROC of 95.54 with the energy score
in the ReAct setting, surpassing MORE’s highest AUROC
of 95.19. Only for SMMD MORE archives slightly better
results for both, AUROC and FPR@95, however, in terms
of ID accuracy, BUILD consistently exceeds MORE across
all detectors.

Task-specific performance. In Fig. 2, we show the evalua-
tions of each metric (y-axis) for each task-specific classifier
(x-axis). We can see that BUILD can obtain strong detection
and classification performance for all tasks, independently
of the OOD detection method used. On the other hand,
MORE presents highly imbalanced results (i) across differ-
ent tasks, e.g., the AUROC of task 1 is much lower than
the one measured on task 0, and (ii) across different OOD
detectors, e.g., where all detectors that are not included in
the initial design of MORE cannot compete with MD and
SMMD.

Discussion. Our framework BUILD is not only lightweight
and modular but also outperforms the state-of-the-art base-
line. We observe that, in general, activation-based detec-
tors can be the most promising approach to be used with
BUILD, as both versions of ReAct show strong detection
performance while maintaining good in-distribution accu-
racy. This is achieved thanks to its independent and modu-
lar design, while MORE is case-specific and works better
with MD and SMMD, which are part of its design from
the training to the testing phase. In particular, although us-
ing state-of-the-art activation-based OOD detectors together
with MORE, their detection performance is damaged by
its overall design. This behavior may be due to the activa-

tion vectors being influenced by the knowledge obtained by
the OOD samples exposed during training, which promotes
overfitting to a specific type of OOD distribution, while
BUILD is not affected by this bias, as it does not use outlier
exposure during training hence the detectors are only fitted
to the ID data. (ii) training without buffer Moreover, BUILD
obtain more uniform results among different tasks, while the
highly imbalanced results among different tasks obtained
by MORE are probably caused by the random selection of
samples stored in the buffer. We also observed that MORE
presents a higher computational overhead and takes almost
20 times longer than BUILD. This is primarily due to the
cost of inverting the covariance matrix to compute the Ma-
halanobis distance. MORE is also memory expensive, as
large memory consumption comes from the memory buffer
storing raw images of size 32× 32× 3.
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Figure 2. Individual performance of each task-specific classifier.
In the columns the results from BUILD (right) and MORE (left).
In the rows, from top to bottom: (i) the Area Under the ROC curve
(AUROC) ↑, (ii) the False Positive Rate at 95% True Positive Rate
(FPR@95) ↓ and (iii) the In-Distribution Accuracy (ID Acc.) ↑.

5. Conclusions, Limitations and Future Works
This paper proposes BUILD, a novel framework that allows
ML models to work in the wild due to the combination
of IL and OOD detection methods in a buffer-free fash-
ion. BUILD learns new tasks by leveraging hard attention
masking for training the adapter modules of a pre-trained
network, but differently from previous works, which employ
outlier exposure to provide OOD detection capability to the
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network, it exploits post hoc activation-based OOD detec-
tors. This removes any dependence on the buffer, making
the framework lightweight, modular, and computationally
inexpensive. The resulting network outperforms the state-
of-the-art baseline in the TIL setting.

Limitations Although our method is modular, efficient,
presents competitive performances, and virtually prevents
catastrophic forgetting due to the implementation of HAT,
forgetting still occurs because classification becomes chal-
lenging with more classes.

Future works We envision an in-depth analysis of a wider
range of OOD detectors, the inclusion of near- and far-OOD
datasets, and a rejection mechanism for never-seen-before
classes in future work. This would better highlight the
modularity and flexibility of BUILD, demonstrating to the
community the potential of a buffer-free approach.
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